
 
 

Delft University of Technology

Wind farm control for wake-loss compensation, thrust balancing and load-limiting of
turbines

Gonzalez Silva, Jean; Ferrari, Riccardo; van Wingerden, Jan Willem

DOI
10.1016/j.renene.2022.11.113
Publication date
2023
Document Version
Final published version
Published in
Renewable Energy

Citation (APA)
Gonzalez Silva, J., Ferrari, R., & van Wingerden, J. W. (2023). Wind farm control for wake-loss
compensation, thrust balancing and load-limiting of turbines. Renewable Energy, 203, 421-433.
https://doi.org/10.1016/j.renene.2022.11.113

Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.

https://doi.org/10.1016/j.renene.2022.11.113
https://doi.org/10.1016/j.renene.2022.11.113


Renewable Energy 203 (2023) 421–433

A
0
n

Contents lists available at ScienceDirect

Renewable Energy

journal homepage: www.elsevier.com/locate/renene

Wind farm control for wake-loss compensation, thrust balancing and
load-limiting of turbines
Jean Gonzalez Silva ∗, Riccardo Ferrari, Jan-Willem van Wingerden
Delft University of Technology, Delft Center of Systems and Control, Delft, 2628CD, The Netherlands

A R T I C L E I N F O

Keywords:
Active power control
Thrust balance
Wake effects
Reliability
Integral control
Wind farm control

A B S T R A C T

As renewable energy sources such as wind farms become dominant, new challenges emerge for operating and
controlling them. Traditionally, wind farm control aims to dispatch power set-points to individual turbines
to maximize energy extraction and, thus, their usage as assets. Yet, grid balance and frequency support
are fundamental in presence of high renewable penetration and volatility of energy prices and demand.
This requires a paradigm change, moving from power maximization to revenue maximization. In this paper,
three active power control strategies pushing this shift of paradigm are investigated, namely: wake-loss
compensation, thrust balancing, and load-limiting control.

The findings of large eddy simulations of a reference wind farm show that wake-loss compensation indeed
improves the power generation on waked wind farms, but at the price of increased structural loads on certain
turbines. The addition of a thrust balancing can equalize the stresses of individual turbines and their wear in
the long term, while still attaining the required power output at the farm level. Furthermore, load-limiting
controllers could potentially aid by allowing maintenance to be scheduled in a single time window, thus
reducing operation and maintenance costs.
1. Introduction

According to the Global Wind Energy Council, 93.6 GW of new
wind power was installed in 2021, which accounts for a 12.5% growth
compared to 2020 [1]. Still, to meet the ambitious global plans for
decarbonization, a growth of 180 GW per year would be required. The
integration of wind power into the grid is becoming more relevant
than ever as additional wind power capacity is commissioned each year
across the globe. Future wind power plants will need to provide oper-
ational characteristics similar to those of conventional power plants,
that comply with stricter grid code requirements and provide ancillary
services to ensure safe and reliable operation of the power system [2,3].
As an example for other countries, the United Kingdom has laid out
its ‘‘Net-zero’’ plan for 2050, which aims to increase offshore wind
energy from around 7 GW today to 75 GW by 2050. Note that the
peak demand for the United Kingdom in 2020 was about 48.76 GW [4].
Such a substantial increase in the volume of wind energy connected to
the grid will require that wind farms no longer operate in a ‘‘greedy’’
manner, whereby the wind farms aim at maximizing energy capture.
In addition, a drawback of the current concept of maximum power
generation is the variance of aerodynamic loading across a dense farm
due to the turbine interactions. Therefore, it is likely that wind farms
will be required to participate in a more meaningful manner in the
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grid balance, and consider the impact of their strategy on the structural
loading of individual turbines.

Rapid penetration of renewable energy sources, with their inher-
ently fluctuating energy availability, is still challenging for electric
power systems. This raises questions about how the systems would
operate when renewable generation becomes the dominant technology.
The wind availability further reduces with farm densification due to
turbine interactions, leading to overplanting as a trivial solution. In
overplanting, the wind farm is conservatively designed and is expected
to operate in derated conditions [5,6]. Balancing the wind farm pro-
duction with the demanded grid loads can be provided by the so-called
Active Power Control (APC), as demonstrated by Fleming et al. [7]
in high-fidelity simulations. A centralized APC was introduced by an
author [8], where a closed-loop controller is proposed to mitigate the
oscillations of power generation caused by the wake effects, mainly the
induced turbulence.

The ability to control the individual power output may lead to im-
provements in the provision of ancillary services [9–11]. The potential
to regulate the active power, such as secondary frequency regulation,
has relevant economic implications for wind farm operators [12]. As
a result, turbines that directly participate in the system frequency
stability significantly enhance their cost-effectiveness by eliminating
vailable online 29 November 2022
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support mechanisms and improving the integration grid system. In
addition, turbines under a power tracking controller, which does not
operate to extract the maximum amount of power, are subjected to
lower aerodynamic loads compared to those regulated by traditional
controllers. This can lead to the extension of their service life [13–
15]. Recently, new regulations have been pushing the wind industry
towards the development of such technologies, with the Irish and
the British grid codes being the first examples of the participation
of wind power plants in frequency control [16,17]. These regulations
require the provision of frequency control services directly from the
wind turbines. Future trends for European regulations, like the Eu-
ropean Network Code developed by the ENTSO-E, indicate the need
for down-regulated wind turbines to participate in primary frequency
control [18]. In literature, APC has been widely used for single wind
turbines, where examples of wind turbine APC algorithms can be found
in Aho et al. [19], Zhu et al. [20], Lio et al. [21], and Kim et al. [22].
Still, APC results are less explored in a wind power plant context where
realistic flow interactions should also be taken into account.

While providing the required power output, wind farm control
can be leveraged to reduce turbine loads [23,24]. As a strong driver
of fatigue loading, wakes are known to induce turbulence due to
both wake meandering and wake-added turbulence [25]. Reducing
wake effects on downstream turbines could alleviate fatigue damage,
especially on the blades. Recent research in this area can be found
in [26–29]. In Vali et al. [27], tower base fore–aft bending moments
are balanced while the wind farm power production follows a reference
signal evaluated in a mid-fidelity model. In Stock et al. [29], the
wind farm control dispatches power commands aiming to favor the
loads in the turbines. A joint pitch-based and yaw-based control based
on optimization algorithms is investigated by Kanev et al. [26] and,
finally, the work in Baros et al. [28] implements a decentralized load
control, where turbines can communicate with neighboring ones. All
the above-mentioned works are either based on mid-fidelity simulations
or real-time optimization algorithms whose computational costs are
still high for practical implementation. These notions lead to a shifting
paradigm whereby wind farm control can support better asset manage-
ment under time-varying demand and electricity prices [30,31]. In the
zero-subsidy era, maximizing revenue is likely to be prioritized over
annual energy production gains. This can be achieved by reducing the
active power production during periods of low grid loads demand and
low electricity prices, as well as the optimization of loads for potential
extension of the service life.

Recently, at an individual turbine level, condition-based control
making use of down-regulation has become the focus of several pub-
lications, where turbines are down-regulated to reduce loading on
specific components [14,15,32,33]. These strategies in the offshore
environment are of great value since accessibility is the major barrier
to offshore wind implementation. Long down periods and expensive
maintenance events as results of faults are more prone to happen
due to the harsh offshore environment, which includes wave loads
and accelerated corrosion [34]. As an alternative to shutdown, down-
regulation can have a significant cost-effective impact on production
by safely operating damaged turbines [35]. Turbine operations can be
constrained to provide more structural reliability by being self-aware
of possible non-designed conditions [36,37]. Also, the Levelized cost of
electricity can be reduced by avoiding unexpected maintenance costs
with preventive methods in long term.

The main contribution of this paper is the extended evaluation of
three APC strategies for wind farm control, namely wake-loss compen-
sation, thrust balancing, and load-limiting control. This evaluation is
conducted in terms of power generation and mechanical loads across
the entire wind farm. First, the active power compensation of wake
losses uses the current turbine power output to enhance the tracking
of defined power demand. Therefore, the power system’s reliability
is increased by maintaining the electrical frequency close to nominal.
422

Second, a thrust balancer uses estimations of aerodynamic forces to
equalize thrust forces in all possible turbines in the farm depending
on their wind power availability. This leads to a uniform distribution of
structural loads across the turbines. As consequence, the degradation of
high-loaded turbines is reduced together with their associated mainte-
nance costs. In addition, the total farm available power can be increased
by the cooperative farm operation, as seen in [38]. Lastly, a load-
limiting strategy using the instantaneous thrust estimations derived
from regular turbine measurements, i.e. rotor speed, generator torque,
and blade pitch angles, switches its feedback loop between tracking
the power reference signal and limiting the instantaneous thrust force
based on a user-defined thrust force threshold. As a prevention measure
of structural faults, the threshold should be defined by the operator or
health monitoring systems due to unexpected or accumulated damage
to the turbine structure. This load-limiting strategy based on a power
tracking controller is explored at the wind farm level in contrast to the
existing literature.

A reference wind farm layout is simulated in a high-fidelity envi-
ronment. Results compare the APC strategies in terms of root mean
squared, mean absolute, and peak errors; as well as, time-averaged
means, standard deviations, and damage-equivalent loads. The damage-
equivalent loads are computed for the turbine rotor shaft, tower base,
and blade root. The findings show that the proposed wake-loss com-
pensation exhibits a simple and effective concept that significantly
improves wind farm power tracking in waked conditions. As the wake-
loss compensation does not consider wake models for simplicity, the
variance of loads is an undesirable side effect. Then, the aerodynamic
loads are balanced by the thrust balancer, as well as the standard
deviations of damages in distinct turbine components are reduced. This
effectively mitigates the variance of loads on the farm. Furthermore,
specific turbines have their structural damages drastically reduced
using the load-limiting control based on the instantaneous load es-
timations while the effects on the wind farm power generation are
minor.

The structure of this paper is as follows. First, the simulation envi-
ronment is defined in Section 2. Next, Section 3 thoroughly describes
the working principles of the proposed control approaches. The poten-
tial of these approaches as a future trend in wind farm control will then
be demonstrated in Section 4 through high-fidelity simulations. Finally,
the paper is concluded in Section 5.

2. Simulation environment

The proposed control strategies are evaluated in the Simulator fOr
Wind Farm Applications (SOWFA) [39]. SOWFA is a high-fidelity large-
eddy simulation (LES) tool developed at the National Renewable En-
ergy Laboratory (NREL). The flow is simulated using OpenFOAM [40]
by solving the three-dimensional unsteady Navier–Stokes equations and
transport of potential temperature equations, which take into account
the thermal buoyancy and earth rotation (Coriolis) effects in the atmo-
sphere over a discretized domain. SOWFA couples the OpenFOAM CFD
solver with NREL’s OpenFAST wind turbine simulator [41]. Realistic
ambient atmospheric turbulence intensity, determined by inflow turbu-
lence and the atmospheric thermal stability conditions, is created using
precursor simulations. The wind turbines are modeled using a rotating
actuator disk model (ADM-R) [42].

Previous studies have been performed to validate SOWFA. For
example, SOWFA has been compared with the 48-turbine Lillgrund
wind plant field data and shows good agreement through the first five
turbines in a row aligned with the wind direction [43]. In addition,
SOWFA has been tested to verify that the inertial range in the turbulent
energy spectra and the log-profile in the mean flow are incorporated,

both of which characterize a realistic atmospheric boundary layer [44].
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Fig. 1. Layout of the TotalControl reference wind power plant. Units of axes are rotor
diameters [45].

2.1. Wind farm layout

The TotalControl reference wind power plant (TC-RWPP) defined
in the H2020 TotalControl project is a virtual test bed for wind farm
control [45]. The TC-RWPP is a suitable reference wind farm for
simulating moderate and high waked conditions depending on different
inflow orientations. Fig. 1 shows the staggered pattern of the TC-
RWPP composed of 32 wind turbines. The separation between rows
and columns is five rotor diameters (5𝐷). This layout assumes that
the prevailing wind direction is from the west in Fig. 1. In this low
wake interaction scenario, the wakes of upstream turbines hit a single
turbine in the stream. In this work, we also explore a medium wake
interaction scenario, where four-turbines wake interactions occur. The
latter happens when the wind direction deviates 26.565◦ from the first
scenario.

The yaw control, often implemented in a decoupled control loop,
aims to align the turbine nacelle with the wind direction. Using a
low-pass filtered wind direction signal from wind sensors (nacelle
anemometers and/or wind vanes), a yaw angle or yaw rate is com-
manded to the yaw actuator to assure optimal inflow conditions. The
simulations were executed with constant wind directions aiming full-
waked conditions. The full-waked conditions present larger effective
wind speed deficits between turbines, consequently bigger power track-
ing errors. Partial-waked conditions or time-varying wind directions are
supposed to be easier handled by the controllers and are not the focus
herein.

The simulated turbines are DTU 10 MW Reference Wind Tur-
bines [46], which have rotor diameter of 𝐷 = 178.3 m. The inflow
wind direction in the simulator is from the southwest (240◦), instead
of the assumed prevailing wind direction from the west (270◦). This
is done to generate appropriate turbulent wind conditions by precursor
simulations. Details about the positioning of the turbines in the domain
for each scenario are depicted in Figs. 2 and 3, where the layout is
accordingly rotated −30◦ and −3.435◦, respectively.

The distance between interacting turbines is different between the
two studied scenarios. In the first scenario, the distance between the
free-stream turbines and the turbines under the wake is 10.0𝐷, with
sixteen interactions between two turbines. In the second scenario,
the distance is about 5.59𝐷 and there are two turbines in the free
stream that are not affecting the downstream turbines, two sets of three
turbines, and six sets of four turbines under wake interaction.
423
Fig. 2. Layout of the simulated 8-by-4 wind farm rotated by −30◦ for the low wake
interaction scenario. The background is an instantaneous horizontal slice of flow output
taken from a Simulator fOr Wind Farm Application (SOWFA).

Fig. 3. Layout of the simulated 8-by-4 wind farm rotated by −3.435◦ for the medium
wake interaction scenario. The background is an instantaneous horizontal slice of flow
output taken from a Simulator fOr Wind Farm Application (SOWFA).

2.2. Simulation parameters

The simulation parameters are summarized in Table 1. The spatial
discretization mesh for CFD is one-step refined in a rectangular region,
where the turbines are located and wakes are developed. Above 300 m
of height, the mesh is coarser to reduce computation time.

In all cases, the conditions simulated in SOWFA are based on the
study by Churchfield et al. [44]. The simulated atmospheric conditions
consist of a neutral atmospheric boundary layer with a low aerody-
namic surface roughness value of 0.002 m — typically for offshore sites.
The wind speed intensity averages 10 ms−1 and the turbulence intensity
is around 5−6% at the turbine hub height. The simulated time length of
1000 s is used to let the wakes develop through the domain. We were
limited by single simulations for each controller approach because of
the associated enormous computational cost due to the large simulated
domain. Yet, the exact same turbulent inflow field is used.

A power tracking controller, further presented in Section 3.1, can
follow a time-varying automatic generation control (AGC) signal. The
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Table 1
SOWFA simulation parameters.

Property Value

Domain size 9 km × 9 km × 1 km
Cell size outer region 10 m × 10 m × 10 m
Cell size near rotors 5 m × 5 m × 5 m
Simulation time-step 0.5 s
Atmospheric boundary layer (ABL)
stability

Neutral

Mean inflow wind speed 10 m/s
Surface roughness 0.0002 m
Turbulence intensity 5.0-6.0%
Turbine rotor approximation Rotational Actuator Disk

Model (ADM-R) [42]
Turbine type DTU 10 MW [46]
Turbine rotor diameter 178.3 m
Turbine hub height 119 m
Force scalar factor 1.0
Inflow velocity factor 0.94
Blade smearing factor 20.0 m
Inter-turbine interaction spacing 10.0 𝐷 and 5.59 𝐷a

aThe inter-turbine interaction spacing depends on the wind direction because of
the staggered pattern defined in Section 2.1.

AGC command used here is a portion of the 40-minute ‘RegD’ test
signal, the most rapidly actuating test signal that is used for AGC
qualification by the PJM regional transmission organization [47]. The
signal is normalized and upsampled to 1 Hz. In the simulations, we
assume a power command to have a persistent value of 3.5 MW, lower
than half of the maximum produced power at a wind speed of 10 ms−1,
plus an AGC perturbation signal, which is set to have an amplitude of
1 MW. The AGC signal starts at 300 s to allow time for the wakes to
develop and propagate during the simulation.

3. Control strategies

3.1. Individual wind turbine control

In variable-speed, variable-pitch machines, the rotational speed, and
the grid frequency are decoupled due to an indirect connection between
generator and grid, which is carried out, nowadays, by the so-called
back-to-back converters [48]. This concept is about 25 years old and
allows wind turbines to down-regulate by reducing their speed while
the grid frequency is maintained.

Herein, the wind turbine controller is synthesized to track a refer-
ence power signal whenever possible. Down-regulation based on blade
pitch is considered. The controller shows a resemblance with the pitch-
reserve controller described in Aho et al. [19] and the KNU2 algorithm
in Kim et al. [22]. The choice based on blade pitch is justified by
the following characteristics: a monotonic thrust reduction in response
to monotonic demanded power reduction is achieved; operation close
to the min-𝐶T method [20]; ensuring a stability margin w.r.t. stall
regions [49].

The turbines are down-regulated by applying both the blade pitch
and generator torque. The blade pitch controller consists of a gain-
scheduled PI control law, where the blade pitch command 𝜃 is defined
as
𝜃 = 𝐾P(𝜃meas)

[

𝜔gen,meas − 𝜔gen, ref (𝑃dem)
]

+
𝐾 I(𝜃meas)

𝑠
[

𝜔gen,meas − 𝜔gen, ref (𝑃dem)
]

,
(1)

n which 𝜔gen,meas and 𝜃meas, respectively, are the measured genera-
or speed and the measured collective blade pitch angle. The refer-
nce generator speed, 𝜔gen, ref , is a function of the demanded power
dem. 𝐾P(𝜃meas) and 𝐾 I(𝜃meas) are the gain-scheduled proportional and

integral gains [50].
The blade pitch controller, as a feedback loop, seeks to regulate the

generator speed to the desired reference speed and it is similar to the
424
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Fig. 4. Generator torque as a function of the rotor speed for the DTU 10MW Reference
Wind Turbine.

Fig. 5. Generator speed reference as a function of the demanded power for the DTU
10MW Reference Wind Turbine.

controller used for generator speed regulation in above-rated condi-
tions, traditionally. However, the generator speed setpoint depends on
the demanded power rather than a rated value, 𝜔gen,rated, as depicted
in Fig. 5. The relation in Fig. 5 is obtained by the traditional generator
torque–speed curve from Fig. 4. The generator speed setpoint is selected
by the same amount of power that the turbine would generate by greedy
control in different wind conditions and it is upper-bounded by the rated
value. The literature standard for wind turbine control is referred to as
greedy control. The reader is referred to [51,52] for more information
on greedy control and [50,53] for practical implementation of such a
controller.

Together with the blade pitch controller, the generator torque con-
troller is usually applied to track the demanded power by multiplying
it by the inverse of the measured generator speed as

𝜏gen, tracking =
𝑃dem

𝜂eff𝜔gen,meas
, (2)

here 𝜂eff is the generator efficiency. This controller would provide
ear-perfect tracking by meeting the generated with the demanded
ower. However, this generator torque control law can be problematic
s a certain increase in demanded power might lead to undesirable
ower rotor speed and shut-off. In the greedy control, the generator
orque is known to be stable for 𝜔gen ≥ 0, and globally converges
o the optimal power coefficient 𝐶P to maximize the turbine’s power
roduction (in region 2). The greedy torque control law,1 which is
omposed of the traditional regions, is represented by 𝜏gen, greedy and

depicted in Fig. 4. Therefore, combining the greedy torque with the
power tracking control law yields

𝜏gen, combined = min
(

𝜏gen, greedy , 𝜏gen, tracking
)

. (3)

1 In the industry, the optimal torque law in region 2 is often replaced with
PID-controller-based tip-speed-ratio tracking algorithm in combination with
wind speed estimator. Such an algorithm does not sufficiently add to the

elevance of this work and therefore is outside the scope of this paper.
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Fig. 6. Block diagram of the wake-loss compensator.
The generator torque control law in Eq. (3) ensures that the tur-
bine does not operate at a lower tip-speed ratio than expected due
to fast transients. As a result, imminent shutdowns are prevented
and the turbine operates conservatively avoiding stall. Near-perfect
power tracking is achieved whenever 𝜏gen, tracking is not constrained by
𝜏gen, greedy and 𝑃dem ≤ 𝑃greedy, where 𝑃greedy is the hypothetical power
produced by greedy control with the current wind inflow. At low
available power in the wind, the turbine controller completely switches
to greedy control whenever the collective blade pitch angle reaches the
switch value 𝜃switch, and the generator speed becomes lower than the
reference speed. This keeps the turbine producing the maximum power
while it is saturated.

The derived power tracking controller at individual turbine level is
extended to the control of the wind farm in the following subsections,
as in [54].

3.2. Wind farm control: wake-loss compensation

Whenever a wind farm rather than the individual wind turbines are
to track a reference power signal, the power setpoint distribution over
the turbines must be decided on. The power that a turbine can produce
is directly correlated to the local wind speed and varies within the
farm due to wake interactions. This leads to a non-trivial problem of
distributing a wind-farm-wide power reference signal over individual
turbines. In this subsection, a model-free and closed-loop controller is
synthesized to distribute the power setpoints among the turbines and
to minimize the wind-farm-wide reference tracking error as shown in
Fig. 6.

The input signal of a single turbine is the demanded power 𝑃dem, and
the actual power produced 𝑃gen is its output. In the situation that the
turbine saturation does not occur, i.e. 𝑃dem < 𝑃greedy, and at near-perfect
tracking, the input–output relationship is

𝑃 𝑘
gen = 𝜏𝑘gen, tracking 𝜔𝑘

gen 𝜂eff = 𝑃 𝑘−1
dem (𝜔𝑘−1

gen,meas 𝜂eff )
−1 𝜔𝑘

gen 𝜂eff , (4)

where 𝑘 is the discrete-time index of the simulation and controller. With
a sufficiently high sampling rate about 1–10 Hz, we can assume 𝜔𝑘

gen ≈
𝜔𝑘−1
gen,meas and therefore, 𝑃 𝑘

gen ≈ 𝑃 𝑘−1
dem . Thus, the wind turbines can be

approximated as pure time-delay systems2 with their time delay equal
to the simulation sampling time 𝛥𝑡, where the time 𝑡𝑘 = 𝑡𝑘−1 +𝛥𝑡. Now,
consider power track at the farm scale. The wind-farm-wide power

2 Pure time-delay systems have their response delayed by a time period.
Time-delay systems inherently limit controller design due to right-half-plane
zero (nonminimum-phase) behavior.
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reference 𝑟𝑘 ∈ R is to be divided among the turbines. Mathematically,
the demanded power signal 𝑃 𝑘

dem, i ∈ R for each turbine 𝑖 is

𝑃 𝑘
dem, 𝑖 = 𝛼𝑖𝑟

𝑘 + 𝛥𝑢𝑘PC, with
𝑁T
∑

𝑖=1
𝛼𝑖 = 1. (5)

The term 𝛼𝑖 divides the total wind farm power over the 𝑁T turbines,
defined as the nominal active power distribution, here assumed to be
time-invariant and uniform for simplicity, i.e. 𝛼𝑖 = 𝛼𝑗 , ∀𝑖, 𝑗. Still the
target of further research, a smart nominal power distribution would
benefit the operation of turbines. The global correction term 𝛥𝑢𝑘PC ∈ R,
as in van Wingerden et al. [8], is the output of a pure integral controller
defined as

𝑢𝑘PC = 𝑢𝑘−1PC +𝐾I,PC𝑒
𝑘𝛥𝑡, with 𝑒𝑘 = 𝑟𝑘 − 𝑃 𝑘, (6)

where 𝐾I,PC is the integrator gain for the power compensator. The
pure integrator controller is designed to compensate for the instanta-
neous wind-farm-wide tracking error 𝑒𝑘, which is obtained from the
wind-farm-wide reference 𝑟𝑘 to the sum of all individual active power
production 𝑃 𝑘 ∈ R. Although the proportional action might lead to
faster responses, it is not included because turbine saturation can lead
to undesirable aggressive behaviors, as well as the simplicity of the
proposed control design can be kept. The integrator gain is chosen as
𝐾I = 𝑁−1

T 𝛥𝑡−1, which is by definition the optimal controller for time-
delay systems without turbine saturation.3 The error 𝑒𝑘 would therefore
be eliminated on the next time-step, whenever all turbines are not
saturated.

Using the integrator, the wind farm power tracking stability is
assured, where the accumulated error tends to be eliminated in a steady
state. Integrator anti-windup is implemented when all turbines are
saturated. Moreover, the integrator state resets whenever all turbines
are not saturated. This controller should achieve near-perfect tracking
limited by the time delay and overall power availability.

3.3. Wind farm control: thrust force balancing

The thrust force balancer is developed to reduce high thrust forces
encountered inside the farm due to wake effects. The thrust forces,
considered as the mean of the aerodynamic loads in the rotor, are re-
duced in these turbines, consequently, reducing their fatigue. Reducing

3 Gain-scheduling due to turbine saturation are not considered and in-
creases undesirable significant transients. Therefore, whenever saturation
occurs, the wind farm control operates sub-optimally but with smother
transients.
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Fig. 7. Block diagram of the thrust balancer.
the variation of thrust forces across the farm extends the aggregated
turbine life. The main idea of the thrust force balance controller is to
balance the thrust forces of all turbines to their mean value while the
wind farm power tracking is maintained [38]. Hence, in addition to
the power compensator feedback, a thrust control loop is synthesized
by using each of the estimated instantaneous thrust forces 𝐹T, 𝑖. At each
step-time, all 𝐹 𝑘

T, 𝑖 ∈ R are subtracted by their mean thrust force 𝐹 𝑘
T ∈ R

to obtain the thrust force error vector 𝑒𝑘TB ∈ R𝑁T .
In the control development, we noticed that the additional loop,

depicted in Fig. 7, would unsuccessfully try to boost the generated
power of saturated turbines. In addition, the loop would reduce the
demanded power of the unsaturated turbines which might be used for
compensation purposes. Consequently, both loops compete with each
other. Therefore, to make sure that the feedback loops will not compete,
turbines that are saturated, which usually have lower thrust forces, are
removed from the mean thrust force computation through the balance
weight matrix

𝐖𝑁T×𝑁T
=

⎡

⎢

⎢

⎢

⎢

⎣

𝑠1 𝑠2 … 𝑠𝑁T
𝑠1 𝑠2 … 𝑠𝑁T

⋮
𝑠1 𝑠2 … 𝑠𝑁T

⎤

⎥

⎥

⎥

⎥

⎦

, where

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝑠𝑖 = 1, if turbine is
not saturated;
𝑠𝑖 = 0, if turbine is
saturated.

(7)

Also, the corresponding instantaneous thrust force errors of satu-
rated turbines are reset as

𝑒𝑘TB,𝑖 = 0, if turbine is saturated. (8)

Then, the instantaneous thrust force error vector, 𝑒𝑘TB, is computed
as

𝑒𝑘TB =
( 1
𝑀

𝐖𝑁T×𝑁T
− 𝐈

)

𝐹 𝑘
T , (9)

in which 𝑀 is the number of turbines that are not yet saturated,
𝐈 the identity matrix, and 𝐹 𝑘

T ∈ R𝑁T the vector containing all of
the estimated instantaneous thrust forces. Analogous to the wake-loss
compensation, pure integral controllers are designed to eliminate the
individual instantaneous thrust force errors with respect to the overall
mean of the unsaturated turbines, as

𝑢𝑘TB, 𝑖 = 𝑢𝑘−1TB, 𝑖 +𝐾I,TB𝑒
𝑘
TB, 𝑖𝛥𝑡, (10)

where 𝐾I,TB is the integrator gain for the thrust balancing, chosen to
be the same value for the multiple integrators. The tuning procedure
relies on the identification of the model dynamics from the demanded
power to the thrust force of the defined down-regulator in Section 3.1.
For brevity, the reader is referred to [38] for more details. Finally, the
corresponding correction terms in 𝛥𝑢𝑘TB ∈ R𝑁T are added to demanded
powers 𝑃 𝑘 ∈ R𝑁T to balance all thrust forces of unsaturated turbines.
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dem
3.3.1. Thrust estimation
The estimated instantaneous thrust force 𝐹T, which represents the

main aerodynamic load, is obtained from the steady state model and
the regular turbine measurements as

𝐹T = 0.5𝜌𝜋𝑅2�̂�2w𝐶T

(𝑅𝜔r,meas
�̂�w

, 𝜃meas

)

, (11)

in which �̂�w is the estimated effective wind speed [55], 𝜌 the air density,
𝑅 the rotor radius and 𝐶T the thrust coefficient from pre-computed
mapping with the measured rotor speed 𝜔r,meas and collective blade
pitch angle 𝜃meas. In this work, the estimation of the effective wind
speed is obtained from an I&I estimator [56] through measurements
of rotor speed, generator torque, and blade pitch angles. Note that 𝐹T
is therefore a mean of the inflow loads over the rotor, where the inflow
is inherently not constant by shear, wake, and other effects.

3.4. Wind turbine control: load-limiting control

For damaged turbines, the balance of thrust force might not be
enough to guarantee safety. Such turbines require lower instantaneous
loads to keep high safety levels/factors. Lastly, health monitoring sys-
tems are increasingly becoming a feasible technology for wind tur-
bines [57,58]. Therefore, the operation of those turbines should be
appropriately constrained in real-time by the controller while still
producing energy.

The down-regulation method in Section 3.1 reduces the structural
stresses when reducing power demand. Thus, the turbine would be
able to continue operating by down-regulating accordingly with the
current loads as opposed to shutting down, until maintenance is fully
performed. Although this results in sub-optimal power generation in
the damaged turbines, the turbines’ structural reliability is improved,
where fatigue damage is alleviated and lifetime extended [35]. Also, as
seen in Section 3.2, the power contributions from individual turbines
can be redistributed among the turbines in the farm. That is, reducing
the demanded power for a set of turbines can be compensated for by
increasing the power generation in other turbines.

A switching control architecture for individual turbines, depicted in
Fig. 8, is therefore implemented in a wind farm setting. A user-defined
constraint on the instantaneous thrust force is to be satisfied while the
reduction in power generation is compensated by the other turbines.
In the defined turbine 𝑗, the architecture allows for a demanded power
profile to be tracked when the thrust force is lower than a given max-
imum allowed value 𝐹T,𝑗 . When such a value is reached, the proposed
controller switches from tracking the demanded power to tracking the
maximum allowed thrust force through feedback, thus satisfying the
constraint on the maximum turbine instantaneous load.
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Fig. 8. Block diagram of the load-limiting control.
The first observation is that, in order to not modify the power
demand reference signal, it is sufficient for the additional local signal
𝛥𝑢LL,𝑗 ∈ R to become zero. In order to do this, a Mode Switch is
designed such that the new additional local feedback loop will be
open whenever the constraint on the thrust force is not exceeded. In
particular, the switching will be defined by introducing the following
signal

𝑒LL,𝑗 =

{

𝑒LL,𝑗 , if 𝑒LL,𝑗 < 0 or 𝑒LL, I,𝑗 < 0
0, otherwise

(12)

where 𝑒𝑘LL,𝑗 = 𝐹 𝑘
T,𝑗 − 𝐹 𝑘

T,𝑗 and 𝑒𝑘LL, I,𝑗 = ∫ 𝑘𝛥𝑡
0 𝑒LL,𝑗 (𝜏)d𝜏 represent, the

difference between the estimated instantaneous thrust force and its
upper bound, and the time integral thereof. The rationale for this
definition with the inclusion of the integral term is to avoid chattering
when the thrust force is close to its reference, as is done for instance in
the literature on Integral Sliding Mode control [59].

When the mode switch is active – that is when 𝑒𝑘LL,𝑗 ≠ 0 – the local
feedback loop is closed. Using a simple pure integrator, as in previous
subsections, the local correction signal 𝛥𝑢𝑘LL,𝑗 ∈ R is obtained by

𝑢𝑘LL,𝑗 = 𝑢𝑘−1LL,𝑗 +𝐾I,LL𝑒
𝑘
LL,𝑗𝛥𝑡, (13)

where 𝐾I,LL is the integrator gain for the load-limiting loop. For further
details, see [36]. As the load-limiting controller directly makes use
of down-regulation, its stability is guaranteed by the down-regulation
method — Section 3.1; i.e. if the down-regulation method is stable to
demanded power changes, so is the controller using an integrator. This
extends to all methodologies in this work. The parameters used in the
simulations are presented in Table 2.

4. Results

The key findings in this paper are illustrated via a series of event
plots and tables in this section, focusing on generated and reference
power signals, turbine actuation, and mechanical loads. The results are
obtained by the cumulative use of the defined controllers in Section 3.
One of the differentiating features of this work is the analysis of full
farm signals and loads. Thus, the results are broken down by quantities
of interest, which encompass turbine operational parameters, such as
blade pitch and generator torque, and key structural loads, including
out-of-plane blade root bending moment, shaft torque, and tower-base
bending moment. Time-domain histories of the quantities of interest are
presented via aggregate statistics, in particular mean values, standard
deviations, root mean squared errors, mean absolute errors, peak errors,
and short-term damage equivalent loads (DELs).

4.1. Statistical calculations

Root mean squared error (RMSE) is considered an excellent general-
purpose error metric for tracking performance, as it is scale-dependent.

RMSE =

√

√

√

√
1

𝑁
∑

|𝑥𝑛 − 𝑥ref
𝑛 |

2, (14)
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𝑁 𝑛=1
where 𝑁 is length of the evaluated discrete signal 𝑥, 𝑛 the element
variable, and 𝑥ref the reference signal.

Mean absolute error (MAE), as also a widely used criterion, is
defined by

MAE = 1
𝑁

𝑁
∑

𝑛=1
|𝑥𝑛 − 𝑥ref

𝑛 |. (15)

This criterion is a similar measurement to the RMSE. Nevertheless, it
is more robust since it is less sensitive to extreme values than RMSE. In
MAE, different errors are not weighted, but the scores increase linearly
with the increase in errors. Generally speaking, low values for RMSE
and MAE mean that the power generation has been accurately tracking
the power reference.

Moreover, peak error (PE) is defined by

PE = max
𝑛∈{1,…,𝑁}

|𝑥𝑛 − 𝑥ref
𝑛 |. (16)

Short-term fatigue DELs of quantities of interest were computed
directly from the time series using the NREL postprocessing tool,
MLife [60]. MLife uses rainflow counting to bin a histogram of load

Table 2
Parameters of controllers.

Variable Symbol Value

Proportional gain of the pitch controller 𝐾P Gain-scheduled;
0.039–1.41 s [50]

Integral gain of the pitch controller 𝐾 I Gain-scheduled;
0.067–0.28 s [50]

Derivative gain of the pitch controller 𝐾D 0.0 s [50]
Corner frequency of generator speed
low-pass filter

– 0.1798 Hz [50]

Generator efficiency 𝜂eff 1 [50,53]
Generator torque constant for greedy
control

𝐾greedy 79.43986 N m/(rad/s)2
[50]

Transitional generator speed bet – 200.0 rpm [50]
Transitional generator speed — region
1.5 to 2

– 300.0 rpm [50]

Transitional generator speed — region 2
to 2.5

– 405.0 rpm [50]

Rated generator slip percentage in
region 2.5

– 10.0 [52]

Rated power 𝑃rated 10 MW [46]
Transitional generator speed between
regions

– 95.0 [52]

2.5 and 3 percent of rated generator
speed
Rated generator speed 𝜔gen,rated 445.67 rpm [52]
Maximum generator rate – 15,000 N m/s [50,53]
Maximum blade pitch rate – 10 deg/s [50,53]
Fine blade pitch angle 𝜃f ine 0.75 deg [50]
Switch blade pitch angle 𝜃switch 1 deg [50]
Integral gain of the wind farm wake-loss
compensator

𝐾I,PC 𝑁−1
𝑇 𝛥𝑡−1a

Integral gain of the wind farm thrust
balancer

𝐾I,TB 0.5 [38]

Integral gain of the wind turbine
load-limiting controller

𝐾I,LL 2.947 [36]

aOptimal gain defined in Section 3.2.
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Fig. 9. Powers of turbine 1 and 17 in Scenario 1. 𝑃WT𝑖
ref is the uniform dispatch power of the desired wind farm power, 𝑃WT𝑖

meas with no PC the obtained power with no power
ompensation, 𝑃WT𝑖

PC ref the new power reference given by the power compensator, and 𝑃WT𝑖
meas with PC the obtained power with power compensation.
ycle amplitudes over the time series. A mean-value Goodman correc-
ion is also used for the histogram amplitudes. The short-term DELs are
omputed from the histogram bins and the material-specific Wöhler
xponent, m, from classical S–N fatigue theory, as in Eq. (17). As is
tandard practice, 𝑚 = 5 was used for loads on the main shaft and
ower made of steel, and 𝑚 = 10 for loads on the composite blades.

ELshort =

[

1
𝑇

∑

𝑘
𝑐𝑘𝑓

𝑚
𝑘

]
1
𝑚

, (17)

in which 𝑇 is the simulation time representing a 1-Hz equivalent cycle,
𝑘 is the number of bins, and 𝑐 is the number of cycles at load amplitude,

.

.2. Mechanical calculations

The computation of tower-base bending moment was simplified
sing only the component of the fore–aft thrust force 𝐹T and the tower
eight ℎt as

t = 𝐹Tℎt . (18)

he ultimate tower-base bending moment is derived from the ultimate
tress 𝜎ult of the tower material, considered as 𝜎ult = 400 MPa, and its
eometry as

t, ult =
𝜎ult𝐼t
𝑟o, t

, (19)

n which 𝐼t is the moment of inertia and 𝑟o, t is the outside radius of
he tower base. The ultimate tower-base bending moment is considered
.0 105 k m. Moreover, the ultimate shaft torque is derived considering
ure torque loading, i.e. 𝜏max = 𝜎ult∕2, and shaft geometry as

shaf t, ult =
𝐽shaf t𝜏max
𝑟o, shaf t

, (20)

n which 𝐽shaf t is the polar moment of inertial and 𝑟o, shaf t is the outside
adius of the shaft. The ultimate shaft torque is therefore considered
s 3.5 106 k m. Lastly, the out-off plane root-blade bending moment is
omputed by summing the corresponding moments due to axial forces
hroughout the blade span. The ultimate blade root bending moment is
onsidered 7.0 104 k m [46]. Note that, with a different definition from
he Standards for Certification of wind turbines, the ultimate load is
erein derived from each component for the computations of short-term
atigue DEL.

.3. Simulations

The application of the active power control methodologies, namely
ake-loss compensation, thrust force balancing, and load limitation
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Fig. 10. The total wind farm power in Scenario 1. 𝑃WF
ref is the desired power for the

farm, 𝑃WF
meas with no PC the obtained power with no power compensation, 𝑃WF

PC ref the new
power reference from the power compensator, and 𝑃WF

meas with PC the obtained power
with power compensation.

was simulated in the low wake interaction scenario (Scenario 1) and
the medium wake interaction scenario (Scenario 2). Moreover, the
variability in wind energy is represented by a time-varying wind farm
power reference signal, instead of varying wind conditions, as described
in Section 2.

Wake-loss compensation. The closed-loop wake-loss compensator boost
the individual wind turbine power references to compensate for power
losses from wake effects. In Scenario 1, the power losses due to wake
effects on downstream turbines are mild. The effects of oscillations due
to the turbulence in the wind inflow are seen in the power output
in Fig. 9. The power compensator, denoted as ‘‘PC’’, slightly boosts
the power reference signal to deal with them. Turbines 1 and 17, an
upstream and a downstream turbine respectively, are plotted for the
sake of brevity, as the other turbines in the farm behave similarly. The
total wind farm power signals are presented in Fig. 10. The desired
reference signal is depicted in black, the total power output signal
without the proposed wake-loss compensator is in red, and the total
power output signal when the PC is applied is in blue. Also, the total
of the boosted power references signal in the PC simulation is plotted in
green. Clearly, the PC as a wind farm closed-loop approach significantly
enhances the total power trackability.

In Scenario 2, there are sets of three turbines under a consecutive
full-waked flow and a lower inter-spacing distance, so the wake effects
on the downstream turbines lead to a significant mismatch between
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Fig. 11. Powers of turbines 1, 10, 18 and 27 in Scenario 2.𝑃WT𝑖
ref are the uniform dispatch powers of the desired wind farm power, 𝑃WT𝑖

meas with no PC the obtained power with no
power compensation, 𝑃WT𝑖

PC ref the new power reference from the power compensator, and 𝑃WT𝑖
meas with PC the obtained power with power compensation.
Fig. 12. The total wind farm power from Scenario 2. 𝑃WF
ref is the desired power for the

farm, 𝑃WF
meas with no PC the obtained power with no power compensation, 𝑃WF

PC ref the new
power reference from the power compensator, and 𝑃WF

meas with PC the obtained power
with power compensation.

Fig. 13. Thrust forces in Scenario 2 when both PC and TB are not used.

the individual power generation and demand — Fig. 11. The result is
illustrated by plotting only turbines 1, 10, 18, and 27, which are ones of
a four-turbine interacting set. This leads to a compromising total wind
farm power generation without the PC, as seen in Fig. 12. However,
as clear evidence of the benefits of the wake-loss compensator in such
a scenario, not all the boosted individual power references are being
matched by their power generation, but the total wind farm power with
the PC still follows the desired total power.
429
Fig. 14. Thrust forces in Scenario 2 when PC is used and TB is not used.

Fig. 15. Thrust forces in Scenario 2 when both PC and TB are used.

The downside of this approach is that power booster as a simple
strategy does not consider the wind turbine interactions in the dispatch
of the additional power signals in the reference of each turbine (see
Figs. 14 and 16). It can lead to a large variance in loads across the
turbines on the farm. This variance is also seen without the PC (see
Fig. 13). To convey such a downside, an additional thrust balancer is
proposed and its results will be provided.

Thrust balance. The thrust balancing is designed by an additional close-
loop to balance loads of unsaturated turbines while the total power
reference is met by the wind farm. The result of the thrust balancer
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is presented in Fig. 17 for Scenario 1, where ‘‘TB’’ denotes thrust
balancer. The difference can be seen by comparing the loads with the
case without TB in Fig. 16. As expected due to the inflow turbulence,
the thrust signals keep oscillating, but their averages are balanced. This
lead to aggregated structural load alleviation in the farm and a dispatch
of power references that benefits the total available power [38]. For
Scenario 2, the result is depicted in Fig. 15.

Load limitation. According to the decision of the turbine to be limited
and its load threshold by the wind farm operator or health monitoring
system, the turbine is derated using its estimated instantaneous loads as
real-time feedback information. The load limitation is denoted as ‘‘LL’’.
The two cases were set by limiting the thrust on the turbine number
eighteen (WT18), which is a waked turbine in Scenario 1 and a second
downstream waked turbine in Scenario 2. In the first case, a thrust limit
of 410 kN was defined, while in the second case a higher limit of 460
kN was chosen, as they are about half of the thrust variation means
from previous simulations, see Figs. 18 and 19.

4.4. Quantitative results and discussions

The quantitative results are presented in three stages. All quantities
are obtained after an initializing simulation time of 300 s, in which
the wakes have been allowed to propagate through the farm. First,
the power tracking capability is presented in Table 3. It provides a

Fig. 16. Thrust forces in Scenario 1 when PC is used and TB is not used.

Fig. 17. Thrust forces in Scenario 1 when both PC and TB are used.
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Fig. 18. Thrust forces in Scenario 1 when both PC and TB are used. In addition, LL
of 410kN in the WT 18 is applied.

Fig. 19. Thrust forces in Scenario 2 when both PC and TB are used. In addition, LL
of 450kN in WT 18 is applied.

quantitative comparison of reliability in terms of power generation
from the entire farm from both scenarios, namely here as Sc1 and
Sc2. The results show that the power tracking is improved with the PC
based on all criteria compared to not using it. Furthermore, the power
tracking is conserved or even improved by applying the TB on top of
the PC. A slight improvement with the use of the LL is also noticed
from the RMSEs and the MAEs, although the RMSE in Scenario 2 and
the PEs increase compared with the PC and TB together.

Next, the actuation is herein evaluated because controllers can lead
to premature degradation of actuation systems. For an overall wind
farm evaluation, the averages of the time series of the operational

Table 3
Total power tracking criteria in the wind farm.

Scenario PC TB LL RMSE [MW] MAE [MW] PE [MW]

Sc1

1.295 0.856 2.698
✓ 0.114 0.061 0.477
✓ ✓ 0.114 0.060 0.461
✓ ✓ ✓ 0.081 0.042 0.468

Sc2

6.044 3.802 10.765
✓ 0.247 0.137 0.765
✓ ✓ 0.142 0.076 0.502
✓ ✓ ✓ 0.167 0.071 1.316

* The colors in the cells go from green as the lowest value to yellow the highest
value corresponding to the evaluated category. This color formatting is carried
along the next tables.
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Fig. 20. Short-term damage equivalent loads for the different controllers and scenarios in WT 18.
Table 4
Statistics of the time-series average of pitch actuation and of the generator torque in the wind farm.

Scenario PC TB LL Mean [deg] [kNm] SD [deg] [kNm] Max [deg] [kNm] Min [deg] [kNm]

Sc1

7.6 101.9 1.5 0.1 9.7 102.1 5.5 101.6
✓ 4.6 99.5 3.2 3.4 9.4 102.4 1.2 93.2
✓ ✓ 7.5 102.6 1.5 0.1 9.6 102.8 5.4 102.3
✓ ✓ ✓ 4.0 102.6 3.0 6.0 8.7 108.1 1.0 92.4

Sc2

7.5 102.5 0.9 4.7 8.8 109.3 6.2 96.2
✓ 4.2 102.4 2.1 11.1 7.4 119.9 2.1 90.4
✓ ✓ 8.3 102.7 0.8 4.4 9.4 108.4 7.1 95.8
✓ ✓ ✓ 5.5 102.5 1.8 10.1 8.2 118.5 3.3 89.5
Table 5
Short-term DELs of the shaft torque, tower-base bending moment, and out-of-plane blade-root bending moment [kN m].

Case WT1 WT2 WT3 WT4 WT5 WT6 WT7 WT8
Sc1 421 3767 1525 394 4526 1975 351 4055 1789 397 4502 1891 358 4261 1935 303 3181 1383 328 3583 1563 545 4639 1885
Sc1PC 416 3973 1654 395 4617 2021 345 4037 1780 384 4472 1869 360 4308 1941 307 3198 1407 328 3645 1611 320 3999 1875
Sc1PCTB 395 3887 1624 366 4227 1926 340 3669 1710 333 4025 1758 347 4016 1858 303 3497 1518 334 3706 1689 334 3563 1598
Sc1PCTBLL 311 3744 1614 328 4137 1860 269 3476 1595 248 3500 1691 273 3561 1669 277 3462 1591 276 3607 1797 308 3484 1727
Sc2 288 3508 1487 323 3626 1629 291 2999 1269 293 4358 2008 310 3890 1734 298 4769 2200 279 3648 1567 279 3754 1824
Sc2PC 414 5019 2132 371 5105 2234 369 4616 1804 395 6524 2950 410 5479 2234 387 6060 2698 371 5035 2114 403 4883 2049
Sc2PCTB 345 4614 1903 332 4583 1931 319 4625 1784 289 5086 2271 335 5049 2067 343 4965 2154 326 4720 1950 302 4479 1891
Sc2PCTBLL 336 4579 1949 312 4500 2133 308 4085 1676 291 4804 2083 318 4366 1970 328 4766 1964 292 4611 1958 283 4359 1884

WT9 WT10 WT11 WT12 WT13 WT14 WT15 WT16
Sc1 359 3505 1530 325 4184 1868 324 4500 2027 337 4699 2087 326 3870 1659 352 3976 1691 327 4966 2278 389 4176 1794
Sc1PC 365 3520 1542 320 4302 1886 314 4467 2009 335 4665 2086 328 3929 1704 344 3894 1636 321 4945 2280 379 4124 1776
Sc1PCTB 389 3974 1608 311 3780 1761 324 3683 1775 299 3884 1816 347 3986 1704 378 3785 1729 295 3443 1653 400 4049 1675
Sc1PCTBLL 311 3664 1630 277 3682 1661 237 3688 1864 250 3376 1610 292 3537 1671 310 3350 1478 279 3134 1518 336 3696 1636
Sc2 248 3639 1623 318 6393 2781 267 5278 2163 260 5444 2309 266 5507 2308 270 6484 2897 348 8343 3730 240 5343 2346
Sc2PC 369 5133 2072 455 9869 4269 461 8431 3544 417 8423 3562 435 9476 4131 458 9574 4127 481 9005 3916 386 6805 2830
Sc2PCTB 305 4313 1734 272 5782 2476 246 4575 1950 272 4944 2119 349 5610 2386 285 5247 2362 327 5667 2503 343 5645 2304
Sc2PCTBLL 288 3842 1609 275 5502 2601 244 4975 2121 307 4299 1917 336 4782 2114 288 4542 2046 277 5351 2612 286 4591 1957

WT17 WT18 WT19 WT20 WT21 WT22 WT23 WT24
Sc1 323 5182 2373 374 5789 2643 301 5066 2149 347 6907 3096 351 5258 2188 334 5175 2450 322 5180 2320 470 6533 3000
Sc1PC 335 5279 2436 366 6008 2683 298 5161 2175 360 7044 3025 357 5329 2238 347 5236 2478 317 5266 2385 459 6520 2997
Sc1PCTB 316 3946 1818 320 4586 2146 334 4463 1904 318 4687 2060 342 4627 1983 347 4258 1872 312 4140 1908 405 5515 2525
Sc1PCTBLL 266 3778 1648 244 2476 1232 282 4123 1826 254 3941 1815 320 4017 1632 248 3666 1817 294 3894 1894 260 4447 2164
Sc2 380 8334 3521 639 6939 2431 616 8124 3456 608 8239 3249 690 7854 3054 620 6509 2600 699 7230 2961 628 7936 3233
Sc2PC 459 9358 3888 806 8865 3283 685 8840 3624 715 8063 2883 696 7835 3068 809 8364 3077 826 9133 3486 758 8985 3385
Sc2PCTB 386 7454 2998 571 7102 2931 517 6692 2672 539 7072 2986 475 7438 2971 549 7256 2766 701 7686 2977 399 6397 2706
Sc2PCTBLL 281 5326 2462 230 2524 944 314 5941 2574 358 7669 3217 349 5338 2547 328 4884 2279 426 6022 2518 302 5360 2452

WT25 WT26 WT27 WT28 WT29 WT30 WT31 WT32
Sc1 346 5701 2632 341 5902 2532 331 6207 2941 418 6199 2635 376 5093 2201 337 6005 2640 328 6902 3183 327 5389 2484
Sc1PC 363 5798 2700 344 6003 2569 333 6975 3240 431 6360 2701 349 5095 2191 340 6112 2714 325 6858 3139 337 5512 2530
Sc1PCTB 361 3878 1624 388 3881 1824 396 4113 1825 417 4451 1829 356 4576 2047 341 4471 1845 400 4561 2121 317 3986 1743
Sc1PCTBLL 280 3522 1735 286 3826 1755 322 3645 1652 322 3722 1851 290 3951 1831 283 4084 1881 328 4187 2001 261 3638 1682
Sc2 293 3020 1314 664 8160 3423 870 9564 3733 644 6629 2325 656 8099 3133 661 7328 2863 666 7411 2665 718 8719 3310
Sc2PC 423 4559 1863 672 7178 2785 949 10019 3912 632 7281 2570 726 8829 3264 729 8357 3272 728 7871 2779 699 8579 3262
Sc2PCTB 405 5058 2016 497 6619 2764 792 7930 3295 689 8326 3324 549 6475 2590 458 7079 2872 439 7078 2913 449 5544 2421
Sc2PCTBLL 386 4671 1990 313 5724 2607 341 5626 2515 380 5289 2386 395 8310 3805 388 6267 2669 332 6199 2715 366 6286 3019

Note that the load-limiting in Sc1PCTBLL and in Sc1PCTBLL is applied in wind turbine eighteen (WT18).
parameters across the farm were computed and the statistics apply to
them, as provided in Table 4. The mean of pitch actuation is reduced by
applying the PC, however, the pitch and the generator torque variations
are increased among turbines in the farm. This elucidates the variation
in the operation of turbines due to the only use of the PC. The opposite
is observed when applying the TB. The TB reduces the variance in
the operation of the turbines in waked conditions. Furthermore, The
LL reduces the mean of pitch actuation as a consequence of the com-
pensation for the power losses of the load-limited turbine. However, as
expected the variations increase in both pitch and generator torque due
to the discrepancies in the operation of the load-limited turbine.

Finally, fatigue loads are reported in Table 5 through the short-
term DEL of the torque in the rotor shaft, of the tower-base bending
moment, and the out-of-plane blade root bending moment. These quan-
tities directly address the central question of how closed-loop control
considering structural loads could be beneficial for wind farm APC.
For the addition of the TB on the PC, we derived the reduction of
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the standard deviations across the farm of the short-term DELs of the
torque in the rotor shaft, of the tower-base bending moment, and the
out-of-plane blade root bending moment. The result is a reduction of
5%, 60% and 60%, respectively, in Scenario 1; and 22%, 32% and
36% in Scenario 2. This means that the damage is distributed with
the addition of the TB. Applying the LL in the defined WT18, the
DELs are reduced considerably in all three loads of interest – 23%,
46% and 42%, respectively, in Scenario 1; and 60%, 64% and 68%
in Scenario 2 compared with the PCTB cases – while in the other
turbines the DELs are held uniformly because of the TB. The DELs
of WT18 from all simulations are depicted in Fig. 20. According to
MLife [60] and as expected, the mechanical life of the turbines for
the shaft, tower, and blades in all studied cases is considered infinity,
which is not suitable for the evaluation of lifetime extension from this
work. This happens because the power tracking approach (derating)
experiences lower loads than the traditional operation that maximizes
power extraction, which is an outstanding advantage.
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5. Conclusions

Under increased wind energy penetration in the grid, APC services
are essential to the reliability of power grids. An APC objective is
to have the wind farm’s power generation track a power reference
signal generated by transmission system operators. Due to the uncertain
wake dynamics, a closed-loop control solution is proposed to provide
power tracking. Since dynamical wake models are generally complex,
approximations are proposed such that the closed loop can be employed
with a low computational cost to work in a real-time application. In
addition, induced loads are considered to prevent turbines from quick
degradation and to keep them safe in damaging conditions.

In this paper, we showed that wind power plants exploring APC
services can provide power tracking, and reduce the loading on a farm
level and specific turbines by considering additional closed loops. The
application of proposed closed-loop approaches is demonstrated and
evaluated in a high-fidelity simulation environment by including load
examination of turbine components.

The key elements addressed in this paper are the followings: (1)
wake-loss compensation, which balances the total power generated
with the consumed on the grid in the presence of wake effects; (2)
thrust force balancing, which balances the structural loading across
the farm; (3) load-limiting control, which increases safe margins on
structural-damaged turbines by limiting the instantaneous loads to
user-defined ones.

Consequently, we demonstrate that power reliability is enhanced
with (1). Also, damage loading is evenly spread across the turbines
due to (2), which would lead to lower maintenance costs in the long
term as sporadic maintenance events would be reduced. Moreover, the
damage is mitigated effectively on the defined turbine by (3). The
combination of such strategies could lead to a relevant cost reduction
in wind energy. However, a quantitative overall cost–benefit analysis
of an integrated APC for a wind farm has not yet been performed and
remains the subject of ongoing and future work.

Further research and possible test campaigns are needed to im-
plement the closed-loop controllers successfully in real wind farms.
This research direction is relevant for reductions in the Levelized cost
of energy (LCoE), particularly if extended as part of an overall co-
optimization framework, such as by Ashuri et al. [61]. Worthwhile
future avenues of investigation include time-varying wind direction and
yaw control strategies like wake steering for load mitigation.
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