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Abstract
Objective. The image reconstruction of ultrasound computed tomography is computationally
expensive with conventional iterativemethods. The fully learned direct deep learning reconstruction
is promising to speed up image reconstruction significantly. However, for direct reconstruction from
measurement data, due to the lack of real labeled data, the neural network is usually trained on a
simulation dataset and shows poor performance on real data because of the simulation-to-real gap.
Approach. To improve the simulation-to-real generalization of neural networks, a series of strategies
are developed including a Fourier-transform-integrated neural network,measurement-domain data
augmentationmethods, and a self-supervised-learning-based patch-wise preprocessing neural
network.Our strategies are evaluated on both the simulation dataset and realmeasurement datasets
from two different prototypemachines.Main results. The experimental results show that our deep
learningmethods help to improve the neural networks’ robustness against noise and the general-
izability to realmeasurement data. Significance. Ourmethods prove that it is possible for neural
networks to achieve superior performance to traditional iterative reconstruction algorithms in
imaging quality and allow for real-time 2D-image reconstruction. This study helps pave the path for
the application of deep learningmethods to practical ultrasound tomography image reconstruction
based on simulation datasets.

1. Introduction

Ultrasound computed tomography (USCT) is a promising tool for non-invasive and non-ionizingmedical
image diagnosis, especially for breast cancer detection in screening. It has been proven that sound-speed
tomograms can help differentiate between different breast lesions and henceforth assess breast cancer risks (Li
et al 2009).

A popular conventional approach forUSCT image reconstruction is ray-basedmethods (Ozmen et al 2015).
Ray-basedmethods reduce thewave propagationmodel into a ray-propagation problemwhich reduces the
computation burden (Javaherian andCox 2021). The ray-basedmethods achieve a good balance between
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imaging quality and computational cost, and allow handling larger problemswith reduced computational
efforts, which also helps accelerate the simulation for training data generation. The ray-basedmethods have
been used for practical 3DUSCT reconstruction for breast imaging (Birk et al 2014,Hopp et al 2014), where the
TVAL3-based iterative reconstruction is combinedwithGPU acceleration to speed up the imaging process.
More recently, the Bézier curve technique (Perez-Liva et al 2020, Zuch et al 2021) is introduced to further
accelerate the bent-ray-based reconstruction.

Withmore computing power available, full-waveform inversion (FWI), an imagingmethod originally
developed in thefield of seismic exploration, has been intensively studied for ultrasound tomography. Requiring
a heavy computational burden, FWImodels both transmission and reflection and canmake full use of the
measurement data. It is believed that FWI has the potential for high resolution image reconstruction (Lucka et al
2021). However, to get a high fidelity reconstruction, FWI needs good initialization and low frequency
information(a few hundreds of kHz) (Agudo et al 2018) to avoid cycle skipping (Robins et al 2021, Boehm et al
2022). This low frequency information is often unavailable in conventional ultrasound tomographymachines.

Besides FWI, another seismic imaging technique, finite frequency traveltime tomography (Mercerat and
Nolet 2013)has also been introduced for ultrasound tomography (Martiartu et al 2020). Thismethod considers
the frequency dependence and volumetric sensitivity of traveltimemeasurements and shows decent
performance on 2Dultrasound tomography image reconstructionwith realmeasurement data.

In recent years, there has been a growing interest in deep learningmethods to allow for real-timeUSCT
image reconstruction, which can be divided into two categories: hybrid approach and fully-learned approach.
The hybrid approach aims at integrating deep learningmethodswith traditional iterative reconstruction
methods to achieve faster reconstruction (Poudel et al 2019, Robins et al 2021, Stanziola et al 2021, Fan et al
2022). On the other hand, the fully learned approach tries to reconstruct images via end-to-end learningwith
deep learningmethods frommeasurement data (Prasad andAlmekkawy 2020, Zhao et al 2020). Due to the lack
of realmeasured datawith ground truth information, simulation data are typically used for training these neural
networks.However, in practice, the neural networks trainedwith simulation datasets usually showpoor
performance on real data due to the subtle difference between simulation and real data, known as the
simulation-to-real gap.

The discrepancy between simulation and realmeasurement data is unavoidable and originates from
different reasons. One key part is systematic errors (Taylor 1997) including positioning errors of transducers, the
time delay error between emitters and receivers, etc (Filipik 2008, Tan et al 2015), which can be reduced by
calibration but cannot be eliminated completely. Random errors from such as temperature fluctuation can be
another error source. In addition, the approximationmethods used in simulation such as defining each sensor as
a single point can also aggravate the gap between simulation and real data. Yet, in practice, amore realistic
simulation usually requires a huge computational burden. For refraction-corrected transmission tomography,
the estimation of time offlight (ToF) is also an important error source. In our simulation, given the distribution
of emitters and sensors, and the speed of soundmap, the ToF can be simply obtained via the ray-based forward
model. Yet, the realmeasurement data are usually time series data recorded by receivers, where arrival time
estimation algorithms should be applied in order to obtain themeasurement data. In this study, we adopt a state-
of-the-art arrival time estimationmethod, referred to as the sliding-windowweightedAkaike information
criterionmethod (Bao and Jia 2019).

The commonproblems of imperfect instrument calibration, arrival time estimation errors, and random
perturbance in the real imaging process ofUSCT cause uncertainties in themeasurement data. These
uncertainties constitute a significant part of the simulation-to-real gap, and can pose a substantial source of
errors for neural networks that use simulation data formodel training.However, few researchworks have
focused on this aspect of deep-learning-basedUSCT image reconstruction so far.

Deviations between simulation andmeasurement can bemitigated bymaking the simulationmore accurate
relative to the real setup (system identification), performing a domain adaptation, and domain randomization
(Tobin et al 2017, Peng et al 2018). However, the system identification and calibration are expensive and error-
prone (Tobin et al 2017). Thus, one focus of ourwork is to develop domain adaptation and randomization
techniques for deep-learning-basedUSCT image reconstruction. In this paper, we do not attempt to improve
the imaging process from the hardware aspect or to improve a specific simulation algorithm. Instead, we
consider a common, realistic, and deep-learning-related scenario, where given the limited and imperfect
measurement data obtained from the real imaging process and imprecise systemparameters, we aim to achieve a
decent data-driven image reconstructionwith a neural network that is trained only on a simulation dataset
generated by an efficient simulation algorithm (in this paperwe adopt Eikonal-equation-based fastmarching
algorithmHassouna and Farag 2007). In otherwords, we emphasize improving deep-learningmethods’
simulation-to-real generalizability. To achieve this goal, we consider the process of developing a deep learning
model, and investigate three strategies in literature: simulation data generation,measurement domain
generalization, and neural network architecture.
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(1)In simulation data generation, a large dataset with image sources of high diversity is essential for training a
deep learningmodel with high generalizability (Jush et al 2022). In this study, we use image sources from the
ImageNet dataset to guarantee diversity. In contrast to increasing the diversity of datasets, there is a large
volume of researchworks in computer vision that tries to develop image style transfer techniques to create a
realistic dataset to the target image domain (Csurka 2017, Peng et al 2018, Yue et al 2019, Farahani et al 2021).
This strategy is also adopted in recent works on ray-casting ultrasound simulation (Feng et al 2021) and
seismic data simulation (Vitale et al 2020), where researchers try to improve the realism of simulation by
applying generative deep learningmodels in the image domain. The image style transfer allows reducing the
problem to a certain clinical application for a certain organ such as the human brain or lung, butmay not
improve the generalizability of the image reconstruction for objects of any kind of structure. Since deep
learningmethods are data-driven and the possible physical structure of real phantoms can be extremely
diverse, the diversity of data sources helps avoid overfitting and improve the generalizability of neural
networks from simulation data to real data (Jush et al 2022).

(2)For deep-learning-based end-to-end image reconstruction, the measurement data as input to neural
networks has a direct influence over the neural network parameters after training henceforth to the output.
Yet, few researchworks focus on this aspect.Meanwhile, in computer vision, data augmentation (Volpi et al
2018,Hendrycks et al 2019, Zeng et al 2020, Li et al 2021) and data preprocessing (Qiu andQiu 2020,Haque
et al 2021) techniques are frequently used to improve the neural networks’ generalizability and robustness.
However, these techniques are all targeted toward the image domain. In themeasurement domain, the
uncertainties in the real world due to imperfect calibration and randomerrors need to be considered. In this
paper, we focus on data augmentation strategies and deep-learning-based data preprocessing techniques for
measurement domain generalization.

(3)The architecture of neural networks can affect neural networks’ robustness (Devaguptapu et al 2021). It has
been shown that increasing the depth and the number of parameters can help improve the robustness (Madry
et al 2017, Xie andYuille 2019). However, it can lead to a higher computation burden of neural networks. In
this paper, we propose to develop a Fourier-transform-integrated neural network to help improve the
robustness and generalizability of the neural networkwithout increasing the number of parameters.

The rest of the paper is organized as follows.We introduce the background of the reconstruction problem and
ourmethod in theMaterials andMethods section. In the Experiments andResults section, we describe the
experiment setting and show our experimental results on both simulation and real data. The further discussion
andfinal conclusion are in theDiscussions section and theConclusions section.

2.Materials andmethods

2.1. Problem formulation and forwardmodel
Our approach adopts ray-basedwave propagation forwardmodel for quick simulation data generation. The
acoustic wavefront propagationwith inhomogeneous sound-speed distributions v can bemodeled by Eikonal
equation (Hassouna and Farag 2007):

( )
( )

( )t
v

x
x

1
, 1  =

where t Î + is travel time,∇denotes the gradient, ∥ · ∥ is the Euclidean norm, and v: W  + represents the
sound speed at location x in the considered domainΩ. Based on this equation and the sound-speed distribution
v of the refractivemedium,we trace rays across themedium efficiently by fastmarchingmethods (FMM)
(Hassouna and Farag 2007), and get the ToFTer fromwave sources e to receivers r.

As in aUSCT imaging system,we consider the location of each sender-receiver pair to befixed, generally, we
can denote the Eikonal-equation-based forward operator as  X Y:  , va T; with vä X,T ä Y; X,Yä
(Hilbert Space). Thus theUSCT reconstruction problem can be formulated as theminimization of the following
objective functional:

( ) ( ) ( ) v v T , 2obs = -

whereTobs is the observed travel time at receivers. In traditional iterative reconstruction algorithms, smoothness
regularization terms are often introduced to improve imaging quality. In this case, the objective function can be
rewritten as

( ) ( ) ( ) ( )  v v T v , 3obs  l= - +
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where l Î + is the regularization parameter, and the regularization functional (·) X:  + can be the
Laplace operator (Ali et al 2019), or, alternatively one could choose the Total Variation (Li et al 2013) for
smoothing the velocity field (Ozmen et al 2015).

In our fully learned approach, we aim at training a deep neural network to achieve a directmapping from
observedmeasurementsTobs to the sound-speed distribution v, i.e. ( )v Tobs

1= - .

2.2. Fourier-transform-integrated convolutional neural network
Recent publications in computer vision have demonstrated that Fourier transform and frequency information
are useful for improvingmachine learningmodel’s robustness and domain adaptation (Yin et al 2019, Yang and
Soatto 2020). Yet, they are simply using Fourier transform as a data preprocesssing or post-processingmethod.
In this paper, we propose to integrate the Fourier transformdirectly between layers of neural network to
improve convolutional neural networks’ robustness and generalizability for image reconstruction.We present a
Fourier integrated convolutional neural network named as ‘split-step Fourier convolutional network’, i.e.
SSFnet by inserting the fast Fourier transform (FFT) layers into the residual layers of aU-shaped convolutional
neural network. As shown infigure 1(c), in the implementation, we separately insert the 2DFFT and inverse 2D
FFT in two positions of a residual neural network block, where only the real part of outputs of FFT and inverse
FFT are used in the following layers. Discrete cosine transform can be another option, which can give a similar
performance. Yet for efficient implementation, in this paper, we only use FFT to exploit the global frequency
information.Within the residual block, the skip connection between the frequency domain and the non-
frequency domain helps the neural network to combine information fromboth domains. Infigure 1(b)–(c),N
represents the number of channels. Empirically, we setN= 256 for the reconstruction network andN= 128 for
the patch-wise preprocessing network.

The overall architecture of our neural network is shown infigure 1. The basic convolutional unit is a
convolution layer with a kernel size of 3× 3 followed by PReLU activation function (He et al 2015, Zhao et al
2020). The down-sampling layer is implemented by changing the stride size to 2.We adopt the sub-pixel
convolutional unit (Shi et al 2016) for the up-sampling layer because of its efficiency. In general, the neural
network has three parts: the encoding part, the remapping part in the latent space, and the decoding part. The
encoding part usesmultiple down-sampling layers to reduce the feature size, which allows the following
reconstruction to be realizedmore efficiently. The remapping part containsmost of the parameters and achieves
themapping between themeasurement domain and the image domain. Finally, the decoding part up-samples
the remapped features and reconstructs the images. The number of parameters of the neural network in total is
about 27.1× 106. In the following parts of the paper, we denote the reconstruction neural network (ReconNN)
with FFT integrated as SSFnet, and the corresponding versionwithout FFT as CNN.

2.3.Measurement data augmentation and preprocessing for simulation-to-real domain generalization
There are various factors that can lead to a gap between real data and simulation data. If considering water-only
measurement data, we can find that there is a difference between the estimated ToF tw via ToF estimation based
on time series data, and the ToF calculated by tc= d/cwith d the distance between emitters and receivers, c the
speed of sound inwater. This can be caused by various factors: randomnoise, the error in sensor positions, the
temperature change of the environment, and outliers by various anomalous causes.

In this paper, we apply specific data augmentation to improve the generalization of the neural network.
Considering the above-mentioned factors that affect the generalization of the neural network, we perform the
following data augmentation strategies.

(1)Random noise (RN): To improve the robustness to random noise, we add random Gaussian noise ( ) , 2m s
with varianceσ2 and amean valueμ that follows uniformdistribution in the range of [−un, un]. Here all the
measurement data has been normalized to a range of [0, 1] beforehand. Bothσ and un should be small because
heavy noise will result in a performance drop of neural networks.We empirically setσ= 0.020, and
un=0.035.

(2)Sensor position perturbance (SPP): To improve the robustness against the error of sensor geometry, we
further generate another dataset by adding randomuniformnoise to the sensor position in the range of [−ub,
ub]mm. In practice, ub should be close to the physical size of the transducer’s element pitch. In this study, the
targetmachine has dpitchmmpitch. Aswe also consider the displacement error of transducers, we set a larger
sensor position perturbancewith ub= dsppmm.

(3)Semi-random bias (RB): We also consider the calibration based on the water-only measurement data. We
add adjust bias δt= (tc− tw) · αwithα a uniform randomvariable in the range of [0.7, 1.3]. It should be
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noted that we do not include thewater-onlymeasurement data into the training dataset directly.We only use
thewater-onlymeasurement for the data augmentationwith RB.

(4)Besides data augmentation, data preprocessing is also a promising direction for improving the generalization
of neural networks. Inspired by the recent work in domain adaptation based on data reconstruction (Ghifary
et al 2015), we try to use deep-learning-based preprocessingmodel to reconstruct themeasurement data with
learned robust features and thus also help remove the outliers. On the other hand, recent researchworks in
computer vision also show that the randommask or pixel deletion training procedure helps improve neural
networks’ robustness against adversarial noise (Globerson andRoweis 2006, Naveed 2021,He et al 2022, Xu
et al 2022). Based on the above consideration, in this paper, we design a patch-wise preprocessing neural
network (PNN) as shown infigure 1 (d). A self-supervised learning approach is applied based on random
pixel deletion (RPD), which can help the neural network givemore focus on the global structure instead of
the local changes and thus help to learn robust features. Specifically, we first split the ToFmeasurement data I
into small patches of size 16× 16, and thenwe randomly remove some areas by assigning null values to
relevant pixels and get IRPD.We train the PNN to recover the areawith self-supervised loss function

∣ ˆ∣L I Is = - with Î the output of PNN, and | · | the l1 loss. After pretraining, the PNN is connected to the

Figure 1.The architecture of the proposed network. (a)The overall architecture of SSFnet (The versionwithout FFT is denoted as
CNN); (b)The SSF-Recon-N blockwithN the number of channels; (c)The SSF-Res-N residual block (Replacing 2DFFT layers with
identical connections yields a plain residual blockRes-N); (d)The preprocessing neural network PNN for outliers removal.
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reconstruction network by using the output of PNNas the input of the reconstruction network, andwe
finetune thewhole network for 6 epochswith combined loss function Lc= 0.3 · Ls+ 0.7 · Lr, where

∣ ˆ∣L O Or = - is the reconstruction loss withO the ground truth image, and Ô the output of the
reconstruction network.

All considered neural networks are trained usingAdamoptimizer with a constant learning rate 1× 10−4 and
batch size 16. The training has two stages: (1)Pretraining stage: PNN self-supervised trainingwith RPD for 3
epochs; ReconNN training for 21 epochs (ReconNN). (2)Robust training stage: PNN+ReconNN trainingwith
the combinations of RN, RB, and SPP forNtrain epochs (ReconNN+PNN+RN+RB+SPP), where considering
each training sample, we have a 70 percent chance that a data augmentation like RNorRB is applied. It should be
noted that all the parameters including the number of epochs are determined empirically. For different
machineswith different geometric designs, the parameters need to be changed accordingly to achieve the best
performance.

2.4. Prototypemachines
Our experiments consider two different prototypemachines: theMultimodal UltrasoundBreast Imaging
(MUBI) system (Medina-Valdés et al2015,Ruiter et al 2017, Camacho et al 2018, Perez-Liva et al 2020) and the
KIT 3DUSCT system (Ruiter et al 2012).

TheMUBI system is shown infigure 2. The systemperforms circular scans by two 3.5 MHz and 128
elementsmoving arrays (0.22 mmpitch, P2-4/30EP, Prosonic, Korea). These arraysmove around in awater
tank of 95 mmradiuswith an angular resolution of 0.1°. A total of 23 fan beams are obtained. For each fan beam,
the emitter array isfixed at a certain position around the circle, while the receivermoves around the tank circle to
receivewave signals at 11 different positions. For both emitter and receiver arrays, only 1 out of every 8 array
elements was used. In this way, we have 16× 11× 16A-scans for each fan beam.

To estimate the ToF for eachA-scan, we adopt the sliding-window-based arrival time estimationmethod as
in (Bao and Jia 2019). Since thewaveform inwater-onlymeasurement data differs from thewaveform in the
measurement data for gelatine phantom,we did not use the cross-correlation phase correction in the final step of
arrival time estimation.We set the size of the slidingwindoww= 40 empirically.

KIT 3DUSCT II systemhas a semi-ellipsoidal 3D aperture with a diameter of 26 cm and a height of 16 cm.
Wavefronts are generated by each emitter at 2.5 MHz (bandwidth 1.5MHz). The transducers (emitters or
receivers) have opening angles of 38.2 deg(standard deviation 1.5 deg). There are 628 emitters and 1413 receivers
in total, which are divided into 157 transducer array systems (TAS)with eachTAS consisting of four emitters and
nine receivers. Virtual positions of the ultrasound transducers can be created by rotational and translational
movement of the complete sensor system. For the selected columnar gelatine phantomobject, the
measurements for 10 differentmovements of the sensor systems are available. For 2D imaging experiments with
the columnar gelatine phantom,we select 24 TAS at the upper part of the 3D aperture that are approximately
arranged around a horizontal circle. Therefore, 96 emitter and 216 receivers are used.

We use the same arrival time estimationmethods as the experiment withMUBI system.However, due to the
strong reflectionwaves observed, to eliminate their influence and to focus on transmissionwaves asmuch as
possible, we set the time range of interest (ts, te) for the signal at receivers according to the distance dRE between a
pair of receiver and emitter. Since the average sound speed of breast tissue is in the range of (1400, 1700)ms−1,

Figure 2.Measurement data acquisition from two different prototypemachines. (a)TheMUBI system (Ozmen et al 2015, Camacho
et al 2018, Perez-Liva et al 2020,Usct data 2022); (b) schematic superior Viewof the gelatin breast tissue-mimicking phantom; (c)The
KIT 3DUSCT system (Ruiter et al 2012, 2017). Reproducedwith permission from2dCSIC/UCMUSCT. The data is freely available
dual licensed under the 3-clause BSD-license and the “OpenDataCommons Attribution License”, in accordancewith the “Berlin
Declaration”.
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we empirically set t d 1700s RE= , and t d dt1400 400e RE= + with dt= 5.0× 10−8 s the sampling interval of
signal. The arrival time estimated based onwater-onlymeasurements is used for calibration. Thefinal arrival
time estimation is the average of estimation results formeasurements at all the 10 differentmovements.

2.5. Simulation data generation
To train our neural network to reconstruct the realmeasurement data from the prototypemachines, we generate
simulation datawith the same geometrical structure parameters as those of the corresponding prototype
machines.We adopt the ray-based forwardmodel as described in section 2.1: Problem formulation and forward
model.We consider each used element in the emitter and receiver array as a single point.

The synthetic sound-speedmaps used for our simulation are derived fromnatural images.We collect 49 998
natural RGB images from ImageNet dataset (Deng et al 2009) as source images for simulation, where 47 998
images are used for the training set, and 2000 images are for the validation set. The RGB color images from
ImageNet are converted to grayscale images with pixel value xä [0, 255] by extracting the Y-channel luminance.
To further enlarge the source images for the training set, we perform two augmentation operations: grayscale-
value reversing and 90-degree rotation, which ends up yielding 47 998× 4 source images.We scale the source
images to a size of 128× 128, and use aGaussian filter of size 3× 3 to smooth the source images, which are then
scaled to a size ofH×W.

It has been suggested that in the breast, fat and some glands often have slower sound speed thanwater, while
blood, skin, and tumors often have higher sound speed values (Hendee andRitenour 2003, Tissue properties–
speed of sound 2022). Thus, we split a natural image into six areaswith different sound speed values accordingly.
Specifically, the pixel values of all the source images are scaled to a range of [0, 6]. For each source image, two
sound-speed values x1 and x2 in the range of [cL, cw]m · s−1 and three other sound-speed values x4, x5 and x6 in
the range of [cw, cU]m · s−1 are generated randomly following the uniformdistribution in the respective range.
We set x3= cwm · s−1 as sound speed inwater.We assign sound speed xi inm · s−1 to the image pixels in the
range of (i− 1, i], i= 1, 2,...,6, and 0-value pixel has sound speed x1m · s−1. In this way, we obtain a sound-speed
map for each source image. Let both the horizontal and vertical distance between adjacent pixels be dxm.We
consider a circle area of radius r= Rmto be the region of interest (ROI) and the area outside of the ROI is
considered to bewater. The ROI size is chosen based on both the radius of sensor arrangement and the size of the
phantom. Empirically, we chose the value between thembut closer to the radius of the sensor arrangement.
Figure 3 shows an example of thewhole procedure for generating simulationmeasurement data fromnatural
images.

For two different prototypemachines, empirically, we set different parameters (as shown in table 1) to yield
optimal performance. According to the literature (Hendee andRitenour 2003, Tissue properties–speed of

Figure 3.The procedure of simulation data generation. (a)The source RGB image from ImageNet dataset, Reproducedwith
permission from Image-net.org.; (b)TheY-channel luminance extracted from theRGB image,Adaptedwith permission from
Image-net.org; (c)The sound speedmap generated based on the luminance image; (d)TheToFmeasurements generated by Eikonal-
equation-based forward operator.
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sound 2022), we set the range of the sound speed in breast tissues as (1430.0, 1600.0)m s−1. It should be noted
that for KIT 3DUSCT II, since it needsmore epochs, to reduce the training time, we further scale down the size
of images toH= 256 andW= 256 as the target output of neural networks.

For testing purposes, two additional synthetic phantomsA andB are used. PhantomA contains regular
geometric patterns. PhantomB is based on a breastmodel derived fromanMRI scan of a cancerous breast
containing cancerous tissue (Bakker et al 2009). Different tissues are assignedwith different sound speeds.

3. Experiments and results

Twoneural networksDeepPet (Häggström et al 2019) andmWnet (Zhao et al 2020) are included in our
experiments. Both of these twoneural networks are originally designed for end-to-end fully learned image
reconstruction frommeasurement data, and have achieved decent performance for PET image reconstruction,
and paraxial-approximation-based ultrasound tomography image reconstruction. Since themWnet is originally
designed for inputs of size c× 128× 128with c the channel number, we do size adaptation by first padding the
border of the inputmeasurement data of size 1×m× n into the size of 1× (128ceil(m/128))× (128ceil(n/128))
with ceil(· ) the ceil function, and then reshape it into the size of (128ceil(m/128))(128ceil(n/128))× 128× 128.
The output size is scaled back to the target size via bilinear interpolation.

We compare deep learningmethodswith the TV-based iterative algorithmTVAL3 (Li et al 2013), which is
the state-of-the-art algorithm for ray-basedUSCT image reconstruction (Dapp 2013, Birk et al 2014).We set the
optimal parameters for TVAL3 by grid search, where the tests on the simulation dataset and real dataset use
different parameters for TVAL3ʼs optimal performance. The result of thefinite-frequencymethod (Martiartu
et al 2020) on image reconstruction for the gelatin phantomwithMUBI system is also considered for visual
comparison.

We implement all the compared deep learningmethodswith Pytorch and follow the same training routine as
described in the section ofMeasurement data augmentation and preprocessing for simulation-to-real domain
generalization.We use the root-mean-square error (RMSE) and structure similarity (SSIM) (Wang et al 2004) to
measure the imaging quality of algorithms. Comparedwith RMSE, SSIM ismore consistent with the visual
perception of human eyes in general.

3.1. Ablation experiments on Fourier-transform-integrated neural network
To investigate the optimal use of Fourier transform in the network layers, we perform an ablation study on
different Fourier transform setups. Specifically, we have ‘Full’: Fourier transform is applied at all the four
residual blocks as shown infigure 1; ‘Forward only’: only forward Fourier transform is kept; ‘Inverse only’: only
inverse Fourier transform is kept; ‘Double forwards’: we replace the inverse Fourier transform as forward
transform; ‘P1’: from the left side, only the first SSF residual block is kept; ‘P1-2’: from the left side, only the first
two SSF residual blocks are kept; ‘P1-3’: from the left side, only the first three SSF residual blocks are kept. The
quantitative results are shown in table 2. And the visual results are shown in figures 4–6.On simulation data, ‘P1-
2’ and ‘Inverse only’ give theworst performance. However, on realmeasurement data, ‘P1-2’ gives the best
results visually, which implies that a good result on noise-free simulation data does not guarantee a good result
on real data. In the following experiments, we test further the ‘Full’ (SSFnet v1) and ‘P1-2’ (SSFnet v2) setups to
see howother different simulation-to-real generalization strategies affect the neural networks’ performance.

3.2. Results on simulation data
The results on noise-free simulation test set are shown infigures S1-S2 for SSFnet v1 andfigures S3-S4 for SSFnet
v2 in the supplementary document. The corresponding quantitative results are shown in table 3.We see that the
proposed deep learningmethods (SSFnet andCNN) have similar performance. All the deep learningmethods
are significantly better than the TVAL3method. Deep learningmethods are able to learn deep priors from
natural image phantomdata from ImageNet. This helps the neural networks achieve superior performance. The
best RMSE and SSIM results are obtained by RB, which is probably because RB is a relatively weakway to add
noise to the dataset and thus allows the neural network training converging faster thanRN, SPP, and PNN
withRPD.

Table 1.The parameter settings for twodifferent prototypemachines.

Machine H W cw cL cU dx R dpitch dspp Ntrain

MUBI 417 417 1479.7 1430.0 1600.0 4.80 × 10−04 0.064 0.22 0.9 6

KIT 3DUSCT II 403 403 1483.0 1430.0 1600.0 7.20 × 10−04 0.120 NULL 1.4 21
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The results on simulation test set with sensor position perturbation are shown infigures S5-S6 for SSFnet v1
andfigures S7-S8 for SSFnet v2 in the supplementary document, where uniformnoise in the range of [−1.8,
1.8]mmis added to sensor positions. The corresponding quantitative results are shown in table 4. It should be

Figure 4.The sound-speed image reconstruction results (m · s−1) onnoise-free simulation phantomA. The simulation configuration
is based onMUBI. (a)Ground truth; (b) Full; (c)P1; (d)P1-2; (e)P1-3; (f) Forward only; (g) Inverse only; (h)Double forwards; (i)
CNN.

Figure 5.The sound-speed image reconstruction results (m · s−1) onnoise-free simulation phantomB. The simulation configuration
is based onMUBI. (a)Ground truth; (b) Full; (c)P1; (d)P1-2; (e)P1-3; (f) Forward only; (g) Inverse only; (h)Double forwards; (i)
CNN.

Table 2.TheRMSE and SSIM results on noise-free
simulation test images with Fourier transform setups. The
simulation configuration is based onMUBI. The SSIM
scores are shown in brackets.

PhantomA PhantomB

Full 5.258(0.9617) 4.712(0.9488)
Forward only 4.415(0.9586) 4.018(0.9581)
Inverse only 5.470(0.9506) 5.431(0.9386)
Double forwards 5.136(0.9541) 4.105(0.9550)
P1 4.286(0.9715) 4.569(0.9541)
P1-2 6.245(0.9456) 4.983(0.9470)
P1-3 4.334(0.9735) 4.561(0.9540)
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noted that our SPP only uses uniformnoise in a range of [−0.9, 0.9]mm,which ismuch smaller than that of the
test data. Yet, we see that SPPwith small sensor position perturbation enables the neural network to handle
larger sensor perturbation significantly better.

The baseline SSFnet v2 is superior to both plainCNNand SSFnet v1with respect to SSIM,which proves its
superior robustness versus othermodels. However, after adding data augmentation and preprocessing
strategies, the performance difference between the different neural networks is narrowed.

3.3. Efficiency comparison
The average runtime per image of TVAL3 onCPU Intel(R)Core(TM) i5-8400CPU@2.80 GHz is about
15min51s. To compare the efficiency of the neural networks, the number of parameters and inference time on
GPUNvidia RTX3090 are shown in table 5. Since our data augmentation techniques do not affect the
reconstruction time, we do not include them in the tables.We see that introducing Fourier transform in SSFnet
leads to a tiny increase in inference time. The computation burden by PNN is acceptable in general.

Figure 6.The sound-speed image reconstruction results (m · s−1) on realmeasurement datawith different Fourier transform setups.
The simulation configuration is based onMUBI. (a) Full; (b)P1; (c)P1-2; (d)P1-3; (e) Forward only; (f) Inverse only; (g)Double
forwards; (h)CNN.

Table 3.TheRMSE and SSIM results on noise-free simulation test images with different algorithms and training strategies. The simulation
configuration is based onMUBI. The SSIM scores are shown in brackets. Bold font indicates the best results for each phantom.

PhantomA PhantomB

TVAL3
8.327(0.9179) 10.38(0.8143)

CNN SSFnetv1 SSFnetv2 CNN SSFnetv1 SSFnetv2

Baseline 5.190(0.9607) 4.728(0.9658) 6.245(0.9456) 4.337(0.9519) 4.311(0.9531) 4.983(0.9470)
RN 5.295(0.9521) 5.016(0.9582) 5.681(0.9575) 4.127(0.9551) 4.750(0.9527) 5.542(0.9422)
RB 4.846(0.9590) 4.356(0.9732) 5.273(0.9606) 3.897(0.9560) 4.263(0.9564) 4.209(0.9572)
SPP 5.381(0.9516) 4.499(0.9648) 4.555(0.9701) 4.642(0.9481) 4.275(0.9531) 4.743(0.9478)
RN+RB+SPP 5.791(0.9539) 5.050(0.9523) 6.020(0.9547) 5.960(0.9234) 4.891(0.9481) 5.893(0.9320)
PNN 5.251(0.9559) 4.931(0.9568) 5.007(0.9635) 4.040(0.9539) 4.116(0.9570) 4.426(0.9540)
PNN+RN 5.948(0.9479) 5.648(0.9445) 6.012(0.9340) 5.198(0.9426) 4.657(0.9493) 5.640(0.9414)
PNN+RB 5.045(0.9649) 4.573(0.9659) 5.588(0.9570) 4.528(0.9504) 4.586(0.9506) 5.086(0.9474)
PNN+SPP 4.960(0.9606) 4.863(0.9557) 5.413(0.9657) 4.756(0.9493) 5.276(0.9435) 5.146(0.9456)
PNN+SPP+RN 6.087(0.9424) 5.620(0.9379) 6.538(0.9338) 5.777(0.9305) 5.596(0.9262) 6.239(0.9299)
PNN+SPP+RB 5.236(0.9463) 4.934(0.9578) 5.902(0.9546) 4.808(0.9501) 5.047(0.9488) 4.660(0.9502)
PNN+SPP+RN+RB 5.883(0.9492) 5.657(0.9549) 6.216(0.9373) 6.265(0.9235) 5.622(0.9366) 6.242(0.9278)
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3.4. Results on real data
Figures S9 and S10 show the results of neural networks trainedwith different generalization techniques on real
measurement data fromMUBI using the gelatin phantom shown infigure 2(b).We see TVAL3 hasmore blurred
results than our deep learningmethods. Generally, for both SSFnet v1 and SSFnet v2, both RN andRB alone can
help improve the results of neural networks slightly. SPP can significantly improve networks’ imaging
performance. The combination of RN, RB and SPP together leads to further improvement, and thewhite hollow
becomes clearer andmore observable.Meanwhile, PNNcan help remove outliers and reduce singular dots in
the reconstructed images. The combination of SSFnet+PNN+RN is able to give the smoothest results
compared to other combinations, but thewhite hollow area is less observable. Generally, SSFnet showsmuch
better imaging quality on realmeasurement data, especially in the cases without SPP,which demonstrates that
SSFnet has higher robustness and better generalizability than the SSFnet baseline, the plain CNN.

The comparison results of the state-of-the-art imagingmethods on realmeasurement data fromMUBI are
shown infigure 7. It is noted that among the results by neural networks, SSFnet v1 combinedwith the proposed
PNNand data augmentationmethods achieved the best results by using far less number of parameters than
mWnet.We also see that the low-sound-speed circle area in the result by the finite-frequencymethod is smaller
than the high-sound-speed circle area, which indicates that the refraction correction by themultiresolution
methodmay be incorrect. On the other hand, the results by TVAL3 and neural networks have a slightly larger
low-sound-speed circle area, which is consistent with each other and is probably because they share the same
arrival time estimationmethod.

Figure S11 in the supplementary document and figure 8 show the results on realmeasurement data from the
prototypemachineKIT 3DUSCT II using a columnar gelatin phantom (different from the phantom in
figure 2(b)). From the result by TVAL3, we see that a part of the edge of the columnar gelatin phantom iswell
reconstructed. This is probably because of the strong reflectionwave from the surface of the gelatine phantom
while the transmissionwave is tooweak to be detected. This could explainwhy the neural networks get terrible
results. However, with the proposed data augmentation (RN,RB, SPP) and preprocessing network (PNN), the
neural network is still able to catch some edge information.SSFnet v1+SPP and SSFnet v1+PNNgive the best
results among the neural networkmodels, which also proves that SSFnet has better generalizability than
plainCNN.

Table 4.TheRMSE and SSIM results on noisy simulation test images with different algorithms and training strategies. The simulation
configuration is based onMUBI. The SSIM scores are shown in brackets. Bold font indicates the best results for each phantom.

PhantomA PhantomB

TVAL3
1.230×104 (0.2277) 6.337×103 (0.3092)

CNN SSFnet v1 SSFnet v2 CNN SSFnet v1 SSFnet v2

Baseline 38.99(0.6748) 35.65(0.6100) 39.93(0.7426) 46.57(0.6160) 35.47(0.5805) 38.66(0.6714)
RN 14.80(0.8281) 44.21(0.6847) 44.67(0.7009) 28.70(0.7164) 24.33(0.7011) 26.90(0.7023)
RB 32.48(0.6470) 42.41(0.4671) 93.84(0.5183) 39.69(0.6057) 46.08(0.4523) 85.26(0.5385)
SPP 10.91(0.9155) 5.507(0.9516) 4.947(0.9669) 6.847(0.8867) 6.344(0.9032) 5.997(0.9046)
RN+RB+SPP 12.09(0.9154) 5.851(0.9565) 6.922(0.9493) 9.985(0.8156) 6.972(0.8841) 7.357(0.9040)
PNN 56.46(0.6796) 75.34(0.6798) 61.85(0.6951) 50.22(0.6602) 61.52(0.6650) 54.37(0.6813)
PNN+RN 25.12(0.7985) 9.398(0.8973) 9.763(0.9131) 22.74(0.7373) 13.60(0.8172) 12.40(0.8405)
PNN+RB 42.22(0.6891) 47.26(0.7083) 39.23(0.7526) 40.56(0.6733) 36.41(0.6748) 35.83(0.6781)
PNN+SPP 7.769(0.9460) 5.320(0.9523) 6.423(0.9561) 7.121(0.8835) 4.934(0.9454) 7.118(0.8858)
PNN+SPP+RN 16.13(0.8831) 7.127(0.9380) 7.518(0.9458) 15.50(0.7305) 9.330(0.8367) 7.455(0.8884)
PNN+SPP+RB 6.753(0.9544) 5.363(0.9578) 7.002(0.9485) 6.115(0.9173) 5.583(0.9198) 7.269(0.8665)
PNN+SPP+RN+RB 24.60(0.8424) 6.345(0.9525) 7.637(0.9397) 14.98(0.7319) 6.956(0.8917) 8.632(0.8602)

Table 5.The efficiency comparison of different neural networks. The simulation configuration is based onMUBI.

DeepPet mWnet CNN SSFnet PNN+CNN PNN+SSFnet v1

Number of parameters (million) 11.0 113.6 27.1 27.1 31.2 31.2

Inference time for 2000 samples (s) 63 61 49 51 73 76
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4.Discussions

4.1. The comparisonwith the state-of-the-artmethods
In this work, we focus on improving neural networks’ generalization against uncertainties due to imperfect
system calibration and randomerrors in the imaging process ofUSCT. To our best knowledge, fewworks have
addressed this problem. In addition, we emphasize themeasurement domain generalization instead of the
popular image domain generalization in computer vision. The techniques used in the image domain for data
augmentation and data preprocessingmay not be suitable formeasurement domain generalization due to the
difference betweenmeasurement data and image data. The characteristic of the targetedmachine is a key aspect
to be considered.We believe ourwork paves a new research front for simulation-to-real generalization in the
measurement domain.

The state-of-the-art ray-based reconstruction algorithms thatwork on real data i.e. TVAL3 and thefinite-
frequencymethod (Martiartu et al 2020) are considered for comparisonwith our deep learning scheme. Even
though thefinite frequencymethod gives the clearest imaging result, it still shows a slight distortionwith respect
to the geometric shape of the reconstruction phantom image. The difference between the results offinite
frequencymethod andTVAL3 is probably partly due to the different ways inwhich themeasurement data are
preprocessed.When comparedwith TVAL3, the proposed deep-learning-based approach achieves superior
visual and quantitative performance on both simulation and real datasets.With robust training, we see that the

Figure 7.The image reconstruction results (m · s−1) of the state-of-the-art imagingmethods on realmeasurement data fromMUBI.
(a)TVAL3; (b) Finite-frequencymethod; (c)DeepPet; (d)mWnet; (e)CNN; (f) SSFnet v1; (g) SSFnet v1+PNN+RN; (h) SSFnet v1
+PNN+RN+RB+SPP.
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neural networks gain superior robustness to perturbance of sensor position.However, as a black-boxmodel, the
deep learning network itself lacks interpretability and the risk exists that unexpected artifactsmay happen on
measurement data with a certain adversarial noise. Adversarial defense is a promising direction tomitigate this
issue. In addition, for a certain deep learningmodel, once trained, it can only apply to themachine of the same
geometry and setup, which shows a lack offlexibility. Amoreflexible deep learning approach can be a future
research direction.

4.2. The role of FFT in neural network layers
The ablation study on positions of FFT layers shows that puttingmore FFT layers close to the encoder side (the
left side infigure 1) is beneficial to the generalization on real data. Aswe know the left side focuses on dealing
with themeasurement domain data, and transforming from themeasurement domain to the image domain
requires a global view of input data. FFT itself is essentially a formof convolutionwith global kernel size and thus
is helpful in handling themapping frommeasurement domain to image domain. In otherwords, FFT provides
global frequency information that helps capture the useful global pattern in the featuremap encoded from
measurement data. This probably explains the superior performance of integrating FFT into the neural
networks.

Figure 8.The image reconstruction results (m · s−1) on realmeasurement data fromKIT 3DUSCT II. (a)TVAL3; (b)DeepPet; (c)
mWnet; (d)CNN; (e) SSFnet v1; (f) SSFnet v1+SPP; (g) SSFnet v1+PNN; (h) SSFnet v1+PNN+RN+RB+SPP.
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4.3. The role of different simulation-to-real generalization strategies
Our experiments show that both RN andRB are helpful in improving the neural networks’ robustness. SPP gives
themost significant improvement of neural networks’ robustness to sensor displacement error. The
combination of RN, RB and SPP can improve the robustness further, yetmake itmore difficult for convergence
during the network training on the simulation dataset, which leads to a decrease in imaging quality on noise-free
data quantitatively. In this case, SSFnet shows amuch better performance than plain CNN. PNNcan help
remove outliers in themeasurement data, and its combinationwith RNgives a highly smoothed result on real
measurement data.

We observe that RN andRB can sometimes improve neural networks’ performance on noise-free data. A
similar phenomenon has been observed in other applications (Audhkhasi et al 2016), where suitable noise
addition is helpful for performance improvement. On the other hand, heavy noise reduces their quantitative
performance on noisy simulation data.However, it improves its visual performance on real data. It is because
heavy noise sacrifices the prediction accuracy of the neural networks and, at the same time, allows themodel to
bemore robust to handle the simulation-to-real gap.

The embedding of FFT into neural network layers greatly improves neural networks’ performance on both
simulated noisy data and real data. However, whenwe addmore generalization training strategies (including
data augmentation and preprocessing techniques), the performance difference between different neural
networks is reduced. It is observed that a combination of improvements in both architecture and training
strategies helps yield the best results on real data.

4.4. The limitations and futurework
The ray-based approach requires a good estimation of ToF. In this paper, we adopt the ToF estimationmethods
proposed in (Bao and Jia 2019).We also note that recently there have been deep-learning-based ToF estimation
methods being proposed, which claim to have superior performance to traditionalmethods.However, the
robustness and generalizability of this deep learning approach remain to be tested and evaluated, which is
beyond the focus of our paper.We hereby safely take the state-of-the-art traditional ToF estimationmethodwe
have for experiments.

Another limitation of this work is that we only test the real dataset for two different prototypemachines with
two different tissue-mimicking phantoms. In the future, wewill test ourmethods onmoremachines with
different geometric designs andmore complex phantoms, whichwill also include 3DUSCT image
reconstruction.

5. Conclusions

In this paper, we present a deep learning scheme for fully learnedUSCT image reconstructionwith real data.We
show that integrating Fourier transform into a neural network helps achieve better robustness and
generalizability.We develop and evaluate a series of simulation-to-realmeasurement data augmentation and
preprocessing strategies on both simulation and realmeasurement data. Our approach can consistently improve
the neural networks’ performance on real data, and achieve a decent performancewhen compared to the state-
of-the-art ray-based reconstruction algorithm.
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