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ABSTRACT 
Signifcant and rapid advancements in cancer research have been at-
tributed to Artifcial Intelligence (AI). However, AI’s role and impact 
on the clinical side has been limited. This discrepancy manifests 
due to the overlooked, yet profound, diferences in the clinical and 
research practices in oncology. Our contribution seeks to scrutinize 
physicians’ engagement with AI by interviewing 7 medical-imaging 
experts and disentangle its future alignment across the clinical and 
research workfows, diverging from the existing “one-size-fts-all” 
paradigm within Human-Centered AI discourses. Our analysis re-
vealed that physicians’ trust in AI is less dependent on their general 
acceptance of AI, but more on their contestable experiences with 
AI. Contestability, in clinical workfows, underpins the need for 
personal supervision of AI outcomes and processes, i.e., clinician-
in-the-loop. Finally, we discuss tensions in the desired attributes of 
AI, such as explainability and control, contextualizing them within 
the divergent intentionality and scope of clinical and research work-
fows. 

CCS CONCEPTS 
• Human-centered computing → Empirical studies in HCI; • 
Computing methodologies → Philosophical/theoretical founda-
tions of artifcial intelligence. 
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1 INTRODUCTION 
In cancer care, accurately identifying patient-specifc cancer sub-
type, stage and progression as well as response to therapy is crucial 
for precision (or personalized) medicine, i.e., providing and adapt-
ing the most appropriate treatment to the patient at the right time. 
To achieve this, precision medicine relies on multiple sources of 
patient data including clinical parameters, histopathology and gene 
expression of tumoral tissue as well as imaging. Multidisciplinary 
Tumor Board (MTB) meetings are organized to interpret the vari-
ous sources of information and achieve consensus on the optimal 
treatment decision. Recently, the use of quantitative methods for 
the aforementioned data sources led to the development of multi-
omics – analysis of multi-modal medical data that can better stratify 
between cancer sub-types and their patient-specifc phenotypes. 
However, the complexity and the high dimensionality of this multi-
omics data cannot be adequately leveraged by a single physician. 
For instance, radiomics is a technique for extracting quantitative 
biomarkers from a radiology or nuclear medicine image and can 
result in more than 1000 dimensions from a single tumor region [1]. 
Therefore, Artifcial Intelligence and Machine Learning (AI-ML) 
methods –which can extract large-scale quantitative features from 
medical imaging [37]– are required to fully leverage the multi-
omics wealth and reveal the high-dimensional pattern signatures 
of cancer genotypes and their phenotypes. 
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Although an increasing number of studies showed the potential 
of AI approaches for optimizing cancer care [78, 89], sometimes out-
performing human observers [26, 77], very few models have made 
their way into clinical practice [18, 25, 32]. In terms of reliability and 
generalizability, these AI models were regarded as problematic for 
a safe clinical application [72]. This discrepancy in adoption of AI 
in clinical settings has been attributed to varied factors, including, 
poor contextual ft and mismatch with clinical workfows [9, 25]. 
To address these fundamental problems, calls have been made for 
HCI and AI communities to establish deep and meaningful collabo-
rations with healthcare domain, and more importantly, healthcare 
professionals [28, 57, 70, 83]. In our article, exemplifying one such 
collaboration, we focus specifcally on the unconsidered role of 
physicians as either clinicians or researchers, and the overlooked 
aspects of clinical and research practices in the development of AI. 
We hypothesize that the inherent diferences in the clinical and 
research practices are in tension with the current role and focus 
of AI in oncology. So, a meaningful and more adapted develop-
ment of AI would entail pursuing a human-centric approach, where 
the incorporation of AI systems in existing –clinical and research– 
workfows is not only taken into consideration, but also, is in syner-
gistic agreement with physicians’ imaginaries [12, 66] of what they 
want AI to be in oncology. In addition, we argue that HCI’s collab-
orative entanglements with AI research, and its intermediary, yet 
instrumental, positioning between users and (digital) technology 
designers, render it a suitable domain to study the aforementioned 
problem. 

To this end, we present a qualitative inquiry where we inter-
viewed imaging experts in oncology, aiming to capture their imagi-
naries of AI, and how do these difer across their practice as clini-
cians and researchers. This entailed eliciting fne-grained aspects of 
physicians’ a) therapeutic role in the treatment of cancers and the 
temporality of their engagement with the patients, b) divergent as-
pects of their clinical and research practices, routines, and policies, 
and c) entanglement with AI along with the tensions that emerge 
due to misaligned needs, experiences, and expectations. In this way, 
we also aspire to provide a discourse, grounded in existing cancer 
care ecosystem, on the viable pathways for rethinking AI’s focus 
and vision for augmenting oncological workfows. Our analysis 
revealed that inherent diferences in existing cancer care workfows 
–with varying intentionality, scope and temporality– engender ten-
sions between AI’s imagined role and its impact in oncology. We 
discuss means of lowering the barriers of AI adoption in clinical 
settings by eliciting and coalescing desired qualities of AI from the 
imaginaries of physicians. We observed that physicians’ trust in 
AI is independent of their general acceptance of AI, instead, it is 
grounded in their contestable experiences with AI. Furthermore, 
notions of ethics, responsibility, control, decision-making, and ex-
plainability with respect to AI are subtly diferent across a wide 
range of benefciaries and stakeholders. 

We contribute to the disciplines of HCI and AI, and more broadly 
to the emerging notions of human-centered and human-in-the-loop 
AI, by providing empirical insights about physicians’1 engagements 

1It is worth noting that our use of the term “physician” refers specifcally to med-
ical imaging experts within the domain of Oncology (e.g., Radiologists, Radiation 
Therapists, Nuclear Physicians, and Radiation Oncologists). 

with AI2, their perceptions and projections regarding the future 
role and impact of AI in oncology, and refections about meaningful 
realignment of AI’s role and expectations. 

In this paper, after consolidating the research gap following a 
literature survey in Section 2, we illustrate our method to address 
the gap in Section 3. Our fndings and analyses are described in 
Section 4 followed by a presentation of broader perspectives in 
Section 5 discussing our contribution, drawing conclusions and 
outlining the future discourses for human-centric AI in cancer care. 

2 RELATED WORK 
In this section, we frst review the separate, yet crucial, contribu-
tions of AI and HCI in oncology and cancer care. Since our presented 
research engages with imaging experts in oncology, consequently, 
our use of AI specifcally refers to the image-based AI systems – 
i.e., based on 3-dimensional anatomical and metabolic images at 
the macroscopic scale which are utilized in the successive phases 
of cancer therapy. Later, we present a survey of collaborative en-
tanglements of both AI and HCI in supporting cancer care. 

2.1 Image-Based AI in Oncology 
In the past years, we have seen an exponential interest in using AI 
on clinically acquired radiology and nuclear medicine images for the 
purpose of diagnosis and prognosis [18, 90]. More specifcally, the 
systematic review and meta-analysis by Sollini et al. [89] provides 
an interesting snapshot of the feld of research in AI and radiomics 
in early 2019. The authors fltered articles with the highest quality 
score (based on the QUADAS-2 criteria). Of the 171 articles selected, 
86% (147) focused on oncological applications. Within this subset, 
the majority, i.e., 56% (83), were concerned with brain and lung 
cancer, primarily for predictive outcome modeling and biological 
characterization. Although the authors observed an increase in the 
overall quality of clinical studies over the years, all approaches were 
still far from clinical adoption, where the black-box efect, limited 
sample size, and ethics and liability issues were pointed out as the 
major hindering factors. 

Although the majority of studies have focused on retrospec-
tive population/subject level evaluation of the developed models 
in the clinical research setting, only a few studies have addressed 
the problem of using the model in a clinical setting with patient-
level predictions. Within this small subset, the focus has primarily 
been on alleviating the black-box efect to improve interpretability, 
specifcally in the context of deep learning models [79, 101]. This 
increased interpretability has been argued as a signifcant path-
way towards improved –overall– acceptance of AI models among 
physicians [79]. 

In addition to enhancing interpretability of AI models, other 
means of improving their adoption in clinical contexts have been 
discussed. Pianykh et al. [72] have argued that as the performance 
of static AI algorithms degrades over time –owing to the naturally 
occurring changes in local data and environment– it is crucial to 
adopt an early application of continuous learning for AI in clinical 
2Our usage of the terms related to AI (e.g., AI-powered tools, models, classifers), 
are specifcally meant to be interpreted within the realms of quantitative imaging 
analysis and image-based (deep) machine learning models. Henceforth, we will use AI 
as a general term to encapsulate the diverse algorithmic systems, including Machine 
Learning (ML) and Deep Learning. 
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radiology routine. In addition, the authors suggest that following 
the replication of static models, which are imported from clini-
cal research, they should be continually fed with clinical data and 
their performance and impact should also be continually moni-
tored in the clinical context. In the specifc context of predictive 
models in oncology, Gatta et al. [32] highlighted the importance 
of “holomics” (also called “medomics”), i.e., integrating radiomics 
with other -omics (e.g., genomics, proteomics) to increase the rele-
vance of models and facilitate their migration to the clinical settings. 
Considering optimized radiation therapy planning, Thompson et 
al. [96] pointed out the necessity to adequately make room for AI 
within the clinical context through programs promoting education 
of end-users, data availability, and potential changes in clinical 
workfows for a harmonious integration of AI. 

Clinical Decision Support Systems (CDSS), which encapsulate 
the overarching role and vision of AI within cancer care (and 
broadly applicable to every aspect of healthcare) have been a sub-
ject of signifcant attention and scrutiny in recent years. Even with 
CDSS, as with the specifc applications of AI discussed earlier, the 
adoption within clinical settings when compared to clinical re-
search, has been signifcantly low, if not a failure [57, 109]. This 
problem of lower clinical adoption has been ascribed to several fac-
tors, including, a) poor contextual ft within the healthcare ecosys-
tem [45, 104, 109], b) mismatch with existing clinical workfows and 
routines [17, 25], c) lack of confdence about decision support in-
terventions among clinicians [25], d) misalignment with the needs, 
expectations, and concerns of clinicians [57], and e) challenges with 
ecological validation of CDSS (particularly image-based decision 
support) within the clinical context [8]. 

In our work, we scrutinize this discrepancy between the research 
and clinical applications of AI-enabled systems (including CDSS) 
in oncology by capturing physicians’ imaginaries, with a particular 
focus on tensions between ‘what AI is’ and ‘what physicians want 
AI to be’. 

2.2 Human-Factors Research in Cancer Care 
Seeking to improve the overall quality and experience of cancer 
care –not just for the patients who are being treated but also for 
their family and friends– numerous sociological studies have been 
conducted in the recent past. These contributions have examined 
the varied facets of cancer care facilities, such as a) patients’ overall 
experience with cancer care [93, 94], b) perceived sense of stigma, 
guilt and depression amongst patients and how it impacts their 
psychological well-being and social interactions [4, 13, 24, 60], c) 
disparities in quality of life between cancer patients from difer-
ent ethnic backgrounds [4, 16, 91], d) the role of doctor-patient 
interactions and communication strategies in patients’ perceived 
well-being [6, 108], and e) the impact of established decision-making 
practices and the opportunities and challenges for technological 
interventions [55, 56, 71]. 

Contributions within the HCI community, similarly, have pre-
dominantly focused on patients and patient-centric aspects. More-
over, HCI’s (along with its sub-domains) engagement and mission 
within the realm of oncology has been that of supporting patient’s 
everyday experiences and journeys by alleviating the psychological, 
social, and logistical seams, which are the inevitable by-products 

of living with a cancer. Much of the past research within HCI has 
examined the role of health information systems as enablers for pa-
tients to monitor their health, engage with healthcare providers, and 
seamlessly seek support and assistance through personalized data-
centric tools (e.g. [43, 46, 47]), as well as facilitate self-regulation 
and behavior change through persuasive technologies [50]. In ad-
dition, the research on health information systems has also been 
extended to consolidate training and education of caregivers, for 
instance, by promoting continuous learning on-the-job based on 
cancer type, treatment modality, and treatment phase [85]. 

Another strand of research within HCI has examined patients’ 
collaborative engagement with cancer care and their experiences 
navigating it. Jacobs et al. [44] studied patients’ journey, particu-
larly, their collaborations with caregivers and other stakeholders 
while managing the overwhelming amount of medical, fnancial, 
and emotional challenges. The authors further examined the design 
space and provided guidelines for improving the patient experi-
ence and mitigating logistical challenges by improving access to 
relevant resources. Gonzales and Riek [34] assessed the role of 
patient-centered health communication tools to mitigate commu-
nication breakdowns (e.g., misunderstandings, alternative beliefs) 
between oncologists and patients in the clinical settings. Moreover, 
living with cancer often manifests as a poor quality of psychological 
well-being for the patients. In this regard, Suh et al. [92] suggest 
employing an integrative approach that combines cancer and psy-
chological care so that they are perceived indistinguishable by the 
patients. While a signifcant amount of HCI research has focused 
on adult patients, a recent work by Warren [106] investigated the 
means of leveraging social technologies to improve the emotional 
and social well-being of child cancer patients. She argues that chil-
dren with cancer often feel a sense of isolation and loneliness, and 
develop beliefs of an abnormal childhood, which can be mitigated 
through “socially-focused” and “playful” technologies. 

We observed a signifcant emphasis on patients and patient-
centric inquiries (and interventions) within HCI’s collaboration 
with cancer care. However, HCI’s (and CSCW’s) engagement with 
physicians and clinicians, and their respective workfows, routines, 
and norms is a much recent endeavor. In recent past, there have 
been growing calls within the HCI and CSCW communities to estab-
lish deep and meaningful relationships with the healthcare domain, 
and particularly, with healthcare professionals (e.g., [49, 69, 95]). 
Still, only a handful of studies exemplify HCI’s collaboration with 
healthcare professionals (e.g., diabetes [109], mental health [45], 
stroke rehabilitation [57], prostate cancer [9]). Moreover, in their 
survey of research at the intersection of CSCW and healthcare, 
Fitzpatrick and Ellingsen [28] have distilled four guiding principles 
for the HCI/CSCW community recommending (1) alignment of 
HCI/CSCW’s agenda with the emerging ICT initiatives in health-
care to enable unique opportunities for cross-fertilization, (2) assim-
ilation of HCI/CSCW approaches within diverse clinical practices, 
contexts, and temporalities, (3) consideration of the patient as the 
key benefciary, and (4) identifcation of intersections where non-
healthcare interventions can be applied to the healthcare domain. 
In this regard, our work exemplifes one such collaboration be-
tween HCI and healthcare professionals (i.e., points (1) and (2) 
from aforementioned principles), where we contribute by bringing 
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contextualized insights about physicians’ –clinical and research– 
practices and their entanglements with AI. 

2.3 HCI and AI Collaborations in Cancer Care 
In a 2019 workshop at CSCW, Park et al. [70] discussed the oppor-
tunities and challenges underlying the collaboration of HCI/CSCW 
and AI communities in healthcare, its nature and afordances, and 
the broader –sociological, normative and ethical– implications of 
integrating AI in healthcare. In cancer care, however, the collabora-
tion between the HCI and AI communities has primarily manifested 
itself in tools that augment and support diagnostic workfows with 
AI-powered assistants (e.g., [9, 10, 36, 111]). Although computer-
assisted diagnosis has been identifed as just one of several applica-
tion areas where AI can assist in cancer care [79], there is still an 
inherent misalignment in the focus and implementation of AI in 
cancer care, as a signifcant majority of systems/interventions are 
being developed for cancer diagnosis, overlooking other clinical 
aspects where the role of AI may be highly desirable (e.g., therapy 
planning, monitoring, triaging, etc.). 

Another strand of work within diagnostic workfows has exam-
ined the co-performative nature of physician-AI teams and con-
trasted it with physician-only diagnosis [10, 36]. For example, Cal-
isto et al. [10] observed a signifcant reduction in false-positive rates 
in the AI-assisted physicians compared to the diagnosis prepared 
without the assistance of AI. Building upon such optimistic evi-
dence and the efectiveness of human-AI teams, AI is being framed 
as a “supertool” that will enhance human capabilities rather than 
replace them altogether [87, 107]. Zhou et al. [111], however, argue 
that the realization of such desired efectiveness of human-AI teams 
in cancer care is conditional upon a well-aligned and proper inte-
gration of AI into clinical practices and routines. In addition to the 
empirical evidence favoring the efectiveness of physician-AI col-
laboration, a need for physician’s oversight –physician-in-the-loop– 
in the use of AI-powered self-diagnosis apps for end-users was also 
demonstrated in the survey conducted by Baldauf et al. [5]. The au-
thors found that several aspects underpin the need for physician’s 
oversight in the use of these apps, particularly, the a) explanation 
of domain-specifc jargon, b) interpretation of (diagnostic) results, 
and c) more importantly, identifcation of (alternative) treatment 
possibilities. 

The overemphasis in eforts supporting only diagnostic work-
fows and lack of augmentation for other “unremarkable”, yet crucial, 
aspects of clinical work, risks poor integration within clinical set-
tings and rejection of AI among physicians [109]. Furthermore, this 
imbalanced and biased positioning of AI within cancer care mani-
fests due to the lack of active participation of diverse actors (i.e., 
physicians, technicians) in AI development, and a better understand-
ing of their practices and needs. This discrepancy is emphasized in 
the article “Machine Behaviour” by Rahwan et al. [76], who argue 
that “the scientists who study the behaviours of these [AI agents] 
are predominantly the same scientists who have created the agents 
themselves”, implying a lack of cross-disciplinary collaboration in 
AI development. Mlynar et al. [66] further provide grounds for an 
inclusive, participatory, and rather sociological development of AI, 
which is diferent from the “current market-led visions” and is not 

solely “founded within the [computer and data science] commu-
nity”. 

In our contribution, we seek to address the aforementioned dis-
crepancies in the existing focus of AI, and create meaningful routes 
for a balanced and aligned development as well as a more ftting and 
desired positioning of AI in cancer care. To this end, we interview 
physicians who are actively engaged in both research and clinical 
activities, in order to capture tensions in their engagements with 
AI across their –research and clinical– practices with divergent 
intentionality and scope. In addition, such a development should 
consolidate the interplay between the diverse actors, existing prac-
tices, organizational norms, and industry standards [86], in order 
to lower, if not eliminate, barriers to the adoption of AI in can-
cer care. Consequently, we also capture the broader collaborative 
entanglements of physicians in our interviews. 

2.4 Research Gaps 
As mentioned earlier, there exists a disconnect in the current fo-
cus of AI research and the existing practices and protocols within 
medical institutions with established cancer treatment facilities. 
In particular, through our literature survey, we have unveiled the 
subtle underpinnings of this disconnection, i.e., 1) underwhelming 
adoption of AI within clinical settings as compared to cancer re-
search [8, 25, 31, 32], 2) shortage in HCI’s collaborations with cancer 
care professionals which could potentially unravel the contextual 
intricacies (i.e., clinical practices, protocols, and norms) [28, 69, 70], 
and 3) unbalanced and biased positioning of existing clinical AI, 
which largely focuses on augmenting diagnostic workfows while 
ignoring other facets of cancer care processes [9, 79, 109, 111]. Fur-
thermore, this disconnect manifests itself in overlooked aspects of 
medical professionals’ practices and experiences that can be better 
served through the human-centric design and development of AI-
powered systems. These overlooked aspects are primarily related 
to the profound diferences between clinical and research practices, 
and consequently to the divergent needs of physicians, which are 
currently not supported by existing AI systems. We believe that a 
nuanced understanding of these diferences and tensions that arise 
in physicians’ entanglements with AI on multiple levels (utilitarian, 
ethical, normative) could pave the way for balanced and ftting AI 
development. 

To address this gap, we extend the approach developed by Mly-
nar et al. [66], which explores expert groups’ imaginaries of AI 
and accounts for their recurrent patterns, as well as conspicuously 
absent links between the elicited topics. Borrowed from philosophy 
and the social sciences, l’imaginaire (in French) or the imaginary 
refers to a “shared network of concepts, images, stories, and myths 
that make possible common practices and provide a sense of legit-
imacy” [12, p. 2]. Focusing on experts’ imaginaries can enhance 
our understanding of AI as a social phenomenon, rather than a 
narrowly defned technical “tool”. Similarly to the notion of socio-
technical imaginaries introduced by Jasanof and Kim [48], we take 
as our “starting point the resurgence of theoretical interest in the 
nature of collective self-understandings”, but we do not aspire to 
describe developments at the societal macro-level. We rather aim 
to explore how AI is made part of the everyday work of oncology 
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experts, what AI means to them in general, and what aspects of 
working with such systems remain troublesome. 

3 METHODS 
We aim to scrutinize the unbalanced positioning and impact of AI 
across clinical and research practices within cancer care, and to 
elicit tensions in physicians’ entanglements with AI across these 
divergent facets of their workfows by capturing their imaginaries 
about ‘what AI currently is’ and ‘what they want AI to be’. In this 
article, our focus is primarily on physicians who use image-based 
AI in oncology. Their work may include both “handcrafted” ra-
diomics and deep learning models addressing the following fve 
application categories defned by Reyes et al. [79]: a) computer-
assisted diagnosis and/or staging, b) prognosis, c) radiation therapy 
planning, d) computer-assisted monitoring of disease progression, 
and e) triaging. Furthermore, these image-based AI systems are 
increasingly based on the computerized analysis of imaging modal-
ities, in particular Computed Tomography (CT), Positron Emission 
Tomography (PET), and Magnetic Resonance (MR) images, which 
is often referred to as “quantitative imaging analysis” in the domain 
of oncology. 

To address the research gaps previously illustrated in Section 2.4 
about the mismatched alignment of AI within cancer care, and to 
disentangle its future alignment across the clinical and research 
workfows, we aim to (a) develop a comprehensive understanding 
of established protocols in cancer treatment facilities, including 
both “clinical” and “research” aspects; (b) scrutinize the role and 
impact of AI in cancer care, especially its perceived utility, scope, 
and acceptability by physicians; (c) bring insights about physicians’ 
interactions with patients and AI, and the collective engagement of 
diverse medical specialties in the efective treatment of cancers; and 
fnally (d) depict the space of design possibilities where intelligent 
and interactive tools may support the physicians in meaningful 
ways. Consequently, we conducted a qualitative –semi-structured 
interview– study with 7 cancer experts (physicians) belonging to dif-
ferent sub-specialties. Our study draws methodological inspiration 
from the work of Wang et al. [105], who examined the perspectives 
and experiences of data science experts while collaborating with 
automated AI pipelines. 

We, initially, intended to conduct face-to-face interviews with 
physicians along with a feld study to gain insight into the es-
tablished workfows and the various resources (medical images, 
reports, and instruments) that are conventionally used during the 
course of cancer treatment. However, the constraints imposed fol-
lowing the onset of the COVID-19 pandemic steered us to conduct 
the study over video conferencing, and also curtailed our eforts 
to conduct a feld study. Despite these constraints, the design of 
our interviews sought to capture the aforementioned aspects of 
physicians’ work practices, experiences, and interactions in a fne-
grained manner. 

3.1 Interview Study 
3.1.1 Participants. Initially, a formal email of invitation was sent to 
10 physicians working at the Lausanne University Hospital (CHUV) 
who are involved in the diagnosis, treatment, and rehabilitation of 

cancer patients, and are simultaneously engaged in research activi-
ties. Seven physicians agreed to participate in our study. Lausanne 
University Hospital (CHUV) is one of the 5 academic hospitals 
in Switzerland with over 12,000 employees, and plays a key role 
in healthcare, research, and training. It has 1,000 beds and serves 
a population of approximately 800,000 inhabitants. It has several 
departments dedicated to cancer care, amongst which (a) the Nu-
clear Medicine and Molecular Imaging department has over 
30 personnel (physicians, fellows, technicians), 2 PET/CT scan-
ners, and performs around 7,000 PET/CT scans per year on ap-
proximately 4,500 patients; (b) the department of Diagnostic and 
Interventional Radiology has 24 senior physicians and 35 fel-
lows with a clinical activity of about 33,000 CT and 26,000 MRI 
scans per year (on 4 CT and 4 MRI scanners); (c) the department of 
Radio-Oncology employs 42 personnel and provides over 19,000 
treatments to approximately 1,550 patients; and (d) the Precision 
Oncology Center, which provides personalized approaches to 
cancer treatment based on real-world clinical data, has over 20 per-
sonnel and access to data of over 90,000 patients. We obtained an 
ethics approval from our institution’s Human Research and Ethics 
Committee (HREC) before the commencement of the study. 

We reached out to medical professionals whose expertise lie 
within the specialties of medical oncology, nuclear medicine, ra-
diology, and radiation oncology. These specialists predominantly 
use diferent imaging modalities to track the development of tu-
mors and metastases. They also incorporate algorithmic means 
to analyze large amounts of image data during the treatment pro-
cess. Moreover, these experts are also accustomed to leveraging 
AI in their clinical and research activities. This was the primary 
rationale behind involving them in our study. The invitation letter 
contained 1) the general objective of our research without revealing 
the specifcs of the questions we intended on asking to prevent bias-
ing their responses, and 2) the description of our research approach 
including the approximate time required on the participants’ part. 
In addition, participants were informed that we would acknowledge 
them properly in our research publications and that there would 
be no fnancial compensation. 

In addition to the aforementioned specialties, surgery, immuno-
therapy, chemotherapy, pathology, etc. are other sub-specialties 
which are involved in the treatment of cancers. However, they were 
not included in our study because they are less likely to interact 
with AI systems in the course of treatments. Even though these 
domains were not part of our study, still it is worth noting that the 
established medical protocols require a collaborative efort (e.g., 
weekly Multidisciplinary Tumor Board meetings) amongst diverse 
range of specialties to decide on the most efective and personalized 
treatment for each patient. Capturing these collaborative aspects 
was one of the key focus of our inquiry. 

Upon receiving an afrmative response, we requested that our 
participants agree to an informed consent document that clearly 
stated how we would use and analyze the collected data, and also 
sought their permission to record video of the discussions during 
the interviews. Our interview study involved cancer experts who 
are highly busy professionals, with additional responsibilities be-
sides cancer care during the (COVID-19) pandemic. Six interviews 
were conducted over Zoom, and one expert responded to the in-
terview questions in writing, over Google Docs, due to availability 
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Participant Sub-specialization Role Experience (years) 

P01 Nuclear Medicine & Molecular Imaging Full Professor & Director >20 
P02 Nuclear Medicine & Radiology Resident & Clinic Head 5 
P03 Radiology Full Professor 24 
P04 Medical Oncology Full Professor 15 
P05 Radiation Oncology Fellow & Instructor 5-10 
P06 Radiation Oncology Associate Professor >20 
P07 Nuclear Medicine & Radiology Fellow & Senior Lecturer 11 

Table 1: The table illustrates the sub-specialties of our interviewees along with their role and experience (i.e., years of practice). 
When asked about their experience, some of our interviewees gave us with an exact duration, while others gave us a range. It is 
worth noting that all of our interviewees are involved in both the clinical and research activities. 

constraints. Table 1 lists the participants, their sub-specialties, role 
within their respective departments and their experience. 

Although, from a perspective of quantitative research, the num-
ber of interviews in our study could be considered a limitation, 
we ground our work in the standards of qualitative research as 
formulated, for instance, in Burawoy’s assertion that “[o]ne cannot 
dismiss [qualitative researcher’s method] because she alters the 
world she studies, because her data are idiosyncratic, because she 
extends out from the local to the extra-local, or because she only 
has a single case! The method simply dances to another tune” [7]. 
In other words, the absolute number of individual interviewees is 
not necessarily relevant in qualitative research – what counts is the 
variety, regularity and integrity of themes elicited from the inter-
views conducted. We focused on physicians who frequently use AI 
in their clinical and research routines and are actively contributing 
to the frontier research in medical imaging and oncology. With this 
professional context as our research subject, and in line with estab-
lished principles of interview research [30], we have achieved data 
saturation in terms of gathering concordant experiences with the 
use of AI, emerging needs and expectations, and recommendations 
for a ethical and balanced development of AI. 

3.1.2 Procedure. The lead author conducted the interviews in a 
semi-structured manner. Moreover, the interview questions were 
organized into the following three themes: 

(1) Role and Background: The initial set of questions were in-
tended to “break the ice” and asked participants about their 
medical speciality, their role in the diagnosis and treatment 
of cancers, and the approaches they employ in the treatment 
process. 

(2) Interactions with Patients and Relevant Protocols: The next 
set of questions regarded the participants’ interactions with 
the patients, and the overall journey of a patient from being 
diagnosed with a cancer to treatment and rehabilitation. Par-
ticularly, at what stage of the treatment do they (participants) 
get involved, and the nature of their involvement. How do 
they take decisions about the most efective course of treat-
ment? Besides them, what other sub-specialties are involved 
in the decision making process? What is the nature of this 
collaboration, and how often does it happen? What kind of 
artefacts (reports, visualizations, medical images, etc.) are 
shared and discussed during these collaborations? Moreover, 

we also gathered participants’ opinions and experiences re-
garding how technology –in particular AI– has infuenced 
the evolution of their domain and the ingrained constructs 
and protocols. Where necessary, we asked our participants 
to further elucidate how AI’s role and impact has manifested 
across their clinical and research workfows. 

(3) Impact and Scope of AI: The last part of the interview was 
focused on the participants’ interactions and experiences 
with AI (manifesting as either algorithmic procedures or 
tangible instruments), and how they are achieved in their 
everyday work – either clinical or research oriented. We 
asked questions which could provide us with fne-grained 
insights about participants’ practices which are currently 
supported by AI, and the diverse ways in which AI impedes 
the seamless attainment of their objectives. Finally, the par-
ticipants were asked to project and refect on the ways in 
which AI may shape the future of cancer care. 

It should be noted that despite our interest in the aforementioned 
topics, we did not directly ask interviewees about existing tensions 
or conficts in their interactions with AI between their clinical and 
research workfows. This was done to prevent our interviewees 
from projecting their preferential judgements into their responses. 
Moreover, our methodological preference was to capture their per-
spectives, experiences and opinions impartially, and avoid setting 
an expectation that the interview focused on the comparative anal-
ysis of the aforementioned tensions between workfows. Still, the 
interviewer asked follow-up questions to elicit the discrepancies in 
the use and impact of AI across the two workfows. 

The interviews lasted for approximately one hour and were video 
recorded, except for one interview where the participant wrote the 
responses in a shared document. All the interviews were transcribed 
by one researcher. After the transcription process, three researchers 
performed the open coding to determine recurrent topics that were 
identifed through the repeated reading of the transcripts. The same 
three researchers, later, collectively interpreted and consolidated 
codes during axial coding of 4 (out of 7) interviews into relevant 
categories, following which, two researchers completed the axial 
coding of remaining interviews. 

3.2 Interview Coding and Identifed Themes 
The approach to coding and analysis employed in this paper is 
aligned with the inherent characteristics of qualitative research, 
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Code Description 

Clinical vs. Research Practices Passages of the interviews in which the experts describe their clinical 
and/or research procedures as part of their everyday work. 

Decision Instruments Established decision-making processes and institutions, such as multi-
disciplinary tumor boards (MTBs, see [61]). 

Improving Clinical Decision Making Interviewee’s commentary on decision-making processes regarding 
potential improvement of practices. 

Promoting AI in Cancer Care Ideas on what can be done to advocate and promote AI-powered tools 
in oncology. 

Attitudes towards AI Opinions and approaches to AI in general, including positive/negative 
assessments and evaluations. 

AI Projections Expressed opinions about AI that were formulated as positive, future-
oriented assessments. 

Ruptures and Issues with AI Zones of potential failure of AI in cancer care, e.g., issues surrounding 
the use of black boxes, explainability, poor clinical adoption. 

Legal Aspects Problems related to accountability for diagnostic decisions based on 
AI-based tools. 

Ethics of AI Topics related to the ethical aspects of AI, such as safety and privacy 
issues, social justice, or the reproduction of inequalities. 

Humanitarian Aspects Topics related to the overall organization of cancer care, health care in 
general, and its societal functions. 

Education and Digital Literacy AI as a teachable element in education; learning about algorithms, data, 
main principles of AI and their important limitations. 

Data and Data Governance Discussions pertaining to the collection and maintenance of datasets 
containing quantifed information about patients and their per-
sonal/health situations. 

Table 2: The code-book that was created from the analysis of interviews though discussions and consensus in two sessions 
organized amongst the co-authors. In addition to the codes, the table also provides descriptions of them. 

i.e., the fact that its “design, feldwork, and data collection are most 
often provisional, emergent, and evolutionary processes” [81]. Our 
analysis was informed by the principles of content analysis [23, 
100]. Epistemologically, our research also took guidance from other 
related approaches in qualitative research [82], regarding the way 
interviews are treated and analysed in order to progressively arrive 
at conclusions about the studied social phenomena. This included 
taking into account the refexive relationship between “the words” 
and “the world” [42], or between the “inside” and the “outside” of 
the interview [64]. In our research approach, we gradually moved 
from reading the verbatim transcripts of the interview recordings, 
to working with inductively derived codes, to assembling broader 
recurring themes that structured our analysis [99]. 

In coding the transcribed interviews, we followed the essential 
methodological premises [14], aiming to develop codes that de-
scribe the content of the speakers’ talk, aspects that are taken for 
granted, and the intertwining of structure and context in moni-
toring, maintaining, preventing, or transforming actions and ut-
terances produced within the interview (according to [33]). After 
the open coding phase, the researchers organized two sessions to 
consolidate the codes into relevant categories and themes [22]. This 
was done to refect on how meaning is produced on the basis of in-
terview transcripts through the coding process, considering recent 
critiques that caution against equating qualitative analysis with 
“coding data” in a simplistic and formalizing way [73]. During this 

phase, relevant segments of the interviews were aggregated into 
categories and further compared to identify common approaches 
to discussed topics among the participants [11]. Table 2 illustrates 
our code book which describes the topical structure and content of 
the interviews. 

4 FINDINGS 
In this section, we describe our fndings based on the analysis of 
the semi-structured interviews. In sections 4.1 and 4.2, we illustrate 
the inherent diferences in the clinical and research workfows, 
particularly decision making, which currently infuence the under-
whelming adoption of AI in clinical contexts (see Research Gaps in 
Section 2.4). In sections 4.3 and 4.4, we present analyses related to 
the research gap concerning the unbalanced and biased positioning 
of AI and the ensuing tensions in clinical and research practices. 

4.1 Clinical vs. Research Routines 
We asked the interviewees to describe their role and responsibilities 
within the university hospital (see Section 3.1.2). They provided a 
detailed account of the dual nature of their work – i.e., 1) to ensure 
an optimal and customized care path for cancer patients which 
is “highly reliant and derived from the national and international 
guidelines” (P05), and 2) the research component, which aims to 
contribute to the development of new knowledge and the advance-
ment of the domain of oncology through novel means. Although 
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entwined, the clinical and research practices essentially difer in 
their intentionality and scope. 

4.1.1 Diferences in “Intentionality” and “Scope”. The consolidated 
verbal accounts of our interviewees reveal that clinical practices 
are recognized for their “curative intent” and an “individualistic 
scope” that puts the spotlight on a single patient whose treatment 
is very specifc and based on numerous attributes such as the type 
of cancer, anatomical and physiological peculiarities, and medical 
history. Depicting the humane nature of the clinical activities, P05 
stated that “we are not treating a disease [but] we are treating a hu-
man being”, where “we try to be very proactive and very preemptive 
in the management of side efects”. Moreover, the temporality of 
interaction with the patient is signifcantly higher and may range 
from a few weeks to several months, depending on the type of treat-
ment (surgery, radiation therapy, or systemic treatment involving 
chemotherapy or immunotherapy) and the severity of the disease. 
This high level of interactivity with the patients further necessitates 
the establishment of an inclusive environment which does not just 
impose the most suitable treatment onto the patient, but engages 
them in the decision making process – “the patient is always part of 
the solution” (P01). 

On the other hand, research practices are more dynamic in terms 
of outcomes and impacts, and their scope is broad and aimed at 
the respective research communities of our interviewees. They 
are manifested in comprehensive analysis of patient cohorts, in-
volving the development of statistical and predictive models that 
amalgamate multiple streams of data coming from diferent diag-
nostic and treatment modalities. While a signifcant proportion of 
research activities are retrospective, these activities require minimal 
to no patient contact. In addition, although the research outcomes 
serve the long-term objective of advancing the domain of cancer 
therapy in the form of published articles, they can also serve a 
more immediate purpose of “turning these [predictive models and 
data-centric insights] into clinical action” (P04). However, this lat-
ter case corresponds to specifc patients “who are failing standard 
of care therapies” (P04), and may require novel treatments which 
are highly personalized for the patients and based on the analy-
sis of their molecular and microscopic profles (such as genomics, 
proteomics, histopathology). 

4.1.2 Diferences in AI Needs and Analytical Practices. According 
to our interviewees, the fundamental diferences between clinical 
and research practice also translate into diferent needs in terms of 
the nature and type of digital tools used by physicians, particularly 
their interactions and relationship with AI. The research activities 
primarily entail the analysis of “hundreds or let’s say thousands 
of features which are obtained from one exam or one organ”, and 
consolidate the features corresponding to “imaging, metabolic, and 
morphological data” (P02). To conduct the analysis of this immense 
volume of data, P04 elaborated that his team “writes a lot of [their] 
own code in R and other languages, and [they] use a little bit of Google 
tool box”, and employs a “mixed bag approach”, where “there is not 
one major library (publicly available APIs) that [they] haven’t used”. 

On the contrary, the clinical practices employ “very simple tools 
that enable a kind of home-made analysis”, which “is strange because 
when we go to [medical conferences] we always see 3D images, in 
color, with multi-parametric quantitative analysis, and it’s really not 

how it is in the clinical routine” (P03). She further illustrates that 
although analytical practices on the clinical side integrate data from 
multiple sources (e.g., CT, PET, MRI), still “it’s a visual analysis and 
not a quantitative one” (P03). 

“We have some very basic parameters that probably 
are still the most important. Size of the tumor is very 
basic but it works. The tumor border is very important 
in oncology and quite difcult to assess because it’s 
very subjective, and currently we don’t have the pos-
sibility to do an automatic segmentation of the whole 
tumor. Another parameter is vascularization for some 
specifc treatments, and currently we defne vascular-
ization subjectively, only through our eyes, and say if it 
is hyper-vascular or not. Similarly, by looking at images 
we say if the tumor is aggressive or not.” (P03) 

Underpinning the previous argument, P07 added that “[diagnos-
tic] decisions are mainly taken based on morphological analysis of 
images, while quantitative parameters serve as complementary in-
formation”, and since the “interpretation of quantitative parameters 
may be challenging, [he] uses cutof values that have been validated 
in the literature”. Additionally, P07 acknowledged the limitations 
with the use of thresholds and accounts for them in his diagnosis 
because “cutof values are often determined in very specifc situations 
and cannot be extrapolated to all the cases we see in daily practice”. 
Finally, despite advances in image analysis approaches, the clinical 
analysis of medical imaging data is still “archaic” and done “in a 
cross-sectional manner” because “[physicians] know the anatomy, 
physiology, and their normality” (P01). Our interviewees’ illustra-
tion of substantial diferences in analytical practices between the 
research and clinical workfows is consistent with previous liter-
ature, which suggests misalignment with the local context [104] 
and lack of ecological validity in clinical settings [8] as the key 
contributors to this discrepancy. 

Owing to the large amount of multi-modal data that needs to be 
analyzed for each patient on the clinical side (e.g., each PET/CT scan 
generates approximately 2000 images), combined with the need 
to serve a high volume of patients (40-50 patients per day), adds a 
signifcant amount of workload for the physicians and the support 
staf. Still, the preference to rely on one’s own prior knowledge 
and experience, as opposed to autonomous AI-powered tools, when 
preparing a diagnosis and prognosis can be attributed in part to the 
notion of responsibility. 

“The directors of hospitals and national health agencies 
require that a patient has the same care in every hos-
pital, and we cannot base a diagnosis or treatment on 
two technologies that are not available everywhere ... 
That’s why we cannot use some very innovative tech-
nology that is only available in one part of the world. 
So, it’s a political health question and not a question of 
performance or utility.” (P03) 

In this section, our intention to provide a detailed account of the 
diferences between clinical and research routines is to establish 
that these diverse work practices open up diferent spaces of design 
possibilities that HCI and AI researchers should consider when 
designing intelligent tools for this context. In the following sections, 
we will utilize this diference as a contextual lens to ground the 
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collaborative and decision making constructs, as well as the notion 
of ethics and responsibility in relation to AI. 

4.2 Clinical Decision Support: Reality vs. 
Expectation 

In clinical practice, deciding on the appropriate course of treatment 
for each patient entails the assessment of numerous aspects and 
the synthesis of multiple sources of information, as previously 
illustrated in Section 4.1. In addition, choosing amongst the various 
treatment modalities (surgery, radiation therapy, etc.) and, more 
importantly, deciding on their order or combination, which is highly 
customized for each patient, is a difcult task. “We know now that 
cancer is a chronic disease, that means that the patient will live a long 
time with it. So, we need to decide which kind of treatment should be 
the frst, second, or third.” (P03). As a result, Multidisciplinary Tumor 
Boards (MTBs) have become a norm, and an essential practice for 
taking decisions in cancer treatment facilities worldwide. 

All our participants unanimously afrmed the centrality of MTBs 
in clinical decision making concerning treatments and follow-ups. 
“Since the last 10 years, all decisions are made in MTB meetings” (P06). 
P03 further added that “we cannot decide alone on a treatment plan, 
so the MTB meeting is mandatory for each new diagnosis of cancer, 
for each recurrent disease, and for each modifcation of the treatment”. 
In addition, “in big institutions, [MTB] meetings are something that’s 
very traditional and well established” (P05). Furthermore, depending 
on the patient’s status, the nature of the discussions may vary but 
their multi-disciplinarity is maintained, as illustrated by P07: 

“Immediate informal discussions happen during the 
emergency phase to speed up the initial management 
and treat potential life threatening situations, how-
ever, when the patient is stabilized, and after the initial 
workup has been completed, the discussion is more for-
mal in one or several MTBs.” (P07) 

Our interviewees stated that owing to the multi-disciplinary and 
collaborative nature of MTBs, diferent specialties are represented 
within them, such as surgery, oncology, radiology, radiation on-
cology, internal and nuclear medicine, and pathology. In addition, 
depending on the particular nature of the disease, other specialists 
such as neurologists, pulmonologists, cardiologists and pediatri-
cians may be present at these meetings. Furthermore, “major disease 
groups have their meetings weekly” (P06). Moreover, “[MTB] meet-
ings are not patient based, and we generally discuss 10-20 patients in 
each meeting” (P05). In response to a question about the established 
practices within these MTB meetings, our participants provided us 
with the following account. Prior to each meeting, participating 
members prepare a diagnostic workup of the patients in question, 
grounded in their medical specialty and based on the specifc ex-
aminations they have performed. During the MTB meeting, the 
members present these analyses, either in the form of a report or 
by assembling a set of images from the hospital’s Picture Archiving 
and Communication System (PACS). An assistant is also present in 
these meetings to register the minutes of the ongoing discussions 
and the collective decision. 

In response to our questions aimed at comprehending the ra-
tionale behind the practice of MTB meetings, our interviewees 
furnished several insights. Illustrating an example, P01 stressed the 

importance of ‘collective validity’ of the most efcacious therapy 
for the patients: “to make the MTB most efcient, each speciality has 
to say that this (referring to an example) therapy will work ... in a 
way, every speciality is then hand-in-hand doing the best they can 
for the patient”. This collective endeavor may also lead to “reduced 
errors” (P06) since multi-disciplinary collaborative analysis could 
complement individual assessments and assist in the development 
of a robust treatment plan. Extending his argument further, P06 ex-
plained that if each specialist pursued his/her therapy – “a surgeon 
would like to operate every time, a radiation oncologist always wants 
to irradiate, and medical oncologist always wants to do chemother-
apy”, the likelihood of reaching a better judgement would be low 
as this individualistic approach does not consolidate all aspects of 
a patient’s well-being and medical history. Also, the MTB meetings 
provide a framework for enabling standardized and accepted treat-
ments for the patients while mitigating the adverse efects of some 
investigational treatments: “I am a radiation oncologist for 25 years, 
so, I mean, I can feel things, OK! And I can sometimes exaggerate. So, 
MTB meetings lets you to do, let’s say, standard treatments” (P06). 
Moreover, P05 maintained that the MTB meetings also provide a 
“great educational opportunity” that is aforded by “the cross-talk 
between disciplines and to know how others approach this problem”. 
Finally, in terms of logistics, the MTB meetings also make things 
easier for the patients: 

“Because if you don’t have this common language or 
cross-talk, it’s gonna be very easy for the patient to 
be lost in between sub-specialties. And the patient’s 
appointments will not be coordinated. So, we are trying 
to spare the patients this hassle, the logistics of coming 
back-and-forth to the hospital.” (P05) 

The prevalence of MTBs, combined with the collective validity 
of their outcomes, confers on them the status of legitimacy. Conse-
quently, decisions made in MTBs are recognized and often required 
by insurance companies, as illustrated by P06: “In some countries, if 
there is no report of a MTB decision, the patient care, the insurance 
will not pay the treatment”. 

In terms of clinical decision-making practices, particularly with 
regard to MTBs, our interviewees acknowledged that the role and 
impact of AI is currently limited and minimal. Although some form 
of predictive modeling or pattern recognition could be employed 
to prepare an analysis for presentation within MTBs, the scope is 
still relatively small and applies to rare diseases and novel treat-
ment modalities. As a result, hospitals are constantly “coalescing 
and curating huge datasets of hundreds, maybe thousands of patients” 
(P04, P05) to allow for retrospective analysis and to support future 
decision making. In order to a) extend this data-informed deci-
sion support within MTBs, b) increase its accessibility to a higher 
number of patients, and c) foster the development of a synergistic 
educational environment for both physicians and AI experts, P04 
who is leading the Precision Oncology program in his institution, 
is involving AI researchers as an additional speciality within the 
MTBs. 

In summary, our fndings exhibit tensions between the reality 
of clinical decision making within MTBs and the expectations and 
enthusiasm for the use of AI to support clinical decisions. Moreover, 
as previously discussed in section 2.1, the lack of adoption of AI 



CHI ’23, April 23–28, 2023, Hamburg, Germany Verma, et al. 

in clinical workfows –particularly in clinical decision making– 
can also be attributed to the recognition of MTBs as a legitimate 
decision-making instrument that has yet to assimilate AI as a new 
specialty. 

4.3 Revealing the AI Adoption Gap 
We asked the interviewees about their perceptions regarding the 
current role and impact of AI in cancer care, and how it might 
evolve in the future. In particular, how AI-powered technologies 
will shape their work practices and their relationship with patients. 
They expressed a positive disposition towards the utility of AI and 
its potential to transform cancer treatment and clinical practices in 
the future – “the most interesting [AI] tools are going to come and 
help us in the future” (P01) which will “facilitate faster screenings of 
patients in non-invasive manner” (P06). P04 also held a similar atti-
tude regarding AI’s potential: “I think AI has clearly revolutionized 
oncology already, but the perspective for the future is much bigger. I 
think we are really in the infancy of what AI can deliver for such a do-
main”. Despite their afrmative outlook about the future potential 
of AI, our interviewees also refected on several factors that may 
infuence the existing disparities in the positioning of AI and its 
subsequent adoption across their research and clinical workfows, 
as illustrated below. 

4.3.1 Dificulties with AI Integration and Scalability. The role of 
AI has evidently been more pronounced on the research side as 
compared to the clinical practice, especially with regards to the 
realization of precision (or personalized) medicine. However, P05 
argued that “we have seen a lot of papers which promise that AI 
will be personalizing medicine, but to be honest, so far it has been far 
from practicality”. Additionally, despite their promised performance, 
these AI models have failed to scale on the clinical side, even when 
“applied to very simple and basic problems such as diagnosing whether 
a pulmonary nodule is benign or malignant” (P05). Jacobs et al. [45] 
have also underlined this problem (within the context of mental 
health, and not cancer care) of discrepancies between AI predictions 
and existing standards of care. As a result, these models do not 
inspire confdence amongst our interviewees owing to their failure 
to address simple clinical tasks, and subsequently, expose conficts 
with physician’s diagnosis and judgements: 

“Although it’s tempting to publish papers on some so-
phisticated cool stuf and important on a conceptual 
level, in my opinion, I want something that I can use in 
the clinic and can talk to our patients with confdence 
that this model can be trusted.” (P05) 

Another problem with seamlessly amalgamating AI into the clin-
ical workfow is the lack of efective means to integrate multimodal 
data and the absence of meaningful ontologies. P04 illustrated this 
problem by stating that: 

“When you have to integrate the treatment plan, re-
sponse to treatment, imaging, genomics, proteomics, 
and pathology data, we simply don’t have a system ... 
and to say that a system will tell patients what to do and 
it’s done, is a bit of science fction. I have worked from 
the data to the patient with every little step, and it’s still 

impossible to plug an AI system and let it spill out some-
thing new because you have to know where the data 
is, how was it captured, and what are the semantics.” 
(P04) 

In the context of our interviewees, the collaborative nature of de-
cision making within MTB meetings requires analyses that may 
incorporate data from multiple tests, medical histories, and compar-
isons with various benchmarks for a single patient. This inherent 
heterogeneity in data sources, and the need for dynamism and fex-
ibility in diagnostic analysis, adds a level of complexity that cannot 
be adequately addressed by an independent AI system. 

The aforementioned challenges to seamlessly integrating AI into 
clinical workfows, as described by our interviewees, were also 
identifed by Cabitza et al. [8] as the barriers to the “last mile of 
implementation” of AI. The authors argue that the lack of standard-
ized protocols for generating, combining, processing, and validating 
high-quality clinical data that can be used to train clinical AI sys-
tems, a neglected practice in both cancer care and AI research, 
creates barriers to integrating AI into clinical settings. Although 
these problems are pronounced in clinical practice and are sensi-
tive to the local context (see [25, 104]), our interviewees did not 
report similar problems in their research practice. Furthermore, our 
interviewees reported previously in Section 4.2 that hospitals are 
constantly coalescing large clinical datasets, which may indicate 
eforts to bridge research and clinical practice by facilitating retro-
spective analysis and enabling personalised treatment planning. 

4.3.2 Disparity in Mutual Knowledge between Physicians and AI. 
All of our interviewees acknowledged their familiarity and knowl-
edge of AI (due to their strong background in statistics), and they 
also apply advanced AI concepts in their research practices. Still, 
they emphasized the need for embodying the fundamental knowl-
edge of AI in the education of physicians within clinical settings: 
“you’ve probably heard that AI will not replace physicians, but imag-
ing specialists who are using AI will replace the ones who are not” 
(P01). P05 further added that “I think it’s an unmet need and a must 
for radiation oncologists to have a minimum acceptable understand-
ing of advanced statistical and AI methods”. Extending this line of 
argumentation, P04 stated that medical and AI communities have to 
learn to understand each other better, in order to establish grounds 
for aligning mutual expectations and knowledge: 

“It’s very important that doctors understand what is 
AI, because it’s fair to say that the level of familiarity 
of the medical system with AI is not huge, and people 
can be fooled in thinking that AI is actually smart, 
but it’s clearly not. It’s extremely powerful, but not 
intelligent and can go wrong in every wrong corner 
possible. Secondly, the problem is that AI does not know 
enough about doctors.” (P04) 

This two-way educational initiative is expected to result in “super 
doctors” because the physicians will be more equipped to employ AI 
“as a decision help” in their daily clinical work “to have a more mean-
ingful impact” (P04). Simultaneously, such an approach will also 
pave the way for human-centric design of AI-powered technologies 
that are more attuned to physicians’ practices and needs (P01, P02). 
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In addition, AI was referred as a “tool to improve our basic under-
standing because we are reaching a plateau in our understanding in 
the cancer feld” (P02), which can enable physicians to “push [their] 
biological reasoning quite far” (P04). Furthermore, physicians are 
trained to examine images visually for diagnostic purposes, and 
the massive amount of images they encounter on the clinical side 
makes a “part of [their] work very repetitive” (P01). Therefore, AI 
tools will be much needed in this space because “algorithms can 
look directly at signals and get to some kind of diagnosis” (P01), as 
well as “help [physicians] to see things which [they] are not seeing 
because [they] cannot put as much information in [their] analyses” 
(P02). In this way, “machines can help [physicians] by showing them 
where to look for new and diverse features” (P01), and “stimulate 
[them] to think more” (P02). 

These fndings reinforce previous research in HCI about a more 
ftting position for AI in clinical workfows, which involves as-
sisting with repetitive and tedious tasks and improving physician 
performance by showing them salient and latent aspects of patient 
attributes [57, 109]. 

4.3.3 Lack of Contestability and Validation Studies. Our intervie-
wees reported that another way to build trust in AI is through 
extensive validation studies, which could enable them to develop 
contestable experiences with AI in clinical settings. Both P03 and 
P07 suggested that in order to be comfortable with AI, and to de-
velop trust in its capabilities, they need to compare the results com-
ing out of an AI system with their own analysis. Moreover, the use 
of black-boxes in the clinical context was seen by interviewees as 
an impediment to the development of trust in AI. P07 stated that: “I 
am personally less confdent with black-boxes” because drawing con-
clusions about how a certain outcome was produced based on raw 
data is not straightforward. In addition, AI systems when trained 
on a certain population might fail to work for other geographical 
regions owing to the diferences in population. P03 exemplifed 
this aspect by citing her own research –an imaging technique for 
diagnosing breast cancer called “contrast mammography”– and 
stated that 

“I was very comfortable to use it and to believe in it, but 
when I went to [Asia] and I tried this approach, it failed, 
because [Asian] people don’t have the same breasts as 
[Europeans] and we could not extrapolate the results 
we obtained in [Europe].” (P03) 

These geographical diferences can be further reproduced by AI, 
especially deep learning models, and exacerbate the problem of 
bias in predicted outcomes, which was also observed by Kaushal et 
al. [53]. In addition, the authors revealed in their study a troubling 
aspect that the majority of existing healthcare AI models are trained 
on patient data from a handful of geographic regions [53], which 
could further impact their application in local contexts. 

Furthermore, P01 and P02 expressed their concern about the 
mismatch in the speed of advancements in AI domain and the time 
it takes to conduct validation studies: “AI algorithms are changing 
so fast that no one can really take the time and make the validation 
studies which would be necessary to know the performance and to be 
able to use it” (P01) and “it’s going so fast that by the time you use [AI 
systems], they are already outdated” (P02). Consequently, to address 
this problem of mismatch in temporality between AI advancements 

and their validation, our interviewees suggested that algorithms be 
subjected to the same certifcation standards (e.g., FDA) as other 
medical appliances (P01, P06). Further extending the argument to 
support the value of validation studies, P02 cited the example of 
Mars Rover, which employs “decade-old technologies, which are now 
outdated, but still used because they have been extensively tested and 
can be trusted”. 

In summary, in our interviewees’ imaginaries, there is an urgent 
need for proper standardized instruments to a) develop contestable 
personal experiences with AI while fostering means to assimilate 
local data in the continuous training and testing of AI models, 
and b) construct synergistic pathways between the clinical and 
research contexts which could remove existing boundaries between 
the global –‘outward’– focus of AI research and its local –‘inward’– 
deployment in clinical practices (i.e., generalizability vs. applicabil-
ity). 

4.4 Notion of Ethics and Responsibility 
Regarding AI 

The consequence of physicians’ interactions with AI systems, par-
ticularly in relation to the notion of ethics and responsibility, often 
manifested in our interviews in the form of a phrase “in case there 
is an error, who will be responsible” (P06). This conditional expres-
sion underpins two nuanced but entwined observations: 1) legal 
and normative principles underpin the notion of responsibility in 
healthcare, and 2) the impact of failures on the part of AI, partic-
ularly black-boxes, risks violating the core values of healthcare 
(see [3, 65]). In this section, we present insights from our inter-
views which highlight these tensions with regards to the use of AI 
in clinical contexts. 

4.4.1 On Tensions Between AI and Responsibility. In response to our 
question about responsibility, and who bears it in case of a mistake, 
P01 answered that “a physician is legally always responsible” and 
“each hospital protects itself ” (P06). Moreover, basing his argument 
in human rights and elaborating the patient’s perspective P02 stated 
that “a patient has the right to be here and to be treated, and we will 
do our best to provide the maximum attention for medical care”, and 
as a consequence you cannot “put your trust in something that is not 
trustful” or “bypass the doctors”. P05 also expressed similar concerns 
regarding the autonomous use of AI systems on the clinical side: 

“... from the legal point-of-view and from ethical stand-
point, if I am not 100% sure that this [AI model] will be 
able to independently choose which treatment modality 
works best for this particular patient – a human being, I 
will not be able to tell the patient that I trust this model.” 
(P05) 

It is noteworthy, that our interviewees’ concerns about “bypass-
ing the doctors” signify a rather extreme scenario about respon-
sibility, where the use of AI in the clinical context is free from 
the oversight and discretion of physicians and manifests in a state 
of indeterminacy regarding responsibility. Still, our interviewees 
presented a more realistic vision of AI in clinical contexts where it 
is properly supervised, and discussed the nuances in interpreting 
ethical and legal notions within healthcare. P02 argued that: 
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“[AI] can be present at all times, but [it] should always 
be supervised by the [physicians] ... I cannot imagine, I 
prefer not to imagine a system where we put the patient 
on the scanner, AI does the diagnosis, and robot does 
the surgery.” (P02) 

In this regard, P01 presented an analogy from the airline indus-
try: “it’s a bit like autopilots in modern airplanes which are perfectly 
capable of taking-of and landing, but a pilot is still there to supervise”. 
Furthermore, implying that the aforementioned is an open-ended 
question that spans beyond the mere outcomes –whether successful 
or not– of AI, and concerns the ethical nature of AI-assisted clinical 
decision making, P01 provided another example of Autonomous 
Vehicles (AV): “If you would have one AV hitting another one. Who 
is responsible for the crash? The vehicle which had the latest update, 
or which does not have the latest update?”. Furthermore, P06 ex-
emplifed a diferent scenario involving doctors who crowdsource 
medical images of patients to developing countries for analysis 
and reporting. In this case, P06 argued that legally this practice is 
similar to delegating decision making to AI. While these examples 
are emblematic of the problems surrounding the ethics of using 
AI systems to treat humans, they also underscore the complexity 
of attributing responsibility when accounting for the collective 
outcome of a human-AI team, which in turn has implications for 
broader acceptance and trust in these systems. 

The research practices, on the other hand, are retrospective in 
nature and often dissociated from individual patients. In addition, 
our interviewees remarked that medical research bodies have es-
tablished regulatory instruments and frameworks (e.g., Human 
Research and Ethics Committees, Journal Editorial Boards) which 
ensure ethical and responsible behavior on part of physicians, and 
prevent them from conducting “harmful, investigative, and unethical 
research” (P05, P06). 

4.4.2 On Tensions Between AI and Explainability. Sustained inter-
actions between the physicians and patients embody transparent 
communication of diagnostic fndings, engaging patients in a dis-
cussion about the efective treatment plan, and explaining every 
detail of the treatment and its impact (also to “debunk some myths” 
(P05)). However, with regards to AI systems, in particular the ones 
employing deep neural networks, the desired notions of explainabil-
ity and transparency are in confict with the design and functioning 
of these systems as illustrated by P03: “we are not confdent using 
a black box because we don’t like it and we don’t understand how it 
works”. In order to bridge this gap in physicians’ understanding of 
the underlying mechanisms and outcomes, explainable AI has been 
recommended as a signifcant milestone towards increased adop-
tion of AI and to maintain underlying values in healthcare [3, 74]. 
Here, as well, the desired notion of explainability is subtly diferent 
across the clinical and research workfows. 

On the clinical side, our interviewees highlighted difculties in 
understanding some of the features used to train the deep learning 
algorithms and how they relate to biological processes. P05 stated 
that: 

“Papers which use generated deep learning radiomics 
features have a lot of features like wavelet transforma-
tions, which as a clinician I struggle to understand, what 

is the signifcance and how to correlate this to some tu-
mor features [...] Hand-crafted features, for instance 
the ones related to the texture can be easily correlated 
to tumor heterogeneity or the central necrosis, that is 
something [physicians] understand and can verbalize 
and explain to the patient.” (P05) 

Owing to these concerns around the use of black boxes in the 
clinical routines, AI-powered tools are perceived as auxiliary tools 
meant to re-examine physicians’ assessment. “Currently, AI is an 
additional tool which can provide an additional parameter to help 
confrm something that we have already assessed subjectively” (P03). 
This argument is aligned with P04’s assertion that AI’s future on the 
clinical side is that of a decision help (see Section 4.3.2). However, 
“the problem arises when [physicians’] assessment is opposite to that 
of AI, in such cases it is not easy to believe in the outcome of AI” 
(P03). This statement further underlines the need for contestable 
experiences with AI in clinical settings (see Section 4.3.3), not only 
to develop understanding of its outcomes, but more importantly, 
to construct comprehensive mental models about the entire AI 
pipeline and its relationship to biological reasoning [65, 74]. 

To address the aforementioned problem of selecting meaningful 
and reproducible features to train AI algorithms, which are compre-
hensible for the physicians and correlate to biological functioning 
of tumors, P05 reported contributing to a standardization initiative 
known as ‘Imaging Biomarkers Standardization Initiative (IBSI)’. 
He elaborated that “I think we need to understand the features more, 
and make sure, for instance, that the features we are extracting are 
reliable and reproducible” (P05). Similarly, P04 stressed that causal-
ity and not correlation must be accounted for when selecting the 
features: 

“There is a lot of biology to be understood here. I mean, 
you can look at basically an indefnite number of covari-
ances, but the secret is to really look at strong signals 
and consider those that you can hopefully connect with 
a reasonable biology ... to not be fooled just by correla-
tion but to seek for causality.” (P04) 

These arguments surrounding the standardization of features 
and their relationship with biological processes were recognized 
by our interviewees as essential, and some (P02, P03, P04, and P07) 
justifed that they fall under the banner of ‘quality control’ – “not 
just of the data quality, but also of what the algorithm is predicting” 
(P04). 

On the research side, however, the explainability of AI is not 
directed to the patients, but towards the respective research com-
munities of our interviewees, or locally, towards other physicians 
(e.g., in MTBs). Despite these diferences in perceptions of desired 
explainability across clinical and research workfows, our inter-
viewees’ eforts to standardize feature spaces and elicit causal re-
lationships between them and biological processes underline the 
need to align and homogenize the currently divergent notions of 
explainability throughout. 

In summary, our fndings demonstrate the divergent direction-
ality of explainability perceptions and needs across research and 
clinical practices. These fndings add to the existing research within 
AI and HCI domains on explainable AI by providing contextualized 
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empirical insights that deviate from the existing unilateral, and 
rather universal, conception of explainability. 

5 DISCUSSION 
In this section, we discuss the presented fndings and explain their 
implications for oncological context and the overarching role of 
human-centric AI research in cancer care. We discuss viable means 
of bridging the AI adoption gap in clinical contexts and mitigat-
ing, if not eliminating, the disconnect between the current role 
and impact of AI in oncology and existing workfows, protocols, 
and imaginaries (see section 2.4). In section 5.1, we consolidate 
our interviewees’ imaginaries into relevant categories that defne 
a refocused and balanced vision of AI in cancer care. Section 5.2, 
particularly, disentangles the notions of explainability and contesta-
bility across the clinical and research workfows. Finally, we realign 
the position of AI within collaborative decision making constructs 
in Section 5.3, where we discuss AI’s instrumental and constitutive 
conception within clinical contexts. 

5.1 Disentangling AI Across Clinical and 
Research Workfows 

In this section, we begin the discussion of our analytical fndings 
by employing the notion of imaginaries, and its relation to HCI, as 
elaborated by Mlynar et al. [66]. Particularly, we use this concep-
tual lens to ground our fndings within the dichotomous nature of 
clinical and research practices. According to the authors, who drew 
their conclusions from interviews with urban experts, AI in the 
cities should be contextual, collaborative, controlled, and conscious. 
We use this framework to investigate some broader implications of 
our fndings and also test its utility when applied to a completely 
diferent expert group – physicians in oncology. This has been also 
suggested by Mlynar et al., who emphasize that “[i]t is still neces-
sary to gain a clearer understanding in further research on how 
the imaginary of our expert group difers from the imaginaries of 
other groups” (p. 11). We draw inspiration from the “four Cs” to 
elaborate on the empirical fndings of the present study, focusing 
on how the notion of imaginaries applies in research and in clinical 
workfows, allowing us to specify the tension between the two. 

First, the contextuality of AI. In [66], this conveys that any non-
human intelligence requires human beings and their knowledge 
of the local context, setting, culture, terminology, and workplace 
practices. Indeed, this aspect is already inherently built into the 
AI tools, which are produced as highly elaborate platforms that 
serve the specifc needs of physicians. Sendak et al. [83] describe 4 
values to consider when designing clinical AI – 1) “defne problem 
in context”, 2) “build relationship with stakeholders”, 3) “respect 
professional discretion”, and 4) “create ongoing feedback loops 
with stakeholders”. Also, Fitzpatrick and Ellingsen [28] present 
similar suggestions – need for HCI/CSCW to be more engaged with 
healthcare professionals to develop a better understanding of the 
local context. For a “tool” to be efciently incorporated into the 
everyday practices in the hospital, it must be designed and produced 
with these practices in mind, otherwise it is of limited purpose. 
Given the variety of working procedures, technical equipment, and 
established ways of working, the working cultures can be very 
locally specifc. The trust of physicians in AI does not result from 

a technology becoming generally accepted, but from a personal 
relationship to the piece of technology that can be embraced and 
relied upon as a sensible working instrument (see Section 4.3.3): 
“... to be comfortable with this kind of tool, we need to make our 
own experience ... and to to make sure that the software works pretty 
well, and each time it gives a good result, and you test it yourself in 
your patient, in your true life. ... I do not believe any in any kind of 
tools that I don’t test myself on my patient” (P03). Moreover, in the 
clinical context, an important aspect is the explainability of AI – 
quite literally so, as the diagnostic and clinical judgements need 
to be explainable to their patients (P05). In the imaginary of our 
experts, AI is present mostly as a tool that is to be used to arrive 
at accountable, reasonable, and reputable decisions, which can be 
defended not only in front of the patient, but also in the community 
of other experts in the same domain (see also Section 5.2). 

Second, the collaborativeness of AI. It is formulated by [66] as an 
assemblage of instruments and information, of tangible, digital and 
social objects, including human individuals, who participate collec-
tively in a “democratic process” that produces the AI outcomes. Such 
development is often seen as a requirement for research on human-
AI collaboration in healthcare [10, 36]. In our case, a collaborative, 
democratic process is present in decision-making instruments such 
as the MTB meetings (see Section 4.2). Public and private spheres 
intertwine in these environments, as physicians’ imaginary of AI 
is literally delimited by the responsibility to the patient as an indi-
vidual. Furthermore, our interviewees projected optimism in the 
considered role of AI as a collaborator, which will enable them to 
become “super doctors” (P04) because they will be able to assimilate 
more multi-dimensional information in their analysis and visualize 
latent and subtle aspects of underlying biology in their clinical prac-
tices. This anticipated role of AI is in line with the fndings of Oh et 
al. [68], where the role of AI as a collaborator was appreciated for its 
capability to reveal more details and take initiatives to drive collab-
orative eforts; this aspect is given further attention in Section 5.3 
with regard to collaborative decision-making. As noted above, the 
notion of AI as a tool for specifc tasks permeates the imaginary 
of our experts in oncology. A complex autonomous assemblage of 
information, algorithms, and tangible technologies is something 
that seems outside the scope of the imaginable and the possible 
as part of their everyday work – if not technologically, then ethi-
cally. Current AI is viewed as an instrument for the achievement 
of particular tasks, rather than as a transformative development in 
medicine. 

Third, physicians are expecting AI to be controlled. In addition 
to the dynamics of collaborative social structures, this point, ac-
cording to [66], concerns the possibility of human overruling the 
non-human intelligence and making visible any tacit ideologies in-
herently built into AI-based technologies. In the clinical context, the 
ideological aspect is of lesser relevance. The “ideology” of medicine 
is quite straightforward and well regulated by law. The problem 
is not purely ethical, but also legal, i.e., related to the formulation 
of “guidelines” and their efciency [38]. The issue of control over 
AI was often stressed as important by the interviewees, especially 
with regard to trust and responsibility (see Section 4.4.1). Here, one 
may consider that while AI in our study is employed in the form of 
intangible algorithms, previous research has shown that “anthropo-
morphism and [general] intelligence” (tangible and/or human-like 
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devices) enhance trust in AI [97]. Nevertheless, rather than control 
as a mechanism protecting the society against ulterior motives and 
hidden ideologies of the AI creators, the control over AI in oncology 
seems to be a matter of service to patients, and physicians thus 
have “human rights to respect” (P02). This is both true for research 
and the clinical contexts. 

Fourth, and fnally, the consciousness of AI. In [66], this aspect 
has to do primarily with problems related to data as a representa-
tion of reality, and with the production of intelligent technological 
solutions based on creativity and progressiveness rather than on 
the reproduction of earlier states of the world. Physicians take into 
consideration their patients’ privacy and the usability of the data 
for diagnostic and research procedures. The concern is that the 
algorithm grounds its outcomes in data that they can trust – both 
in terms of quality and quantity. The distinction that seems to be 
operative is a distinction between “one’s own data” and “institutional 
data” (P05), with difering layers of responsibilities and engagement. 
Given the issues with patient privacy, even local access to institu-
tional data for research purposes can be problematic. This shows 
that the boundary between statistical categories of populations (in 
research) and their application to concrete human beings for diag-
nostic purposes (in clinical practice) produces not only functional 
synergies within the institution, but also issues in permeability. 

To summarize, we can say that the framework of imaginaries of 
AI ofered by Mlynar et al. [66] provides a useful starting point for 
an inquiry into our interviewees’ stance towards AI. Nevertheless, 
it can be applied to the reality of oncology as lived and discussed by 
our interviewees only due to considerable generality of the “four 
Cs”. Context, collaboration, control, and consciousness work as 
descriptive glosses for the analysis of our experts’ imaginaries, but 
they have to be worked out on the basis of empirical material with 
regard to the specifcity of work in oncology. This issue will receive 
more attention in the following section. 

5.2 Explainability and Contestability 
Our interviewees’ trust in AI, particularly on the clinical side, was 
not observed to be resulting from their general acceptance of AI. 
They unanimously acknowledged their use of AI-ML algorithms 
to support their diagnostic and (mostly) research activities, and 
responded afrmatively to AI’s potential in cancer care. Still, in 
their discourses, their trust, or rather the lack of it, was grounded 
within the notions of explainability (in relation to ‘black-boxes’) and 
contestability (with regards to developing personal experiences with 
AI, and running validation studies). Both these notions have been a 
subject of active deliberation in diverse disciplines in recent years. 
Owing to HCI’s collaborative endeavors with the AI community, 
these notions have been intensely scrutinized, as is evident from 
the organization of workshops in venues such as ACM CHI [20, 21] 
(on explainability) and CSCW [98] (on contestability). 

5.2.1 Explainability. In the imaginary of our interviewees, the lack 
of explainability, in relation to the use of black-box systems referred 
to two specifc attributes of 1) mechanics of operation, i.e., knowl-
edge of how the system works and produces specifc outcomes, 
and 2) intelligibility of features, i.e., how do the input (radiomics) 
features which are used to train the model, relate to meaningful 
biological processes. Moreover, the consequences of using AI have 

implications for diverse actors with diferent scopes and temporali-
ties within the clinical ecosystem, which are diferent from those 
on the research side. In research, the explanations regarding the use 
of specifc AI-ML models and complex multi-layered feature spaces 
are directed outwards, aimed at the respective academic community. 
However, on the clinical side, the explanations are directed both 
externally and internally – 1) externally towards the patient, their 
family, and in some cases, the patient care (insurance), 2) internally 
aimed at the physician preparing the diagnosis, and 3) subsequent 
discussions within the Multidisciplinary Tumor Boards (MTBs). 

Consequently, to consolidate these diverse needs and directions 
for explanations, “opening the black-box” would translate into the 
supervised use of AI, where its role and impact are monitored con-
sistently and throughout. The peculiarities of the disease across 
diferent patients, and the resulting diferences in treatment types 
and plans, necessitate that AI is constantly monitored and its out-
comes are scrutinized throughout the duration of the therapy to 
preemptively evade any harm. Such an extensive supervision, then, 
may eventually result in the development of trust amongst physi-
cians as discussed by Ferrario and Loi [27]. However, it can be 
argued that despite trust in AI, the supervised use of these systems 
will not cease over time due to the nature of clinical practices and 
the established protocols that encapsulate the institutionalized con-
structs of collective legitimacy of decisions (in MTBs), liability, and 
human-rights. 

Furthermore, amongst the aforementioned attributes, ‘mechan-
ics of operation’ has been the subject of extensive investigation in 
recent years within HCI (e.g., [15, 19, 52, 59, 88]), and arguments 
have been made to operationalize holistic explainability of AI [74] 
and foster interactive attainment of explanations [65], which are 
aligned with the context of use, involved stakeholders, organiza-
tional values, and industrial standards. The second attribute of 
‘intelligibility of features’ is grounded in the clinician’s need to 
ofer valid and transparent justifcations to the patient about the 
disease, its diagnosis and therapy, and may at times also require 
them to go beyond the conventional explanations by checking the 
infuence of misinformation through “debunking myths” (P05). Ha-
mon et al. [39] have examined the challenges in providing “human 
legible explanations” in practice, with respect to the use of complex 
and high-level features, which also make it difcult to draw “clear 
causal links between data and the fnal decisions”. These challenges 
were emphasized by our interviewees as well, and perhaps underpin 
their reliance on hand-crafted features that can reasonably relate 
to tumor morphology and underlying biological processes. 

5.2.2 Contestability. To overcome the challenges posed by the 
functional realization of explainability, recommendations have been 
made to calibrate (clinical) practices surrounding the use of AI, so 
that their decisions and impact can be contested [2, 40, 62, 74, 103]. 
In addition, recent research has provided positive evidence in favor 
of clinical application of AI, where physicians can actively “co-
create with AI” [31] and “spar [with AI] like their colleagues” [9]. 
For our participants, contestability, like explainability, manifests 
at diferent levels – 1) by empowering patients to weigh in on the 
treatment planning, and 2) by personally experiencing AI, with 
their own data, and extensive validation of its performance. Our 
interviewees explained that the mismatch between the speed of 
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advances in AI and the time required to conduct thorough vali-
dations hinders contestability. Consequently, physicians still use 
standardized, tested, and relatable indicators in their diagnosis and 
decision making. Furthermore, this mismatch is manifested in the 
diferent rates at which the research and clinical sides are adopting 
AI systems, and the lack of seamless transfer of high-end AI models 
from the research side to clinical practice. 

Yurrita et al. [110] propose a value-based AI assessment frame-
work, where they have explicated the tensions in the operational-
ization of these high-level AI qualities. The authors argue, that 
both the qualities of contestability (‘individual empowerment’) and 
explainability (‘openness’) are in opposition to performance of AI, 
which may further explain its limited –or sporadic experimental 
use in case of failing standards of care– use in clinical treatments. 
These fndings, though, emphasize the value of incorporating these 
qualities into AI development for clinical use. At the same time, 
they paradoxically highlight the difculties of embodying them in 
medical AI systems. 

5.3 Imaginaries of Collaborative 
Decision-Making 

Decision-making procedures are central components of clinical 
practice. In a sense, the link between research and clinical practice 
is in the former domain’s ability to support decision-making in the 
latter, and to enable the shift from diagnostic categories to indi-
vidual patients that is at the background of all healthcare. In this 
section, we discuss our empirical results with regard to AI’s role 
in collaborative decision-making procedures, building on the col-
laborative aspect of AI imaginaries discussed above in Section 5.1. 
Moreover, this section responds to research done in CDSS (Clinical 
Decision Support Systems, e.g. [25, 57]), that has been a dominant 
theme at the intersection of HCI and AI, while our results indi-
cate that the imagined conception of decision making is diferent 
from the reality. We discuss how, according to the imaginary of AI 
identifed in our interview analysis, AI can be made part of decision-
making, outlining a scale of social imaginaries whose two poles are 
delimited by what we call an instrumental and constitutive concep-
tion of AI. This conceptual pair can be relevant not only to design 
technological solutions, but –perhaps more importantly– to evalu-
ate them ex ante and examine the possible social implications of the 
implementation of AI in clinical practice and in research, keeping in 
mind their alternative orientations to individual patients in clinical 
work, and to statistically constructed categories in research. 

Our interviewees have recurrently underscored the importance 
of Multidisciplinary Tumor Board (MTB) meetings [61] as a shared 
decision-making procedure (see Section 4.2). During our research, 
we have realized the importance of understanding the role of MTBs 
in the larger healthcare ecosystem, as well as comprehending their 
own internal structure and organization. MTBs are instances of col-
laborative multidisciplinary teamwork which promote “an optimal 
environment for collaborative decision-making in which patients 
are key stakeholders and all relevant cancer care professionals are 
actively involved” [67]. Our identifcation of the centrality of MTBs 
is in line with other recent studies, confrming that “we must have 
system understanding of how the system works with respect to 
concepts and the relationships between them before we can model 

or use formal decision science approaches” [54], and with attempts 
to increase the use of shared decision-making in healthcare [58] 
that also take into account the specifc uncertainty of such activities 
as social processes [51]. 

The fndings reported in this paper show that AI can be –and 
to some extent already is– implemented in collaborative decision-
making, defned as “an in-depth personalized iterative assessment 
of patient’s medical, psychological and social status”, where the pa-
tient has a “proactive role as a key stakeholder” [67]. However, if AI 
is to be adequately and fully incorporated into MTBs as a trustwor-
thy and unremarkable device or participant, it must respond and 
align itself with the local procedures that take place in the meetings, 
and it must be crafted to their own temporality and orderliness as 
social environments of collaborative decision-making [29]. Verma 
et al. [102] distinguish two alternate conceptions of (digital) tech-
nology. This distinction can also be usefully applied to the position 
of AI in clinical practice. According to Verma et al., “instruments and 
environments are two opposite conceptions of technology, exempli-
fed ... in the tension between ‘means to an end’ on the one hand, 
and, on the other hand, conditions structuring more fundamen-
tally the social activities that constitute [the] work [of the studied 
disciplinary domain]. The central diference is that tools as instru-
ments are tied to solving clearly outlined problems ... while tools 
as environments transform the horizon of possibilities in a more 
essential sense” [102]. Consequently, we propose that there are 
two ways of implementing AI in collaborative decision-making: in-
strumental and constitutive. The remainder of this section provides 
further considerations of these two approaches and their broader 
implications. 

As an instrument, on the one hand, AI could provide support to 
the MTB member, ofering her a possible decision informed by the 
algorithmic model; it is one of the tools that the experts may use and 
take into account in their own assessment of the cases discussed at 
MTB meetings: “we really need to have tools that help to decide what 
could be the best treatments for the patient and in the diferent line of 
treatment” (P03). The trouble in implementing AI is less about con-
sensus and more about legitimacy, which ultimately relates to the 
issue of trust. Of course, problems appear when the recommenda-
tion of the algorithm is in disagreement with the recommendations 
of the MTB experts. More research is therefore needed into the 
social mechanisms of dealing with disagreement, and arriving at 
consensual decision, within MTBs. Only by explaining the inner 
interactional workings of MTBs as social settings can one develop 
AI systems that can be used efciently as part of these workings 
– for every successful technology is ultimately successful because 
it can be “made at home with the rest of our world” [80] and in-
corporated into existing procedures once put into practice. Such 
knowledge would be valuable for designing specifc AI systems that 
could be incorporated in the communicative processes that are part 
and parcel of decision making, while informing the design through 
the distinctive local interactional organization of such processes 
(cf. [75]). 

On the other hand, as a constituent, AI itself becomes a competent 
member of the MTB meetings, being taken seriously by the other 
(i.e., human) members of the board, and ofering its “opinion” to be 
considered as one of the expert opinions. This would involve many 
requirements on the competences of AI (cf. [41, 84]). Nevertheless, 
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its position would eventually be diferent from a human partici-
pant, since the AI would only have an advisory role, and would 
not actively take part in the treatment procedure, thus escaping 
some professional biases as described by P01: “Every specialty is 
then hand in hand doing the best they can do for the patient. But 
each is considering the patient from his angle.” Concurrently, this 
position would largely relieve the AI “advisor” from the account-
ability to the patient, thus leaving the responsible decision on the 
medical actors who implement the treatment. Without doubt, the 
constitutive conception of AI’s role in MTB meetings is far from 
current technological possibilities. Nevertheless, it is the imagi-
naires and possible futures that are at the center of our discussion 
in this section. A clear formulation of the social imaginaires that 
frame –all too often only tacitly and implicitly– engineering’s goals 
and aims is necessary to carefully examine the ethical and societal 
implications of their technical realization. This must be done well 
in advance, and assessment of the possible impact is needed be-
fore a technology is produced and marketed (see [35, 63, 76]). Our 
proposition of considering the two ways of involving AI in MTB 
meetings is to be taken as outlining a scale of the imaginary, which 
can assist in taking conscious and collaborative decisions about the 
future technological reality of AI’s role in medical practice, both 
clinical and research-oriented. 

6 CONCLUSION 
The forces driving rapid advancements in AI are inherently discon-
nected from the study of their impact on individuals, societies, and 
organizations [76]. This discrepancy manifests in a biased focus 
of AI development and deployment. The role and impact of AI in 
cancer care is similarly unbalanced – signifcant and rapid advance-
ments have been made on the research side, however, AI’s role in 
the clinical side has been minimal and limited. These diferences 
can be attributed to the overlooked, yet profound, diferences in 
the clinical and research practices in oncology. We contribute by 
scrutinizing physicians’ current engagements with AI by interview-
ing 7 physicians –who are involved in both cancer treatment and 
research– and disentangling its future alignment across the clinical 
and research workfows. In this way, we have essentially diverged 
from the ostensible “one-size-fts-all” paradigm of AI development, 
and aimed to adjust AI’s position and impact while coalescing the 
dichotomy in cancer treatment and research. Our analysis reveals 
that physicians’ trust in AI, on the clinical side, is independent 
of their general acceptance of AI. Instead, it is grounded in their 
contestable experiences with AI, and their preferential disposition 
towards a supervised employment of AI – clinician-in-the-loop. Fur-
thermore, we elicit the desired qualities of AI which are grounded 
in our experts’ imaginaries [66], and examine how divergent inten-
tionality and scope of clinical and research workfows engender 
tensions between practice and principle. Particularly, we provide 
justifcations anchored in practices and norms about the possible 
causes for these tensions, and pragmatic and contextualized means 
of difusing them, especially in relation to globally accepted no-
tions about the ethical- and responsible-development of AI (such 
as control, collaboration, explainability, contestability, etc.). At a 
more general level, we propose that AI can be included in collective 
decision-making processes in oncology either instrumentally (as a 

“tool”) or constitutively (as a “member”), each of these alternatives 
generating diferent sets of ethical, societal and technological issues 
to be solved in future research. 
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