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Summary

Conversational search is a sub-field of Information Retrieval (IR) that focuses on solving information needs through natural language conversations. Searching for information is an inherently interactive task, and conversations offer a promising solution. One that might change the current search paradigm. In this thesis, we focus on retrieval and ranking approaches for conversational search systems, which are core IR technologies that have been progressing for decades.

First, we contribute with resources we created and which are used throughout the thesis. Namely, we introduce a novel dataset of information-seeking dialogues: MANtIS, as well as a library to train and evaluate models for the task of conversation response ranking: transformer-rankers.

Considering a two-stage pipeline for conversational search, we propose approaches for retrieval and also for re-ranking responses. We start by empirically comparing sparse and dense approaches for the first-stage retrieval of responses for dialogues. Next, we go to the second stage of the pipeline and use notions of difficulty to improve response re-rankers. We start with a curriculum learning approach that starts with easy dialogues and moves progressively to harder ones during training. We also investigate how difficult a dialogue can be when predicting the relevance of responses, by proposing models which allow for estimating their uncertainty.

Finally, we move on to evaluating what is the behavior and limitations of retrieval and ranking models for conversational search. We start by evaluating what is the effect of categories of language variations of queries in retrieval pipelines. Additionally, we evaluate what are the capabilities of heavily pre-trained language models for different conversational recommendation tasks.

With this thesis, we make scientific contributions to the field by providing resources, improving retrieval and re-rankers, and enabling a better understanding of models. We hope our contributions can be used as a foundation for future work in conversational search, enabling agents that can improve information-seeking interactions.
Samenvatting

Conversational search is een deelgebied van Information Retrieval (IR) dat zich richt op het oplossen van informatiebehoeften door middel van conversaties in natuurlijke taal. Informatie zoeken is een inherent interactieve taak en gesprekken bieden een veelbelovende oplossing. Een die het huidige zoekparadigma zou kunnen veranderen. In dit proefschrift richten we ons op benaderingen voor het ophalen en rangschikken van conversatiezoeksystemen, die kern-IR-technologieën zijn die al tientallen jaren vooruitgang boeken.

Ten eerste dragen we bij met middelen die we hebben gemaakt en die in dit proefschrift worden gebruikt. We introduceren namelijk een nieuwe dataset van informatiezoekende dialogen: MANtIS, evenals een bibliotheek om modellen te trainen en evalueren voor de taak van het rangschikken van gespreksreacties: transformer-rankers.

Als we een pijplijn in twee fasen overwegen voor conversatiezoekopdrachten, stellen we benaderingen voor voor het ophalen en ook voor het opnieuw rangschikken van reacties. We beginnen met het empirisch vergelijken van spaarzame en dichte benaderingen voor het ophalen van reacties in dialogen in de eerste fase. Vervolgens gaan we naar de tweede fase van de pijplijn en gebruiken we noties van moeilijkheid om responserrangschikkingen te verbeteren. We beginnen met een leerplanbenadering die eenvoudigweg begint met eenvoudige dialogen en geleidelijk overgaat naar moeilijkere dialogen tijdens de training. We onderzoeken ook hoe moeilijk een dialoog kan zijn bij het voorspellen van de relevantie van reacties, door modellen voor te stellen die het mogelijk maken om hun onzekerheid in te schatten.

Ten slotte gaan we verder met het evalueren van het gedrag en de beperkingen van ophaal- en rangschikkingsmodellen voor conversatiezoekopdrachten. We beginnen met te evalueren wat het effect is van categorieën van taalvariaties van queries in retrieval pipelines. Daarnaast evalueren we wat de mogelijkheden zijn van zwaar vooraf getrainde taalmodellen voor verschillende gespreksaanbevelingstaken.

Met dit proefschrift leveren we wetenschappelijke bijdragen aan het veld door middelen te verstrekken, het ophalen en opnieuw rangschikken te verbeteren en een beter begrip van modellen mogelijk te maken. We hopen dat onze bijdragen kunnen worden gebruikt als basis voor toekomstig werk op het gebied van conversatiezoeken, waardoor agents in staat worden gesteld om interacties op het gebied van informatiezoeken te verbeteren.
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Introduction
Introduction

The central problem dealt with by information retrieval (IR) technologies is the information overload problem: locating the information that is relevant to a user from increasingly bigger collections of data, such as books, documents, web pages, entities, etc. Before computers, books and papers were indexed by librarians with catalog schemes, an approach that dates back to 300 BC [262]. Besides going through the card catalogs of a library, which have bibliographical information about the books from the collection, the other option was to ask a librarian. The specialized librarians that maintained such collections had a good overview of the inventory and were trained to assist the user in expressing their needs and help them find the relevant information through a conversation.

This conversation between the librarian and the information seeker is known as a reference interview [43], which has the purpose of clarifying the user’s needs, by gathering sufficient information about the real need to begin searching. When information seekers do not interact with the reference librarian, they have to interact with the library and its contents by themselves. In such a self-help process users depend on their own knowledge of the system, and they are often not fully aware of their own needs and the alternatives they have [322]. Librarians, on the other hand, have developed sophisticated strategies for interrogating information seekers to uncover their true information needs. While earlier studies found that the accuracy of reference librarians in finding the correct information ranged from 50–60% [131], they do not tell the whole story [86]. Follow-up studies show that efforts by librarians to improve accuracy can be successful, up to the 70–90% range in some cases [294]. With the introduction of personal computers, digitization and the WWW, search engines such as Google became the predominant way of searching for information in opposition to using librarians.

In this mode of searching for information, the input to the system is a query, i.e. the expression of the user information need in the input language of the information system such as keywords, and as the output, the system returns a set of documents expressed in units of retrieval such as a paragraph, a web page, an article or a book. Recently, many advances in approaches to the search engine results page (SERP) improved the user experience and satisfaction while searching, using approaches such as query-biased snippets [336] and
query suggestion [85] which assist users in understanding their own information needs and the set of results returned by the system.

Nonetheless, engaging in natural conversations with a conversational agent can potentially be more effective than using existing information retrieval systems (that work by retrieving a list of documents for queries) due to the increased interactivity as is evidenced in a number of domains such as scholarly search [24], product search and recommendation [144], education [307], legal case search [198], and other domains that require significant context and interaction [13]. Additionally, the emergence of voice-only devices makes it impractical to use standard interfaces based on lists of documents. This way, the advantages of conversations coupled with the widespread use of personal assistants, such as Alexa and Google Assistant, might turn the tide back to a search paradigm where conversations play a major role¹.

1.1 Motivation and Context

Compared to traditional search engines which have as input a keyword-based query and the output is a set of documents, in a conversation the inputs are a set of utterances, i.e. an uninterrupted chain of spoken or written language and the output of the system is a response. A response is an utterance that comes from the system. Compare the examples in Figure 1.1 where the user is searching for a firewall. While on the left (SERP) the information seeker clicks and accesses the documents returned by the search engine (the information provider), on the right (Conversation) the user engages in a dialogue to satisfy his information need with the information provider, i.e. the conversational system. Alternatively, a chat interface could be available inside the SERP, where the conversational agent could assist the user when searching. We focus here on the case where the conversation replaces the SERP interaction entirely.

There are many factors that motivate what is broadly referred to as the conversational search paradigm, where conversations play a major role:

- The conversational human-computer mode is interactive and flexible [10, 234]. Information retrieval systems are fundamentally interactive [162].

- Conversations are the only way to interact with a system when the device has no screen and the spoken modality is required.

- Akin to interactions with reference librarians, a conversation with a system can be used to elucidate, refine and clarify the information need of the user.

- Similar to a human intermediary which is aware of their own limitations, a system can also disclaim what it is able to find, i.e. system revealment [273], being aware of which questions can be answered and the level of uncertainty of its responses. For example, in Figure 1.1, if the system is not able to answer the initial request in the first utterance, it could answer “I am unable to find a firewall with such features”.

¹As of the writing of this thesis OpenAI released ChatGPT (https://openai.com/blog/chatgpt/), a language model suited for dialogues. Enthusiasts claim models like ChatGPT will replace existing search engines. We discuss this in the future work section of the thesis.
1.1 Motivation and Context

The control of the conversation can be given to the system. The system might take the initiative when the user wants to get guidance, learn about a topic, or obtain a broad understanding of a complex topic. For example, if in Figure 1.1 the system believes that the information need is not clearly stated in the first utterance, it might take the lead and ask questions to the user: “What type of monitoring you want from the firewall? What do you consider to be protection?”.

Some information-seeking tasks require multiple interactions, where memory and referring to previous interactions can be beneficial. For example in the conversation from Figure 1.1 the user mentions in the third utterance “The app”, and it is required that the system understands that they is referring to the TCPBlock application from the first utterance.

Given the different factors that motivate a search paradigm that enables natural language conversations between the information seeker and the system, different ways to implement a conversational search system (CSS) have been proposed. Prior research proposed that a CSS should have a number of competencies [74, 273, 332] requiring the system to be more than just an intermediary that helps users refine and clarify their information needs. The system should also be able to provide answers directly as shown in Figure 1.1 (the second utterance by the system answers the information need directly).

1.1.1 Conversational Recommendation

Recommender systems are concerned with matching users with items or products that might interest them based on their previous interactions [3], e.g. ratings given to movies. The system has then to take into account such interactions that indicate user preferences and possibly other contextual information, e.g. location, time of the day, etc., to provide a recommendation from a collection of items, such as a book or a music track.
However, there are cases when the user history of interactions with the system is not enough to provide a relevant recommendation. A **conversational recommender system** might offer a solution in such situations [144]. For example when the past interactions are not enough to estimate user preferences, or when there are none available⁹; when the recommendation is highly context-dependent, and the system is unable to gather the necessary information; when the user is unsure of the space of options they have, and might only understand their needs by interacting with a system; when the user does not want the system to take into account previous interactions; when there are many requirements that need to be elicited for the desired item.

Information-seeking conversations do not necessarily have the intent of getting an item recommendation in the end—while there are cases when this also happens, for example, in the dialogue in Figure 1.1 the user wants to get a recommendation of a firewall. Conversational search concerns solving information needs that might be simply asking questions about a particular item, e.g. “**What are the main themes of the book Killing Commendatore?**”. A recommendation conversation on the other hand has the specific goal to assist in decision-making regarding items, e.g. “**What book should I read next that is similar to the book Killing Commendatore?**”. Consider another example of this distinction in the initial utterances of a conversation with the recommendation goal and an information-seeking conversation in Figure 1.2.

![Conversational Search](image)

![Conversational Recommendation](image)

**Figure 1.2**: On the left, we have an information-seeking conversation solved by conversational search systems. On the right, we have a conversation solved by a conversational recommender system, for which an item (a book) is suggested.

Nonetheless, there is only a tenuous line between search and recommendation. Balog [23] argued for the term conversational information access. The core idea is that search and recommendation should be integrated into such conversational information access systems, moving from a siloed to a unified view. As also suggested by Jannach and Chen [143] a conversational recommender will also require conversational search capabilities,

⁹This scenario of scarce interaction is known as the cold start problem.
for example when trying to answer queries about a certain item. The opposite is also true, as in a number of information-seeking conversations the user wants to obtain an item recommendation throughout the interaction.

1.1.2 Conversational Search Approaches

Considering a CSS that replaces the SERP interface completely, while also being able to recommend items, the input to the system is a dialogue context, which is the history of the conversation so far, composed of the previous utterances at that point in time. For example, the conversation from Figure 1.1 can be split into two points in time where the information seeker gave input through an utterance and the system gave a response back. This conversation can be split to generate two dialogue contexts, as shown in Figure 1.3. The output of a CSS is a natural language response to the dialogue context.

Broadly speaking there are two different high-level approaches to implementing a functional CSS and go from the dialogue context (the input) to the response (the output). Figure 1.4 describes the two main approaches, namely conversation response ranking and conversation response generation.

At the bottom of Figure 1.4 a retrieval pipeline uses the dialogue context to select amongst a pool of responses the most adequate one. A pool of responses is a collection containing a number of historical utterances, possibly from a number of different datasets of human-to-human interactions.

If we translate the query/document terminology into the conversational context, the dialogue context can be thought of as being the query, i.e. how the user expresses the

---

Footnotes:

³A similar retrieval-based approach known as conversational passage retrieval first retrieves passages and then extracts responses as spans from the retrieved passage, instead of indexing a pool of responses directly. The TREC CAsT track [75] is a task and dataset example that follows this structure. A limitation of TREC CAsT is that the dialogues are composed of a number of sequential questions made by the information-seeker as opposed to mixed-initiative conversations that resemble human-to-human ones.

⁴A human-to-human interaction consists of a conversation between two humans, for example in online forums. A human-to-system interaction consists of a conversation between a human and a system, for example, the log of interactions between humans and a conversational agent such as Amazon’s Alexa.
information need for the information system, the response can be thought of as being the document, i.e. the unit of retrieval.

On the top of Figure 1.4 we have a generative model that directly generates the responses from the conversational context. In the generative approach, the information required to answer a question is stored in the weights of the model; this is in contrast to the ranking approach where the information is stored in the pool of responses. One limitation of the generative approach is its inability (so far) to spell out the sources of information used to answer the question [299]. Language models have no inherent mechanism to trace back the information objects used to generate an answer. The language model’s training uses a large number of documents to learn probabilities over tokens. In contrast, in the ranking approach, the information that is provided to the user in the form of a response is traceable, i.e. we can point to where this information came from in the pool of responses and check if this is a trusted source or not, leading to higher transparency.

Another advantage of the ranking approach is that updating the model with new information is much simpler than in generative models. For example, the GPT-3 [44] model—a 175B parameter transformer model trained with language modeling tasks—was re-trained the last time using data up to June 2021⁵. Events that happened after this date are not known to the model and they require a new and expensive training procedure to update its knowledge. On the other hand, with a ranking approach, no training would be required to do such an update, just adding new responses to the existing index.

An advantage of the generative models is that they can extrapolate and generate com-

---

⁵At the time of writing of this introduction, November 2022, the largest GPT-3 model (text-davinci-003) available at OpenAI API https://openai.com/api/ was outdated by more than a year and smaller models (text-curie-001, text-babbage-001, and text-ada-001) by more than three years.
1.1 Motivation and Context

Completely novel responses, whereas ranking approaches rely on the existing pool of responses. However, with this capability, generative models are prone to a number of problems. They can hallucinate [147, 368] and generate gibberish utterances [304]. Language models also have no mechanism to assert the accuracy or truth of the generated text, as they are trained to generate plausible text. Since ranking models rely on returning human-generated responses, they are less prone to the aforementioned problems [309, 372]. For example, when we ask ChatGPT⁶ to answer the request from Figure 1.1, it gives three options of firewalls: GlassWire which does not work for Mac computers (a requirement made in the input), Little Snitch which is not free and the user already said it did not want in the input, and Wireshark (the only one potentially correct option). GPT-3 also recommends GlassWire, which is not available for Mac. See Figure 1.5 for the complete examples.

Both approaches have advantages and issues, in this thesis, we focus on retrieval and ranking technologies for conversational search as generative models have only recently shown to be a feasible approach.

While ranking systems for conversational search is still an incipient research field⁷, we have a long and rich history of research in ranking systems for other domains such as web search where the objective is to return a set of ranked web documents for a given query. Next, we describe the typical retrieve and re-rank pipeline in IR and give context on how recent advances have advanced different steps of this pipeline.

---

⁶https://chat.openai.com/chat
⁷While initial efforts to create interactive and conversational IR systems date back to 1977 [239], conversational search has only recently turned into a popular subfield of IR, as shown by the number workshops [254] and surveys on the topic [103, 389].
1.1.3 Retrieval and Ranking

In web search and other information-seeking tasks, it is possible to divide the system into two (or more) stages, where the number of documents being evaluated gets increasingly smaller but the models get increasingly more expensive [15, 69, 106]. This allows for more complexity to be added in later stages, while the initial stage operates efficiently on a larger scale. The first stage is referred to as the retrieval step, and later stages are referred to as ranking or re-ranking steps. All stages together form a pipeline, as shown in Figure 1.6 where we adapt it for conversational search. Before reviewing recent approaches for the stages of the pipeline, first, we need to discuss recent breakthroughs that started in 2018 in the field of natural language processing, specifically related to transformer models.

Impact of Transformers

Transformer [343] is a neural architecture based on self-attention that has been shown to be more effective for natural language tasks than other popular architectures such as LSTMs and CNNs. The traditional paradigm for tasks involving language, including IR ranking models, was to train a model from scratch, i.e. random initialization weights, on the training dataset. This has changed after the emergence of models such as BERT [80]. Now the training (or fine-tuning) starts with a pre-trained model, i.e. weights are not random and are learned during a pre-training procedure.

BERT learns textual representations by conditioning on both left and right context for all layers, hence the name Bidirectional Encoder Representations from Transformers. BERT was pre-trained for two different language modeling tasks, masked language modeling (MLM) and next sentence prediction (NSP). For MLM, 15% of the tokens are replaced with a [MASK] token, and the model is trained to predict the masked tokens. For NSP, the model is trained to distinguish (binary classification) between pairs of sentences A and B, where 50% of the time B is the next and 50% it is not the next sentence (a random sentence).

---

8The transformer’s scaled dot-product attention mechanism [343] allows the neural network to use all other tokens in the sequence when representing each individual token. This attention score is used to weigh each token’s representation.

9Evaluation is performed on a separate test set for both pre-trained models and models trained from scratch.

10More accurately, for the 15% tokens, 80% are replaced with [MASK], 10% of the time they are replaced with random tokens and the remaining 10% the token is unchanged.
1.1 Motivation and Context

BERT
MLM
NSP

Figure 1.7: On the left, we have the pre-training procedure of BERT. On the right, we have BERT fine-tuned as a re-ranker for conversations.

is selected). The special token [CLS] is added to every sentence during pre-training; it is used for classification tasks. [SEP] is another special token that is used to separate sentence pairs that are packed together into a single sequence. The inputs to BERT are the sum of the input token embeddings, the segment embeddings (which indicates whether each token comes from sentence A or B), and the position embeddings (since the transformer architecture cannot distinguish different positions of input tokens).

BERT is first pre-trained on the self-supervised tasks that do not depend on any labeled dataset (MLM and NSP)¹¹, and from this specific weight, configuration the model can be fine-tuned for the task at hand, e.g. response re-ranking. See an overview of the pre-training and fine-tuning procedure of BERT at Figure 1.7. The effectiveness of this paradigm and initial models, together with libraries such as Huggingface [363] which made using pre-trained models like BERT¹² easy, leading to their increased adoption across different research fields that use language as their modality.

Information retrieval is one of those fields. Nogueira and Cho [236] were the first to show that using BERT leads to significant effectiveness gains for re-ranking passages. The model receives as input the concatenation of the query and the passage and it predicts the relevance of the query and passage pair.

¹¹BERT was pre-trained using both English Wikipedia (2.5m words) and the BookCorpus [404], which contains the content of 11k books (800m words).

¹²Given the fast pace of research in language models, newer pre-trained language models outperform BERT, due to improved techniques for training, model size, and collections size.
**Retrieval**

New approaches have been proposed [94, 104, 105, 136, 205, 216, 238] to take advantage of transformer-based language models at the **retrieval step**. One of them is to encode the queries and documents separately, which allows documents to be encoded offline. Such models are known as bi-encoders [160, 280]. After obtaining an embedded representation of the query, an efficient k-nearest neighbor algorithm is used to retrieve the most similar documents from the collection.

Bi-encoders are **dense models** (see bottom of Figure 1.8) that represent the query and the document with a pre-defined number of non-zero values, such as an array of 768 dimensions that do not have a pre-defined meaning. Traditional IR models such as BM25 [290] on the other hand have a sparse representation that indicates whether each vocabulary token is present in the piece of text or not, so they have been refereed as **sparse models** (see the top of Figure 1.8) due to the high amount of zero values. Recent models have also adapted pre-trained language models to learn sparse representations [190]. One of the main benefits of sparse representations is that they can re-use the inverted index infrastructures from lexical methods that have been optimized for years by practitioners and researchers. Another advantage is that sparse representations are easily interpretable as each value represents a token in the input query or document.

**Re-ranking**

Using a transformer ranking model that receives both the query and document as input has been referred to as **cross-encoder**. This is because the transformer model encodes both the query and document at the same time and the attention mechanism between all tokens across both the query and the document are considered. Cross-encoders are typically applied as re-rankers, given their expensive inference costs [193]. The differences between bi-encoders and cross-encoders are displayed in Figure 1.9.
1.1 Motivation and Context

The retrieval approaches we just reviewed were initially proposed for document retrieval tasks, which are the most popular IR settings. The same is observed when dealing with the re-ranking models. This is due to the long history of research for such domains that have many public datasets available, while newer research fields like conversational search receive less attention and have fewer open datasets.

**Negative Sampling**

Both bi-encoders and cross-encoders require non-relevant query-document pairs to contrast with the relevant query-document pairs [200, 400]. It is prohibitively expensive to use every other document (besides the relevant ones) in the collection as a negative for a query. This motivates automatically finding informative non-relevant documents for a query, known as negative sampling. Given that we use different negative sampling techniques for training retrieval and ranking models throughout the thesis, we will quickly review the negative sampling procedure before jumping into our research questions.
This problem of negative sampling also exists for other domains of machine learning such as computer vision, natural language, and graphs [149, 291, 380]. For example the word2vec [223] word embedding technique randomly samples words that are not relevant to the context (other words in the sentence) to distinguish from the actual word that is part of the context. In IR, since most of the documents in a collection are not relevant for a given query, a simple approach is to obtain negative candidates by randomly selecting documents. A popular technique is to use documents from other queries in the same batch¹³, which are in essence random documents and make the training procedure efficient [139, 178, 220]. A limitation of random samples is that they might be too easy for the ranking model to discriminate from relevant ones.

For this reason, another popular approach is to use a retrieval model to find negative documents using the given query with a classical retrieval technique such as BM25. This leads to finding negative documents that are closer to the query in the sparse representation space, and thus they are harder negatives. Since dense retrieval models have been outperforming unsupervised sparse retrieval in a number of cases with available training data, more complex negative sampling techniques taking advantage of dense retrieval models’ effectiveness have been proposed. For example, the ANCE [370] model uses the dense model itself to find negatives, which is asynchronously updated in checkpoints. This makes the model find harder and harder negatives throughout training.

Having reviewed the main categories of approaches for retrieval and ranking as well as the topic of negative sampling, in the next section, we define the main research questions of this thesis. They concern the following stages of a response-ranking approach to conversational search: retrieval methods (M-RQ1), re-ranking methods (M-RQ2), and the pipeline as a whole (M-RQ3).

### 1.2 Main Research Questions

Considering the problem space defined above, we first turn our attention to the first-stage retrieval step when building conversational search systems. Can we use sparse and dense retrieval methods designed for passage and document retrieval and apply them to conversational search? Unlike passage and document retrieval where the documents are longer than the queries, in response ranking for dialogues the queries (dialogue contexts) are longer than the documents (responses). Additionally, dialogues have a structure, i.e. the dialogue context might contain utterances from both the information seeker and the information provider, which are not present in the queries of other IR tasks. This motivates our first main research question:

**M-RQ1**: What is a strong baseline for the retrieval, i.e. first-stage, of responses for conversational search? Do the findings of passage and document retrieval tasks translate to the retrieval of responses for dialogues?

We then turn to the task of re-ranking responses and consider different notions of difficulty—dialogues for which models struggle at training time and at prediction time—to

¹³A batch is a sample of training instances used to perform stochastic gradient descent [166], i.e. training of the models.
improve the effectiveness of conversational search systems, at both training and testing
time. For example, very long dialogue contexts might be difficult for a model as it needs to
identify which parts of the conversation are important and which parts can be ignored. If
we know that a model is unable to find a relevant response for specific dialogue contexts we
can (I) devise training strategies so that such error does not happen anymore after training,
or (II) model the uncertainty of the model to better handle such cases at prediction time.
This leads us to our second main research question:

**M-RQ2**: Do different notions of difficulty improve the re-ranking, i.e. second-stage,
of responses for conversational search?

Finally, we investigate the limitations of transformer-based models for conversational
search. Conversational search systems have the potential to impact what we are able to
find, what we are exposed to, and the decisions we make. Understanding the behavior
of such models, when they fail, how robust they are, and why they are recommending
certain items over others is crucial for both machine learning practitioners and end users.
This motivates our final main research question:

**M-RQ3**: What are the limitations of transformer-based models for conversational
search and recommendation?

We start by exploring the effect of query language variations on the effectiveness of
retrieval and re-ranking pipelines. Different users communicate and ask questions in di-
verse forms, even when they have the same information need. For example, in the con-
versation from Figure 1.1, the first utterance is: “I want a firewall that will protect me but
more of that to monitor any connection in or out of my mac”. A possible variation of this
query of type paraphrasing could transform it into “I want a protection firewall which also
observes data in or out of my mac”. Given the known brittleness of neural networks, we ex-
plor how well pipelines using transformer-based models can handle different categories
of query variations. We also take a deeper look into what heavily pre-trained transformer
models can achieve based on the knowledge stored in their weights. Understanding what
the pre-training procedure of such models learns is a crucial step for employing them in
conversational search. For example, consider that a user is engaging in a dialogue with
a system to find which book to read next. If the model already knows that each book
belongs to certain categories, e.g. sci-fi, history, etc., based on the pre-training it can be
useful to deliver relevant responses.

### 1.3 Contributions

In this section, we lay out the main contributions of the thesis. **R** stands for resources, **E**
stands for empirical and **C** for conceptual.

**R** We introduce MANtIS, a novel information-seeking dialogues dataset that addresses
the limitations of previous datasets for the end goal of building conversational search
systems (Chapter 2).

**R** We introduce transformer-rankers, a library to conduct offline experiments and
evaluate models for conversation response ranking (Chapter 2).
C We propose different ways to estimate the difficulty of dialogues (Chapter 4).

C We propose a taxonomy of query variations that describe different ways users describe the same information needs in various forms (Chapter 6).

E We perform a generalizability study of different sparse and dense retrieval techniques for the first-stage retrieval of responses for dialogues, gathering evidence to answer M-RQ1 (Chapter 3).

E We perform an empirical study on considering notions of difficulty of dialogues when training ranking models with curriculum learning, gathering evidence to answer M-RQ2 (Chapter 4).

E We perform an empirical study on considering notions of difficulty when predicting with uncertainty-aware re-ranking models, gathering evidence to answer M-RQ2 (Chapter 5).

E We perform an empirical study on the effect of language variations in the effectiveness of retrieval pipelines, gathering evidence to answer M-RQ3 (Chapter 6).

E We perform an empirical study on heavily pre-trained language models to probe its capabilities in different conversational recommendation capabilities, gathering evidence to answer M-RQ3 (Chapter 7).

1.4 Thesis Origins

The thesis is divided into three main parts. In the first part, we focus on resources to train and evaluate conversational search systems. The second part is concerned with improving ranking models for conversational search by considering different notions of difficulty. The third is concerned with trying to better understand heavily pre-trained language models in terms of their capabilities and behavior for conversational search.

Part I: Resources

Chapter 2 is based on the following resources and workshop paper:

- [The library transformer-rankers](https://github.com/Guzpenha/transformer_rankers)

Part II: Retrieval and Ranking for Conversational Search

Chapter 3 is based on the following paper:

MANtIS was created in collaboration with Alexandru Balan’s and is one of the results of his master thesis.

[https://github.com/Guzpenha/transformer_rankers](https://github.com/Guzpenha/transformer_rankers)
1.4 Thesis Origins


Chapter 4 is based on the following paper:

Chapter 5 is based on the following paper:

Part III: Understanding Ranking Models

Chapter 6 is based on the following paper:

Chapter 7 is based on the following paper:
II

Resources
In this chapter, we describe the main resources we use throughout the thesis. We introduce MANtIS, a large-scale dataset containing multi-domain and grounded information-seeking dialogues that fulfill our dataset desiderata, which was created based on a novel conceptual model of conversational search. We then describe the main components required to train and evaluate models for retrieving and ranking responses with the transformer-rankers library.

This chapter is based on the following Arxiv preprint, the dataset created during the supervision of Alexandru Balan’s master thesis, a workshop paper and the transformer-rankers library:

2.1 Introduction
Ideally, a Conversational Search System (CSS) exhibits the following competencies through natural language interactions with its users [18, 273]: the CSS is able to extract, understand, refine, clarify, and elicit the user information need; the CSS is able to provide answers, suggestions, summaries, recommendations, explanations, reasoning and divide the problem into sub-problems, based on its knowledge source(s); the CSS is able to take the initiative, ask questions back and decide which types of actions are best suited in the current conversation context. Current neural conversational approaches are not yet able to demonstrate all these properties [103], as, among others, we do not have large-scale and reusable training datasets that display all of the competencies listed above.

The fields of information retrieval, natural language processing, and dialogue systems have already engaged in relevant and intersecting sub-problems of conversational search such as ranking clarification questions [9, 278], user intent prediction [269], belief state tracking [55] and conversation response ranking [374] and generation [372]. Despite this progress, significant challenges in building and evaluating the CSS pipeline remain. As discussed in the 2018 SWIRL report on research frontiers in IR [70], two significant obstacles facing CSS are (1) the adaptation and aggregation of existing techniques in one complex system for multi-domain information-seeking dialogues and (2) the design and implementation of evaluation regimes coupled with large-scale datasets containing information seeking conversation that enable us to evaluate all desired competencies of a CSS.

We explore here both challenges more closely. To deal with the first challenge we formalize a novel conceptual model, called conversational search goals, and determine what goals of an information-seeking conversation existing tasks could help achieve. Regarding the second challenge, we contribute with a study on which competencies of CSSs existing datasets are able to evaluate. We find none of the twelve datasets (analyzed within the five years prior to collecting the corpus, i.e. 2014–2019) that we investigate to fulfill all seven of our dataset desiderata: multi-turn; multi-intent utterances; clarification questions; information needs; utterance labels; multi-domain; grounded. We contribute MANtIS, a large-scale dataset that fulfills all seven of our dataset desiderata, with 80K conversations across 14 domains that we extracted from Stack Exchange, one of the largest question-answering portals. With such a dataset at hand, we describe here how to evaluate and compare different models for conversational search using our library transformer-rankers. We show that with this contribution we can download datasets, fine-tune heavily pre-trained language models for the task of conversation response ranking using different negative sampling strategies, and finally evaluate them using common IR metrics.

2.2 Related Work
Earlier efforts to human-machine dialogue date back to 1966 with ELIZA [358], a rule-based system used to study clinical psychology dialogues, and later in 1971 PARRY [66] which was used to study schizophrenia. The first task-oriented approach for human-machine dialogue is known as the GUS system [36], proposed for travel planning. GUS’s approach considers that for a certain domain, e.g. air travel, and intent, e.g. book flights, there are a set of slots that need to be filled with values, e.g. destination Brazil. The dialogue will be used to fill such slots and act upon them.
Table 2.1: Possible actions that agents and users can take in information-seeking dialogues as defined by previous work on conversational search. We group the actions into the two main categories of the proposed conceptual model. S1 groups the actions related to information-need elucidation, while S2 groups the actions related to information presentation. S1 and S2 are the main conversational goals described in our model (see Figure 2.1).

<table>
<thead>
<tr>
<th>Model</th>
<th>S1 - Information-need elucidation</th>
<th>S2 - Information presentation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vakulenko et al. [339]</td>
<td>inf., understand, pos/neg feedback</td>
<td>prompt, offer, results, backchannel, pos/neg feedback</td>
</tr>
<tr>
<td>Qu et al. [268]</td>
<td>original question, follow up question, repeat question, clarifying question, inf. request, pos/neg feedback</td>
<td>potential answer, further details, inf. request, pos/neg feedback</td>
</tr>
<tr>
<td>Trippas et al. [334]</td>
<td>query refinement offer, query repeat, query embellishment, intent clarification, confirms, inf. request</td>
<td>presentation, presentation with modification, presentation with modification and suggestion, scanning document, SERP, confirms, inf. request</td>
</tr>
<tr>
<td>Radlinski and Craswell [273]</td>
<td>rating of (partial) item, preference among (partial) item, lack of preference, critique of (partial) item, unstructured text describing inf. need</td>
<td>free text, single/partial item/cluster, small # of partial items, complete item, small # of complete items</td>
</tr>
<tr>
<td>Azzopardi et al. [18]</td>
<td>(non) disclose, revise, refine, expand, extract, elicit, clarify, hypothesize, interrupt</td>
<td>list, summarize, compare, subset, similar, repeat, back, more, note, record, recommend, report, reason, understand, explain, interrupt</td>
</tr>
</tbody>
</table>

Efforts in the specific case of engaging in dialogue for information-seeking tasks started in the late 1970s, with a dialogue-based approach for reference retrieval [239]. Since then, research in IR has focused on strategies—such as exploiting relevance feedback [292], query suggestions [50] and exploratory search [219, 362]—to make the search engine result page more interactive, which can be considered as a very crude approach to CSS. Recently, the widespread use of voice-based agents and advances in machine learning have reignited research interest in the area. User studies [328, 346] have been conducted to understand how people interact with agents (simulated by humans) and inform the design of CSSs.

A number of works have defined models derived from the annotation process of collected conversational data—see the first three rows of Table 2.1 for examples of dialogue annotation models. Each scheme enumerates the possible user intent(s) for each utterance in the dialogue. Trippas et al. [334] analyzed the behaviour of speech-only conversations for search tasks and defined an annotation scheme to model such interactions, which they subsequently employed to discuss search behaviour related to the type of modality (voice or text) and to the search process [333]. Qu et al. [268] extracted information-seeking dialogues from a forum on Microsoft products to analyze user intent, using a forum annotation scheme. Vakulenko et al. [339] proposed a more coarse-grained model for information-seeking dialogues, and based on the annotation scheme they label and analyze four different datasets via process mining. The different annotation schemes were used to get a better understanding of different aspects of the information-seeking process through dialogue.

In contrast to models derived from actual conversations, conceptual works have focused on the larger picture of CSS: theorizing about desired actions, properties and utility a CSS could have in the future—see the last two rows of Table 2.1 for examples of models for desired actions of a CSS.

Radlinski and Craswell [273] defined a framework with five desirable properties: user-revealment (the system should help the user express and discover her information need),
system revealment (the system is able to reveal its capabilities and corpus), mixed-initiative (both the user and the system can take initiative), memory (past references can be referenced) and set retrieval (the system can reason about the utility of different items). Additionally, they proposed a theoretical conversational search information model that exhibits such characteristics through a set of user and agent actions (e.g., displaying partial/complete items/clusters and providing feedback).

This theoretical model was expanded by Azzopardi et al. [18], who describes a set of twenty-five actions regarding possible interactions between the user and the agent, e.g., a user can revise or refine a criterion of her current information need; they discuss possible trade-offs between actions, highlighting future decisions and tasks for CSSs.

As pointed out by Azzopardi et al. [18], it has not yet been discussed nor specified how to implement the actions or decisions the agents need to perform in a CSS, thus we still need a practical way to advance the field in this direction. In order to understand how different research fields have worked with conversational search in practical terms, we define a novel model to describe information-seeking conversations, by defining the main goals of such conversations. With this model in mind, we describe a set of characteristics a conversational search dataset should have, analyze which features existing datasets have and finally introduce MANtIS.

2.3 Conversational Search Goals
Unlike previous CSS models [18, 268, 273, 334, 339] that focus on annotation schemes and desired properties/actions, our main objective is to understand how different research fields have tackled areas of conversational search in terms of tasks, datasets, and systems capabilities to achieve them. Our model does not consider different stages and characteristics of information-seeking and retrieval tasks from the user perspective, such as ISP [173], Byström and Hansen [48]’s model and Vakkari and Hakala [337]’s model that defines a number of task stages. The model proposed here only applies to interactions and stages within the dialogue with the conversational system. We define a conceptual model that describes the main goals of information-seeking conversations from the perspective of the user and systems interactions. We opted for a model on the goal level as it enables us to understand to what extent we can rely on existing tasks and datasets to train and evaluate conversational search systems.

Figure 2.1 depicts our conversational search goals model. First, we define two states in a search conversation: information-need elucidation (S1) and information presentation (S2). We believe them to be the two significant goals pursued by the agent during the progression of information-seeking dialogues. Arrows indicate user or agent utterances during the conversation, which might lead to a transition between goals or development under the same goals.

Comparing our model with models from the users’ perspective, S1 would be more frequent in Kuhlthau [173]’s selection (identifying topics to be investigated), exploration (investigating the topics) whereas S2 would be more salient in formulation (obtaining a focused perspective on the topic), collection (can specify more clearly the information need) and presentation (completing the search and use the findings). Compared to Vakkari and Hakala [337]’s model, S1 states correspond to pre-focus phases, where the user is uncertain about the usefulness of the presented pieces of information, and the post-focus
Figure 2.1: Overview of our conversational search goals model and related tasks. Information-need elucidation states (S1) concern actions to better understand the user information need whereas information presentation states (S2) relate to actions of finding and presenting relevant information.

phase corresponds to S2 states, where they are looking for the pertinent information that suits well their task. Let us now describe the goals from our model and connect tasks from the related research fields to them.

**State 1: Information-need elucidation**

An important role of a CSS is helping the user understand, clarify, refine, express, and elicit their information need [18]; this is one key difference from traditional search engines [70]. The IR, NLP, and DS communities offer only partial perspectives on this goal. From the IR point of view, this challenge has been tackled with query suggestions and query disambiguation techniques. Such methods are trained and evaluated using search engine query logs, which are not mixed-initiative nor dialogue-based and hence not sufficient for training and testing CSSs’ capabilities of elucidating information needs.

The task-oriented approach¹ from the DS community has focused on representing the user information need with explicit pre-defined slots and values that are extracted from user utterances, and accumulated as a belief state. This is not directly applicable to CSS, as it is not viable to enumerate all possible slot-value combinations for open-domain information-seeking dialogues. Another direction pursued in the DS community is open-domain chit-chat bots, which are non-task-oriented systems, with the objective of conducting extended human-like conversations [286]².

Related work in NLP includes predicting the intent or domain of each utterance [269], and learning representations of the user information need through its context (previous utterances) [164, 367] in order to complete a downstream task, e.g. response generation. Another relevant task that relates to both NLP and IR is using information-seeking datasets extracted from online forums, e.g. Stack Exchange [278] and MSDialog [268], to rank/generate clarification questions given the dialogue context.

¹A task-oriented dialogue system is typically composed of the following: natural language understanding → dialogue state tracking → policy learning → natural language generation [55, 158, 179, 233].
²More recently a third category that considers interactive QA, an objective closer to the CSS task has been proposed [23, 79, 101].
State 2: Information presentation
The other conversational goal is to extract/retrieve and present the relevant information in a conversational manner. The system has to decide how and which information to present. In this stage of the conversation, the agent provides answers, suggestions, summaries, explanations, recommendations, reasoning and possibly divides the problem into sub-problems, all based on its knowledge sources, e.g. document corpora, databases, or sets of existing user answers from online fora. The user is in charge of evaluating and making sense of the information, giving feedback, and asking for further information.

In IR, approaches have taken into account the previous queries and implicit user feedback in search sessions, such as clicks on documents and dwell time, which can be useful resources for the search engine to retrieve the next batch of results in the search session [121, 153]. Related tasks include ad-hoc retrieval, document re-ranking, recommendation, machine reading comprehension, answer generation/ranking, and text summarization. The main open challenge here is evaluating and adapting extraction and presentation techniques for information-seeking dialogues.

From the task-oriented systems from the DS community, this goal is delegated to the last component of the system’s pipeline where natural language generation is used to deliver the response based on the state of the dialogue. The language generation step is a core NLP task that has seen great improvements due to large language models and their capacity of generating human-sounding text [82].

States transitions
During the dialogue, the CSS can choose between a number of actions; it has to decide which one(s) to take and then provide a natural language response to the user. Learning a mapping between the next action based on the current conversation state has been evaluated in the DS community through the task of dialog policy learning [245, 316]. In goal-oriented dialogues we can manually define a set of domain-dependent actions, e.g., compare products and recommend. NLP generally handles this with distributed representations of dialogues and information needs, which are learned in an end-to-end manner to generate answers [101]. From the perspective of IR systems, an existing framework is to decide between S1 (further elucidation of the information need) and S2 (the presentation of such information) based on a module that might capture the uncertainty or confidence of the system [9]. One of the challenges in conversational search is for the system to determine when to move between the goals of the conversation. CSSs can have mechanisms that handle this explicitly or do it in a fully data-driven and end-to-end manner.

2.4 Dataset Desiderata
Despite the fact that the IR, NLP and DS communities have independently contributed to aspects of conversational search, we argue that we currently cannot fully train and evaluate the effectiveness of CSSs with existing datasets. Based on the existing theoretical frameworks of CSSs [18, 273] and our conversational search goals model we formally define a dataset desiderata:

- Multi-turn dialogues: the data must contain dialogues with more than one turn of user and agent utterances. Single-turn dialogues do not take into account the process
2.4 Dataset Desiderata

Table 2.2: Overview of dialogue datasets including their size and conversational search characteristics. a The dialog acts were pre-defined, and the teacher in the setup chooses only one among a few options. b There are labels for a sample of 2,199 dialogues. c There are labels for a sample of 1,356 dialogues.

<table>
<thead>
<tr>
<th>Name</th>
<th>Venue</th>
<th>Field</th>
<th>#Dialogues</th>
<th>multi-turn</th>
<th>multi-intent</th>
<th>inf. needs</th>
<th>utterance labels</th>
<th>multi-domain</th>
<th>grounded</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCS [333, 334]</td>
<td>CHIIR</td>
<td>IR</td>
<td>39</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MISC [328]</td>
<td>CAIR workshop</td>
<td>IR</td>
<td>88</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CCPE-M [272]</td>
<td>SIGDIAL</td>
<td>DS</td>
<td>502</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frames [16]</td>
<td>SIGDIAL</td>
<td>DS</td>
<td>1,369</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KYRET [88]</td>
<td>SIGDIAL</td>
<td>DS</td>
<td>3,031</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CoQA [279]</td>
<td>preprint only</td>
<td>-</td>
<td>8,000</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MultiWOZ [46]</td>
<td>EMNLP</td>
<td>NLP</td>
<td>8,438</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>QuAC [39]</td>
<td>EMNLP</td>
<td>NLP</td>
<td>13,594</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WoW [81]</td>
<td>ICLR</td>
<td>ML</td>
<td>22,311</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ShARC [296]</td>
<td>EMNLP</td>
<td>NLP</td>
<td>32,436</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MSDialog [268]</td>
<td>SIGIR</td>
<td>IR</td>
<td>35,000</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DSTC-7-SS [382]</td>
<td>DSTC7 workshop</td>
<td>DS</td>
<td>100,000</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UDC [204]</td>
<td>SIGDIAL</td>
<td>DS</td>
<td>930,000</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MANtIS</td>
<td>-</td>
<td>-</td>
<td>80,324</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

of elucidating the user information-need.

- **Information needs**: the user must have an information need [323] expressed in her utterances. The conversations must be information-seeking, going beyond lookup, chit-chat and goal-oriented tasks. Conversational search is different from general conversational AI [101], as there is an underlying information need to be solved.

- **Clarification questions**: the data must present mixed-initiative conversations by going beyond the user-asks/system-responds loop. Clarification questions are essential in elucidating the user information-need.

- **Multi-intent utterances**: another indication of mixed-initiative [273] are utterances that have more than one intent, e.g. giving feedback and presenting further information.

- **Having utterance labels** is a useful resource in building CSSs by providing additional supervision signals.

- **Multi-domain**: the users’ information needs can fall into more than one domain (topics of conversation, such as physics, travel and English). Domain specific dialogue systems do not generalize to new/unseen information needs. Thus the dataset must contain conversations from multiple domains.

- **Grounded conversations**: the agent must be able to report the source(s) of the information it is providing and the reasoning behind it. Grounding conversations in documents is a useful resource for achieving explainable agents. Moreover, using sources of information for generating responses has shown to improve the quality of the dialogues over non-grounded conversations that rely only on historical conversational data [401].

With these desiderata in mind, we explored twelve multi-turn, non-chit-chat, human-to-human, open-sourced, and datasets that were released in the five years prior to collect-
ing the corpus, i.e. 2014 - 2019. The result—i.e. the datasets’ characteristics according to our desiderata—can be found in Table 2.2. Importantly, none of the datasets have all the desirable features. SCS is the most complete one, missing only the grounding aspect. However, the very limited number of dialogues in this dataset (39) makes it not suitable to train and evaluate conversational search models. The three largest datasets, MSDialog, DSTC-7-SS and UDC, were all derived from technical forums. Their two main drawbacks are the narrow content domain (technical) and lack of a correspondence between utterances and documents where useful information to fulfill the information needs could be extracted from (i.e., grounding). This poses challenges for research on CSS: how generalizable are models trained on one or two particular domains? How can systems leverage the huge amount of available information in web documents—from diverse domains—in information-seeking conversations?

In order to study such challenges we created a novel dataset called MANtIS, short for _multi-domain information seeking dialogues dataset_. MANtIS is to our knowledge the first dataset at large-scale that fulfills all of our dataset desiderata.

### 2.5 MANtIS

In order to create a large-scale conversational dataset, we resort to the extraction of conversations from existing data sources— the same strategy followed by the creators of the largest datasets in Table 2.2. We take the community question-answering portal Stack Exchange as a starting point³ as (i) the data dump is publicly available, (ii) it is large-scale (more than 20M questions), (iii) the portal covers diverse domains (so-called sites, 175 as of 05/2019) such as physics, travel and a range of IT and computer science domains, and (iv) the information needs are often complex as posing a question on Stack Exchange usually means that a simple web search is not enough to find a suitable answer.

For MANtIS, we consider 14 diverse domains⁴. We make the source code available at [https://github.com/Guzpenha/MANtIS](https://github.com/Guzpenha/MANtIS) so that conversations from any of the 175 domains of Stack Exchange can be extracted. The examples in Figure 2.2 showcase characteristics of the conversations from our dataset.

**Inclusion Criteria**

We consider each question-answering thread of a Stack Exchange site as a potential conversation between an information seeker and an information provider and include it in MANtIS if the following six criteria hold:

1. The entire conversation takes place between exactly two users (the information seeker who starts off the conversation and the information provider).

2. The conversation consists of at least 2 utterances per user.

3. One of the provider’s utterances contains a hyperlink, providing grounding.

³[https://archive.org/download/stackexchange](https://archive.org/download/stackexchange) data dump from 2019-03-04

⁴Specifically, we consider apple (5,645 dialogues), askubuntu (17,755), dba (5,197), diy (1,528), electronics (10,690), english (3,231), gaming (2,982), gis (9,095), physics (7,826), scifi (2,214), security (3,752), stats (7,676), travel (1,433) and worldbuilding (1,300).
4. The conversation has not been marked as Spam or Offensive.

5. The conversation has not been edited or marked as deprecated.

6. If the final utterance belongs to the seeker, it contains positive feedback.

In order to verify to what extent the existence of a hyperlink can be considered as document grounding (criterium 3), we sampled 150 conversations from MANtIS and manually verified whether the link contained in the information provider’s utterance(s) is indeed leading to a grounding document. This was the case for 88% of the sampled conversations, which we consider a sufficiently high percentage to not further refine the grounding rule.

In order to verify whether the final say of the information seeker was a positive statement (criterium 6), we sampled 1,400 conversations (100 from each of our sites) where the last person to respond was the information seeker and manually assessed whether the final response was positive feedback (see last utterance of dialogue in Figure 2.2). Subsequently, for all conversations with a final response by the information seeker, we computed the VADER sentiment score [140]. Based on our labeled conversations, we applied a decision stump in order to obtain the optimal score threshold (separately for each site). Consequently, all the conversations with a VADER score below the optimal threshold were discarded—as we are interested in information-seeking conversations that contain a positive conclusion as we assume that in those cases the information need has been fulfilled.

Based on these criteria, we extracted a total of 80,324 conversations. The majority of the conversations have 4 utterances (60%). Some technical domains such as electronics and askubuntu have a high average number of turns, while other domains such as worldbuilding and dba have very long utterances showcasing the diversity of the domains. Our list of conditions was quite stringent, only 4.77% of all question-answering threads made it into our final dataset, and each domain contributed at least 1K conversations.
Next, we have some examples of dialogues from the different domains of MANtIS.

**Dialogue from the english domain**

*u*¹: I would like to describe a person who returns from a mind-relaxing break back to work by the idiom fresh pair of eyes. However, as per its definition on some sources, a fresh pair of eyes is another person [...], which made me think that maybe it is not suitable. The situation I am imagining is of a person who worked longer than he/she expected to find the evident (by the incorrect outcome) mistake in his/her work, goes out for a break, then returns back to examine his work again for the mistake. I would like to describe the property of this man/lady being refreshed by the break, and in a concise and effective manner. Does the idiom "a fresh pair of eyes" fit into this description? If not, then what else should be my phrase of choice?

*u*²: Yes, one can take a break so that they return with a fresh pair of eyes, or so that they review the work with a fresh pair of eyes. However, the phrase idiomatically refers to getting someone else to have a look - someone whose preconceptions or perspectives haven’t already been tamed to match that of those close to the project. The free dictionary http://idioms.thefreedictionary.com/a+fresh+pair+of+eyes another person to examine something closely in addition to anyone previously. As soon as we can get a fresh pair of eyes on this manuscript, we will find the last of the typos.

*u*³: Should I perhaps than say *almost* fresh pair of eyes, or just use it without the "almost" regardless of what it idiomatically refers to?

*u*⁴: No, I don’t think *almost* gets you what you want here. The phrase (and in particular the word fresh) *can* be used in its literal sense, as noted in the opening sentence of my answer. You’re welcome. :)

**Dialogue from the gaming domain**

*u*¹: What kind of pokemon should I place in the gyms? There is this gym defence tier list which has pokemon with high hp in it. https://i.stack.imgur.com/kMTSc.jpg Is that the only thing we should look for? Does DPS, attack moves, CP matter or is hp the most important thing?

*u*²: There are 3 main criteria: The first being high hp, for obvious reasons. The second criteria is charges that charge fast and have a high base damage to take full advantage of the 1.5 attackrate. The third one is a high Defense-DPS, explained in depth in https://gaming.stackexchange.com/questions/277288/is-damage-from-defending-pokemon-normalized-for-slow-and-fast-attacks/277364#277364. But to simplify it: a high base damge is generally better. The highest Tier actually isn’t simply the highest hp Pokémon - it is more of a coincidence that the high hp Pokémon also have a higher base damage.

*u*³: So in that case is this tier list inaccurate?

*u*⁴: Not really. I browsed the net a bit and found this reddit post https://www.reddit.com/r/TheSilphRoad/comments/4skafz/best_attackers_and_defenders_analysis/ with a rather accurate tier list in my opinion, so feel free to check it out.
2.6 Evaluation

In order to evaluate models using MANtIS and other information-seeking datasets for conversational search, in this section we first formally define the conversation response ranking task, followed by the limitations of this evaluation scheme.

2.6.1 Conversation Response Ranking

The task of conversation response ranking [83, 115, 129, 130, 246, 319, 367, 373, 374, 384, 398, 402], concerns finding the best response given the dialogue context. Formally, let \( \mathcal{D} = \{ (\mathcal{U}_i, \mathcal{R}_i, \mathcal{Y}_i) \}_{i=1}^M \) be a dataset consisting of \( M \) triplets: dialogue context, response candidates and response relevance labels. The dialogue context \( \mathcal{U}_i \) is composed of the previous utterances \( \{u^1, u^2, \ldots, u^\tau\} \) at the turn \( \tau \) of the dialogue. The candidate responses \( \mathcal{R}_i = \{r^1, r^2, \ldots, r^n\} \) are either ground-truth responses or negative sampled candidates, indicated by the relevance labels \( \mathcal{Y}_i = \{y^1, y^2, \ldots, y^n\} \).

Typically, the number of candidates \( n \) is way smaller, e.g. \( n = 10 \), than the number of responses in the collection. When \( n \) is small and the model has to score only a few candidate responses we have the re-ranking setup (second-stage retrieval of the pipeline from Figure 1.6). If we consider \( n \) to be the size of the entire collection of responses we
have the retrieval setup (first-stage retrieval of the pipeline from Figure 1.6). By design the number of ground-truth responses is one, the observed response in the conversational data. The task is then to learn a ranking function \( f(.) \) that is able to generate a ranked list for the set of candidate responses \( \mathcal{R}_i \) based on their predicted relevance scores \( f(\mathcal{H}_i, r) \).

Other similar ranking tasks related to conversational search are clarification question retrieval [277, 278], where the set of responses to be retrieved are always clarification questions and conversation passage retrieval [75, 194]. A successful model for the ranking tasks retrieves the ground-truth response(s) first in the ranked list, and thus the evaluation metrics employed are IR metrics such as MAP and \( R_N@K \) (where \( N \) is the number of candidate responses and \( K \) is the list cutoff threshold).

**Premises and Limitations**

There are a number of premises and limitations that we would like to highlight in this offline evaluation next.

**There is a complete pool of adequate responses that endure over time**

Our ranking task assumes access to a pool of responses that contain at least one appropriate answer to a given information need. If we resort only to historical responses the maximum effectiveness of a system would be very low. For example, in popular benchmarks such as UDC [204] and MSDialog [268] the number of responses that exactly match with historical responses are less than 11% and 2% respectively. We also see that such exact matches are often uninformative: 40% are utterances for which the intent is to show gratitude, e.g., ‘Thank you!’, compared to the 20% overall rate in MSDialog. Another concern is that responses that were never given before, e.g. questions about a recent Windows update, would not be answerable by such a system even though this information might be available on the web.

**The correct answer is always in the candidate responses list.**

Neural ranking models are generally employed for the task of re-ranking a set of documents, obtained from a recall-oriented and efficient first-stage ranker [387]. While such a multi-stage approach offers a practical approach for conversational response ranking, benchmarks always include the relevant response in the candidate list to be retrieved.
The effectiveness of models for small collections generalizes to large collections. While in ad-hoc retrieval we have to rank from a pool of millions of documents, current benchmarks require models to retrieve responses from a list of 10–100 candidates (12 out of 13 use less than 100 candidates, and 7 use only 10 candidates). This makes the task unreasonably easy, as demonstrated by the 80% drop in performance from subtask 5 (120000 candidates) and subtask 2 (100 candidates) of DTSC7-NOESIS [118]. In Chapter 3 we evaluate the effectiveness of models for the full-rank task where the number of candidates is the complete collection.

Test instances from the same dialogue are considered as independent. When creating conversational datasets [129, 204, 268] the default is to generate multiple instances from one dialogue: one instance for each answer provided by the information provider composed of the last information seeker utterance, and the dialogue history—see Figure 1.3. Even though multiple utterances come from the same dialogue, they are evaluated independently, e.g. an inappropriate response at the beginning of a conversation does not change the evaluation of a response given later by the system in the same dialogue. Benchmarks evaluate instances from the same dialogue independently. In a real-world scenario, if a model fails at the start of the conversation, it has to recover from unsatisfactory responses.

There is only one adequate answer. Traditional offline evaluation cannot handle counterfactuals [37] such as what would have happened if another response was given instead of the ground-truth one. Due to the high cost of human labels, it is common to use only one relevant response per context (the observed human response). However, multiple responses could be correct for a given context with different levels of relevance. Multiple answers can be right because they provide semantically similar responses or because they are different but appropriate responses to an information need.

2.7 The transformer-rankers Library

In this section, we describe the three main modules of the transformer-rankers library⁵: datasets, transformer rankers, and negative sampling. The core task supported is conversation response ranking as defined in Section 2.6. For example, it is possible to download the MANtIS dataset and fine-tune a BERT [80] re-ranker model with BM25 to obtain negative samples with a few lines of code⁶.

### 2.7.1 Dialogue Datasets

It is possible to download a number of datasets in transformer-rankers⁷, including three information-seeking dialogue datasets used in most chapters of the thesis:

- MANtIS [246] the dataset introduced in Section 2.5.

---

⁵https://github.com/Guzpenha/transformer_rankers
⁶See for example this Google Colab notebook: https://colab.research.google.com/drive/1wGmaOJemC7s-g-tA7nGehI02vjOy0H55e?usp=sharing.
⁷See all datasets here: https://github.com/Guzpenha/transformer_rankers/blob/master/transformer_rankers/datasets/downloader.py
• MSDialog [268] which contains 246K context-response pairs, built from 35.5K information-seeking conversations from the Microsoft Answer community, a QA forum for several Microsoft products;

• UDC-DSTC8 [175] which contains 184k context-response pairs of disentangled Ubuntu IRC dialogues.

See for example how to download those three datasets with transformer-rankers:

```python
from transformer_rankers.datasets import downloader
data_folder = './datasets'
for name in ['mantis', 'msdialog', 'ubuntu_dstc8']:
    dataDownloader = downloader.DataDownloader(name, data_folder)
dataDownloader.download_and_preprocess()
```

### 2.7.2 Transformer for Ranking

The multi-stage pipeline described in the introduction to produce a retrieval-based conversational search system requires a first-stage retrieval system that selects a number of candidates from the entire pool of responses that can be re-ranked later. In Chapter 3 we describe approaches for the first-stage retrieval, whereas in later chapters we focus on re-ranking. Re-ranking with a transformer model that has as input both the query and the document, also known as a cross-encoder, has been a really successful approach to numerous IR tasks, including conversation response ranking⁸. A strong baseline for the task is BERT [80], which is used throughout this thesis⁹. The transformer-rankers implementation relies on the Hugging Face library [363].

In Figure 2.4 we show how a dialogue context and a candidate response are concatenated as input to a BERT re-ranker in order to obtain a prediction of relevance. Each dialogue context $U$ contains only one utterance per seeker/provider for each conversational turn. In cases where the concatenation of $(U[SEP]r)$ is bigger than the input limit, we truncate $U$ from the left to the right.

### 2.7.3 Negative Sampling

With transformer-rankers there are three different negative sampling approaches implemented¹⁰: random, BM25, and dense retrieval. Note that since they are required to perform retrieval, they are capable of doing the first-stage step in pipelines. Section 1.1.3 gives an overview of negative sampling procedures.

---

⁸See for example https://github.com/JasonForJoy/Leaderboards-for-Multi-Turn-Response-Selection

⁹See the following report on getting baseline results using transformer-rankers BERT re-rankers for all the three information-seeking datasets employed here: https://wandb.ai/guz/library-crr-bert-baseline/reports/BERT-ranker-baselines-for-CRR--Vmlldzo0NDcyMzU.

¹⁰https://github.com/Guzpenha/transformer_rankers/blob/master/transformer_rankers/negative_samplers/negative_sampling.py
2.8 Conclusions

We proposed here a model of conversational search that focuses on the main goals of the agent and user interactions. We identified two major challenges: (1) the collaboration of efforts in the research fields of IR, NLP, and DS, and (2) the lack of publicly available large-scale conversational search datasets. Based on a set of dataset desiderata, we introduce MANtIS, a large-scale dataset that contains more than 80K conversations across 14 domains that are multi-turn, centered around complex information needs, and are mixed-initiative.

We also describe the core task that we use for the evaluation of ranking models throughout this thesis. We introduce the transformer-rankers library to train and evaluate transformer models for the task, going through the main components of datasets, transformer rankers, and negative sampling.

Having described the main resources used in this thesis, next, we dive into retrieval and ranking models for conversational search. We begin with the first-stage retrieval of responses for dialogues in the next chapter.
III

Retrieval and Ranking for Conversational Search
Representations for First-Stage Retrieval of Responses

In this chapter, we focus on the first stage of the multi-stage pipeline for conversational search. The predominance of the re-ranking task in previous work has led to a great deal of attention to building neural re-rankers, while the first-stage retrieval step has been overlooked. Since the correct response is always available in the candidate list of n, this artificial re-ranking evaluation setup assumes that there is a first-stage retrieval step that is always able to rank the correct response in its top-n list. In this chapter, we focus on the more realistic task of full-rank retrieval of responses, where n can be up to millions of responses. We investigate both dialogue context and response expansion techniques to augment sparse representations for retrieval, as well as zero-shot and fine-tuned dense representations for retrieval. Our findings—based on three different information-seeking dialogue datasets—reveal that a learned response expansion technique is a solid baseline for sparse retrieval. We find the best-performing method overall to be dense retrieval with intermediate training—a step after the language model pre-training where sentence representations are learned—followed by fine-tuning on the target conversational data. We also look into hypotheses that could explain why we observed the phenomena of harder negatives sampling techniques leading to worse results for the fine-tuned dense retrieval models. The code required to reproduce this chapter is available at https://github.com/Guzpenha/transformer_rankers/tree/full_rank_retrieval_dialogues.

This chapter is based on the following paper:

3.1 Introduction

The offline evaluation of neural ranking models for conversational response ranking is to rank the ground-truth response over a limited set of $n$ responses and measure the number of relevant responses found in the first $K$ positions—\textit{Recall}_{n}@K [399]. Since the entire collection of available responses is typically way bigger\footnote{While for most benchmarks [399] we have only 10–100 candidates, a working system with the Reddit dataset from PolyAI https://github.com/PolyAI-LDN/conversational-datasets for example would need to retrieve from 3.7 billion responses.} than such set of candidates, this setup is in fact a re-ranking problem, where we have to select the best response out of a few options. Additionally, in existing benchmarks the correct response is traditionally always amongst the $n$ responses to re-rank [248]. This is thus an artificial evaluation that overlooks the first-stage retrieval step, which needs to retrieve the $n$ responses that will be later re-ranked. If the first-stage model, e.g. BM25 [290], fails to retrieve relevant responses, the \textit{retrieve then re-rank} pipeline will also fail.

In this chapter, we contribute a novel comparison of supervised and unsupervised, dense and sparse retrieval models\footnote{Although we evaluate them as standalone methods for the full-rank retrieval problem, they can also be employed as first-stage retrievers followed by a re-ranking step.} for the overlooked problem of full-rank retrieval of responses for dialogues. We adapt prominent techniques for the problem, i.e. effective in other ranking tasks such as passage retrieval, including document expansion for the task of ranking responses for dialogue contexts.

We contribute here an empirical evidence to the following open questions when setting up a full-rank retrieval system for conversation response ranking. What is the effectiveness of sparse and dense retrieval when ranking responses from the \textit{entire collection}? How do dense models compare with strong sparse baselines? What is their effectiveness in a zero-shot setup? What is the effect of adding an intermediate representation learning step between the language model pre-training and the training with conversational data?

We also shed light on the important problem of selecting negative samples when training dense retrieval models, which is known to have a great effect on the final effectiveness in different ranking tasks [370, 392]. Unlike previous work that studies sampling out of a few random conversational responses in the re-ranking setup of a cross-encoder model [184], we study the harder problem of sampling negative responses from the entire collection. We are the first to investigate different hypotheses in the context of negative sampling of responses for dialogues that can explain difficulties in using harder negatives in the training of dense retrievers. Our main findings in building retrieval models of responses for dialogues in the full-rank setting are:

- While dialogue context expansion is not successful for sparse retrieval, supervised response expansion through the proposed \textit{resp2ctxtxtlu} is a strong baseline for full-rank retrieval of responses for dialogues.

- Dense retrieval without access to the target dialogue data, i.e. the zero-shot scenario, is able to beat a strong sparse baseline only when it has access to a large amount of out-of-domain supervision data.
• Dense retrieval models that have intermediate training followed by fine-tuning with the target data are the best-performing models, even with a simple random sampling approach for obtaining negative responses.

• Harder negative sampling techniques lead to worse effectiveness. We found evidence indicating that false positives strongly contribute to this phenomenon. Denoising is an effective approach for taking advantage of harder negative samples.

3.2 Related Work

In this section, we analyze previous work pertinent to this paper by first discussing current research in (un)supervised dense and sparse retrieval followed by reviewing work on re-ranking and retrieval models for responses.

3.2.1 Dense and Sparse Retrieval

The proposed conceptual framework by Lin [190] argues for categorizing retrieval models into two dimensions: supervised vs. unsupervised and dense vs. sparse representations³. An unsupervised sparse representation model such as BM25 and TF-IDF [156] represents each document and query with a sparse vector with the dimension of the collection’s vocabulary, having many zero weights due to non-occurring terms. Since the weights of each term are based on term statistics they are unsupervised methods.

A supervised sparse retrieval model such as COIL [105], SPLADE [94], TILDE [406] and DeepImpact [216] can take advantage of the effectiveness of transformer-based language models by changing the terms’ weights from collection statistics to something that is learned. DeepCT [71] for example learns term weights with a transformer-based regression model from the supervision of the MSMarco dataset. Approaches that only modify non-zero weights however are not able to address the vocabulary mismatch problem [98], as terms with zero weight will not be affected. One way to address such a problem in sparse retrieval is by using query expansion methods. RM3 [1] has been shown to be a competitive query expansion technique that uses pseudo-relevance feedback to add new terms to the queries followed by another final retrieval step using the modified query.

Document expansion has also been shown to be an effective technique to improve sparse retrieval, which is able to address the vocabulary mismatch problem. The core idea is to create pseudo documents that have expanded terms and use them instead when doing retrieval. doc2query [238] is an effective approach to document expansion that uses a language model to predict the queries which might be issued to find the document. The predictions of this model are used to create the augmented pseudo documents. Expansion techniques are able to modify non-zero weights by adding terms that did not exist in the query or document.

Supervised dense retrieval models, such as ANCE [370], RocketQA [271], PAIR [281] and coCodenser [104], represent query and documents in a smaller fixed-length space, for example of 768 dimensions, which can naturally capture semantics. They are thus able to address the vocabulary mismatch problem. While dense retrieval models have

³A distinction can also be made of cross-encoders and bi-encoders, where the first encode the query and document jointly as opposed to separately [325]. Cross-encoders are applied in a re-ranking step due to their inefficiency and thus are not our focus.
shown to consistently outperform BM25, this is not so easily the case when dense retrieval models do not have access to training data from the target task, known as the zero-shot scenario [282, 326]. The BEIR benchmark [326] showed that BM25 was superior to dense retrieval from 9–18 (depending on the model) out of the 18 datasets under this evaluation scheme. While the zero-shot scenario offers a fairer comparison of dense models with unsupervised sparse models, learned dense retrieval models should also be compared with learned sparse models, e.g. BM25+doc2query.

Unlike previous work that compares supervised and unsupervised, dense and sparse retrieval models for other tasks such as passage ranking, we provide a novel and comprehensive comparison for the problem of full-rank retrieval of responses for dialogues.

3.2.2 Re-Ranking and Retrieval of Responses for Dialogues

Early neural models for response ranking were based on matching the representations of the concatenated dialogue context and the representation of a response in a single-turn manner with architectures such as CNN and LSTM [159, 204]. Researchers later explored matching each utterance in the dialogue context with the response with more complex neural architectures [114, 195, 367, 371, 402].

Using heavily pre-trained language models for ranking was first shown to be effective by Nogueira and Cho [236]. They used a BERT model to re-rank the responses of a first-stage retrieval system on the MSMarco passage retrieval task and showed significant improvements in effectiveness. Such language models for ranking have quickly become a predominant approach in information retrieval [193]. This was also shown to be effective for re-ranking responses in conversations. We were amongst the first to show a way of using a BERT-based re-ranking model for the dialogues domain (see Chapter 4).

One limitation of transformer-based language models is that they do not take into account the structure of the dialogue. Gu et al. [113] proposed adding another embedding layer to BERT that takes into account the speaker of the dialogue. Dialogue-aware training has also been further explored, for example, both by Han et al. [126] and Whang et al. [361] who proposed different modifications to the conversational data to improve the fine-tuning of language models. Building better re-ranking models for dialogue tasks is still an active research field as seen by recent surveys on the topic [318, 399].

In contrast, full-rank retrieval of responses, i.e. the first-stage retrieval step, has been under-explored [248]. Lan et al. [178] showed that a BERT-based dense retrieval model outperforms BM25 on the full-rank task. Tao et al. [317] later proposed a mutual learning model that trains both the dense retrieval bi-encoder model and the cross-encoder re-ranker model at the same time. They also showed that such a dense model is more effective than BM25 without expansion techniques for the full-rank problem of retrieving responses for dialogues.

A limitation of previous work is that a strong sparse retrieval baseline model, e.g. BM25+dialogue context expansion or BM25+response expansion, was not compared. Such methods are capable of mitigating the vocabulary mismatch and thus the question if dense models are able to outperform sparse ones when using expansion techniques is still unanswered. We expand on the analysis of previous work [178, 317] by looking into stronger sparse baselines, evaluating the effect of intermediate training, testing zero-shot effectiveness of dense models, and studying the effect of other negative sampling methods.
3.3 Full-rank Retrieval for Dialogues

In this section, we first describe the problem of full-rank retrieval of responses, followed by the proposed sparse and then dense approaches.

3.3.1 Problem Definition

The full-rank retrieval of responses for dialogue is a particular case of the conversation response ranking task (defined in Section 2.6.1), where the candidate list is the entire set of responses from the collection. In previous work, the number of candidates is limited, typically \( n = 10 \). Since we are concerned with the full-rank task and not the re-ranking setting, in our experiments \( n \) is the number of responses available in the collection.

3.3.2 Sparse Retrieval

In order to do sparse retrieval of responses we rely on classical retrieval methods with query and document expansion techniques. One of the limitations of sparse retrieval is that, since it represents each dialogue context and response using the existing terms in a bag-of-words manner, the vocabulary mismatch problem might occur. Such expansion techniques are able to overcome this problem if they append new words to the dialogue contexts and responses.

For this reason, we propose here to do dialogue context expansion with RM3 [1], a competitive unsupervised method that assumes that the top-ranked responses by the sparse retrieval model are relevant. From such pseudo-relevant responses, words are selected and an expanded dialogue context is generated, and then used by the sparse retrieval method to generate the final ranked list.

In order to expand the responses to be retrieved, we propose \( \text{resp2ctxt} \). This is an adaptation of the effective \( \text{doc2query} \) [238] approach for dialogues. Formally, we fine-tune a generative transformer model for the task of generating the dialogue context \( \mathcal{U}_i \) from the ground-truth response \( r^+ \). This model is then used to generate expansions for all responses in the collection. They are appended to the responses and the sparse retrieval method itself is not modified. \( \text{resp2ctxt} \) allows for two things: term re-weighting (adding terms that already exist in the document) and the addition of new terms (to deal with the vocabulary mismatch problem).

Unlike most ad-hoc retrieval problems where the queries are smaller than the documents, full-rank retrieval of responses for dialogues is the exact opposite. For example, while the TREC-DL-2020 passage and document retrieval tasks the queries have between 5–6 terms on average and the passages and documents have over 50 and 1000 terms respectively, the dialogue contexts (queries) have between 70 and 474 terms on average depending on the dataset while the responses (documents) have between 11 and 71 terms on average, as seen in the first two rows of Table 3.2. This is a challenge for the generative model since generating larger pieces of text is a more difficult problem than smaller ones, e.g. more room for error.

Motivated by this, we also explored an adaptation of \( \text{resp2ctxt} \) that aims to generate only the last utterance of the dialogue context: \( \text{resp2ctxt}_{lu} \). This model is trained to generate \( u^r \) from \( r^+ \). The underlying premise is that the part that needs to be answered by the dialogue context is the last utterance, and if this is correctly generated by \( \text{resp2ctxt}_{lu} \), the sparse retrieval method will be able to find the correct response from the collection.
3.3.3 Dense Retrieval

In order to do dense retrieval we rely on methods that learn to represent the dialogue context and the responses separately in a dense embedding space. Responses are then ranked by their similarity to the dialogue context. We rely here on pre-trained language transformer models, such as BERT [80], RoBERTa [201] or MPNet [308], to obtain such representations of the dialogue context and response. This approach is generally referred as a bi-encoder model [193].

Intermediate Training

The first step of the pipeline is to train the representations of the language model with intermediate data that does not contain the target domain data. Such intermediate data contains triplets of query, relevant document, and negative document and can include multiple datasets. The main advantage of adding this step before fine-tuning the bi-encoder for the target conversational data is to reduce the gap between the pre-training, often including language modeling, and the downstream task at hand.

The intermediate training step learns to represent texts (query and documents) by doing a mean pooling function over the transformer’s final layer, which is then used to calculate the dot-product similarity. The relevant document representation is used to contrast with the representations of the document that is not relevant. Such a procedure learns better text representations than a naive approach of simply using the [CLS] token representation of BERT for the dialogue contexts and responses [4, 280].

The loss function employs multiple negative texts to learn the representations in a contrastive manner, also known as in-batch negative sampling. This model is then able to do zero-shot retrieval for the full-rank retrieval of responses to dialogue contexts since it does not have access to the target domain data.

The function \( f(\mathcal{U}, r) \) can be defined as \( \text{dot}(\eta(\text{concat}(\mathcal{U})), \eta(r)) \), where \( \eta \) is the representation obtained with the mean pooling of all the output vectors of the transformers language model, and \( \text{concat}(\mathcal{U}) = u^1 \mid [U] \mid u^2 \mid [T] \mid ... \mid u^\tau \), where \( \mid \) indicates the concatenation operation. The utterances from the context \( \mathcal{U} \) are concatenated with special separator tokens \([U]\) and \([T]\) indicating end of utterances and turns⁵.

Fine-tuning

The second step in the pipeline is to fine-tune the model with data from the target domain: dialogue contexts and responses. Since we do not have labeled negative responses and only relevant ones, the remaining responses can be thought of as non-relevant to the dialogue context. Computing the probability of the correct response over all other responses in the dataset would give us \( P(r \mid \mathcal{U}) = \frac{P(\mathcal{U}, r)}{\sum_k P(\mathcal{U}, r_k)} \). Since this computation is prohibitively expensive to calculate, we approximate it using only a few negative samples retrieved by a negative sampling approach.

The negative sampling task is then to: given the dialogue context \( \mathcal{U} \) find challenging responses that are not relevant. This can be seen as a retrieval task as well, where one can approach.

⁴We differentiate this intermediate step to a pre-training step. The transformer-based language models were first pre-trained for their respective language modeling tasks. For example, BERT is pre-trained for next-sentence prediction and masked language modeling and can be later trained to represent queries and documents.

⁵The special tokens \([U]\) and \([T]\) will not have any meaningful representation in the zero-shot setting, but they can be learned in the fine-tuning step.
use a retrieval model to find negatives by applying $f(\mathcal{U}, r)$ for every $r$ in the collection, sorting, and removing $r^*$ from the resulting top negatives. With such a dataset at hand, we continue the training—after the intermediate step—in the same manner as done by the intermediate training step, with the following cross-entropy loss function for a batch with size $B$: \[
J(\mathcal{U}, r, \theta) = -\frac{1}{B} \sum_{i=1}^{B} \left[ f(\mathcal{U}_i, r_i) - \log \sum_{j=1, j \neq i}^{B} e^{f(\mathcal{U}_i, r_j)} \right], \]
where $f(\mathcal{U}, r)$ is the dot-product of the mean pooled representation of the transformer model.

### 3.4 Experimental Setup

In order to compare the different sparse and dense approaches we consider three large-scale information-seeking conversation datasets introduced in Section 2.7.1: MANTIS, MS-Dial, and UDC-DSTC8.

#### 3.4.1 Implementation Details

For BM25 and BM25+RM3 we rely on the pyserini implementations. In order to train \texttt{resp2ctx} expansion methods we rely on the Huggingface transformers library, using the t5-base model. For all methods, we use default hyperparameters from either the original paper or library and perform no parameter optimization. We fine-tune the T5 model for 2 epochs, with a learning rate of 2e-5, weight decay of 0.01, and batch size of 5. When augmenting the responses with \texttt{resp2ctx} we follow docT5query and append three different context predictions, using sampling and keeping the top-10 highest probability vocabulary tokens.

For the zero-shot dense retrieval models, we rely on the SentenceTransformers model releases. The library uses Huggingface transformers for the pre-trained models such as BERT, RoBERTa, MPNet. When fine-tuning the dense retrieval models, we rely on the \texttt{MultipleNegativesRankingLoss}, which accepts a number of hard negatives and also uses the remaining in-batch random negatives to train the model. We use a total of 10 negative samples for dialogue context.

We fine-tune the dense models for a total of 10k steps, and for every 100 steps, we evaluate the models on a re-ranking task that selects the relevant response out of 10 responses. We use the re-ranking validation MAP to select the best model from the whole training to use in evaluation. We use a batch size of 5, with 10% of the training steps as warmup steps. The learning rate is 2e-5 and a weight decay of 0.01. We use the FAISS library to perform the similarity search.

In the follow-up experiments to investigate negative sampling, we denoise negatives (E2) using lists of 100 responses and keep the bottom 10 as negatives. We expand the collection with an external corpus (E5) using ConvoKit. We choose datasets that have similar topics to the information-seeking datasets we use, amounting to a total of 17M non-empty candidate responses. For experiment E6 we generate the negative candidates

---

[1] We refer to this loss as \texttt{MultipleNegativesRankingLoss}.


using Hugginface [363] conversational pipelines, with the pre-trained models DialoGPT-large and blenderbot-400M-distill.

### 3.4.2 Evaluation

To evaluate the effectiveness of the retrieval systems, instead of resorting to the standard evaluation metric in conversation response ranking [113, 319, 384] which is recall at position $K$ with $n$ candidates\(^9\) $R_n@K$, we set $n$ to be the entire collection of answers, and thus we evaluate the model’s effectiveness in finding the correct response out of the whole possible set of responses: $R@K$. While the first-stage retrieval component can be coupled with another re-ranking stage that focuses on precision, we consider here the case where we do not have a re-ranking stage and evaluate the capability of the approaches to perform the task as stand-alone models. For this reason, we use $R@1$ and $R@10$. We perform Student t-tests at a confidence level of 0.95 with Bonferroni correction to compare the statistical significance of methods.

### 3.5 Results

In this section, we first report on both dense and sparse retrieval results. Then we analyze the negative sampling procedure used to train the dense retrieval models.

#### 3.5.1 Sparse Retrieval

In order to compare supervised and unsupervised sparse retrieval methods as well as zero-shot and fine-tuned dense retrieval models, we divided them into four categories as shown in Table 3.1. Each row is a retrieval approach, containing the effectiveness in terms of $R@1$ and $R@10$ for each of the three datasets.

**Does dialogue context expansion via RM3 lead to improvements over no expansion for sparse retrieval?**

BM25+RM3 (row 1b) does not improve over BM25 (1a) on any of the three conversational datasets analyzed. A thorough hyperparameter fine-tuning was performed and no combination of the RM3 hyperparameters outperformed BM25.

A manual analysis of the new terms appended to a sample of 60 dialogue contexts reveals that only 18% of them have at least one relevant term added based on our best judgment. Unlike web search where the query is often incomplete, under-specified, and ambiguous, in the information-seeking datasets employed here the dialogue context (query) is quite detailed and has more terms than the responses (documents).

We hypothesize that because the dialogue contexts are already quite descriptive the task of expansion is trickier in this domain and thus we observe many dialogues for which the terms added are just noise.

**Does response expansion, i.e. resp2ctx, lead to improvements over no expansion for sparse retrieval?**

We find that response expansion helped in two of the three datasets tested. BM25+resp2ctx (2a) outperforms BM25 (1a) in two of the three datasets. Predicting only the last utterance of

\(^{9}\)For example $R_{10}@1$ indicates the number of relevant responses found at the first position when the model has to rank 10 candidate responses.
Table 3.1: Effectiveness of sparse and dense retrieval for the retrieval of responses for dialogues. Bold values indicate the highest recall for each type of approach. Superscripts indicate statistically significant improvements using Students t-test with Bonferroni correction.

<table>
<thead>
<tr>
<th></th>
<th>MANtIS</th>
<th>MSDialog</th>
<th>UDC-DSTC8</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R@1</td>
<td>R@10</td>
<td>R@1</td>
</tr>
<tr>
<td>(0) Random</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td><strong>Unsupervised sparse</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1a) BM25</td>
<td>0.133†</td>
<td>0.299†</td>
<td>0.064†</td>
</tr>
<tr>
<td>(1b) BM25 + RM3</td>
<td>0.073</td>
<td>0.206</td>
<td>0.035</td>
</tr>
<tr>
<td><strong>Supervised sparse</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(2a) BM25 + resp2ctxt</td>
<td>0.135</td>
<td>0.309</td>
<td>0.074</td>
</tr>
<tr>
<td>(2b) BM25 + resp2ctxtlu</td>
<td>0.147†1</td>
<td>0.325†1</td>
<td>0.075†</td>
</tr>
<tr>
<td><strong>Zero-shot dense</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model</td>
<td>ANCE600K–MSCMarco–PR</td>
<td>0.048</td>
<td>0.111</td>
</tr>
<tr>
<td>(3b)</td>
<td>TASS–B600K–MSCMarco–PR</td>
<td>0.062</td>
<td>0.143</td>
</tr>
<tr>
<td>(3c)</td>
<td>Bi–encoder500K–MSCMarco–QA</td>
<td>0.038</td>
<td>0.098</td>
</tr>
<tr>
<td>(3d)</td>
<td>Bi–encoderT215M–mul</td>
<td>0.138</td>
<td>0.297</td>
</tr>
<tr>
<td>(3e)</td>
<td>Bi–encoderR117B–mul</td>
<td>0.155†1</td>
<td>0.341†12</td>
</tr>
<tr>
<td><strong>Fine-tuned dense</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model</td>
<td>Bi–encoderRandom(0)</td>
<td>0.130†</td>
<td>0.307†</td>
</tr>
<tr>
<td>(4b)</td>
<td>Bi–encoderBM25(1a)</td>
<td>0.112</td>
<td>0.271</td>
</tr>
<tr>
<td>(4c)</td>
<td>Bi–encoderBi–encoder(3e)</td>
<td>0.065</td>
<td>0.146</td>
</tr>
</tbody>
</table>

the dialogue (resp2ctxtlu) performs better than predicting the whole utterance, as shown by BM25+resp2ctxtlu’s (2b) higher recall values. For example, in the MANtIS dataset the R@10 goes from 0.309 when using the model trained to predict the dialogue context, to 0.325 when using the one trained to predict only the last utterance of the dialogue context.

In order to understand what the response expansion methods are doing most—term re-weighting or adding novel terms—we present the percentage of novel terms added by both methods in Table 3.2. The table shows that resp2ctxtlu does more term re-weighting than adding new words when compared to resp2ctxt (53% and 70% on average are new words respectively and thus 47% vs 30% are changing the weights by adding existing words), generating overall smaller augmentations (115.45 vs 431.17 on average respectively).

In terms of sparse retrieval, the experiments so far reveal that using a response augmentation technique is a much better baseline than using BM25, which has been used as a strong baseline for comparison with dense models in dialogue benchmarks [178, 317].

### 3.5.2 Dense Retrieval

**Can zero-shot dense retrieval outperform a strong sparse baseline?**

Zero-shot dense retrieval, i.e. no access to target data, beats the strong sparse baseline BM25+resp2ctxt (2b) only when it is fine-tuned on large datasets containing diverse data
Table 3.2: Statistics of the augmentations for the response (document) expansion methods $\text{resp2ctx}$ and $\text{resp2ctx}_{lu}$.

<table>
<thead>
<tr>
<th></th>
<th>MAntIS</th>
<th>MSDialog</th>
<th>UDC-DSTC8</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Context avg length</strong></td>
<td>474.12</td>
<td>426.08</td>
<td>76.95</td>
</tr>
<tr>
<td><strong>Response avg length</strong></td>
<td>42.58</td>
<td>71.38</td>
<td>11.06</td>
</tr>
<tr>
<td><strong>Augmentation average length - $\text{resp2ctx}$</strong></td>
<td>494.23</td>
<td>596.99</td>
<td>202.3</td>
</tr>
<tr>
<td><strong>Augmentation average length - $\text{resp2ctx}_{lu}$</strong></td>
<td>138.5</td>
<td>135.29</td>
<td>72.57</td>
</tr>
<tr>
<td><strong>Percentage of new words - $\text{resp2ctx}$</strong></td>
<td>71%</td>
<td>69%</td>
<td>71%</td>
</tr>
<tr>
<td><strong>Percentage of new words - $\text{resp2ctx}_{lu}$</strong></td>
<td>59%</td>
<td>37%</td>
<td>63%</td>
</tr>
</tbody>
</table>

Including dialogues, as we see by comparing rows (3a–c) and (3e–d) with row (2b) in Table 3.1. For example, while the zero-shot dense retrieval models based only on the MSMarco dataset (3a–c) perform on average 35% worse than the strong sparse baseline (2b) in terms of R@10 for the MSDialog dataset, the zero-shot model trained with 1.17B instances on diverse data (3e) is 68% better than the strong sparse baseline (2b). When using a bigger amount of intermediate training data¹⁰, we see that the zero-shot dense retrieval model (3e) is able to outperform the sparse retrieval baseline by margins of 33% of R@10 on average across the datasets.

As expected, the closer the intermediate training data distribution is to the target domain, the better the dense retrieval model performs. The results indicate that a good zero-shot retrieval model needs to be trained for representation learning on a large set of datasets to outperform strong sparse retrieval baselines. Our results match previous empirical evidence on the effect of the intermediate training step on dense retrieval for different retrieval tasks [240].

Is intermediate training of dense retrieval models helpful or is it sufficient to fine-tune a dense model on the target data?

Intermediate training on a large set of training instances is quite important for learning dense representations. Table 3.3 compares the dense models using either different pre-trained language models with and without using the intermediate data, with a different number of negative sampling procedures.

We see that if we fine-tune mpnet-base directly on the target data, and do not do any intermediate training step the effectiveness drops are significant and substantial as shown when comparing results of 1.17B mul. sources (rows 1–3) vs no intermediate data (rows 4–6) in Table 3.3. For example, in the MANTIS dataset the R@10 goes from 0.307 to 0.172 when using random negative sampling. This also happens for other language models and intermediate datasets, e.g. for bert-base and MSMarco the R@10 goes from 0.205 to 0.092 the MANTIS dataset.

What is the effect of fine-tuning the dense model after the intermediate training?

First, we see that simply using random sampling to find negatives and then fine-tuning the dense retrieval model that had already gone through intermediate training—row (4a)

¹⁰For the full description of the intermediate data see https://huggingface.co/sentence-transformers/all-mpnet-base-v2.
Table 3.3: Effectiveness of fine-tuned dense retrieval models when using different language models and intermediate training for each negative sampling procedures from Table 3.1. Bold indicates the highest value within different negative sampling methods for the same setting. We observe the same phenomena of decreasing effectiveness for better negative sampling methods when using different language models and whether using intermediate training or not.

<table>
<thead>
<tr>
<th>Model</th>
<th>Intermediate data</th>
<th>Neg. Sampler</th>
<th>MANtIS</th>
<th>MSDialog</th>
<th>UDC-DSTC8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bi-encoder&lt;sub&gt;mpnet-base&lt;/sub&gt;</td>
<td>1.17B mul.sources</td>
<td>Random (0)</td>
<td>0.130</td>
<td>0.307</td>
<td>0.168</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BM25 (1a)</td>
<td>0.112</td>
<td>0.271</td>
<td>0.128</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Bi-encoder (3e)</td>
<td>0.065</td>
<td>0.146</td>
<td>0.144</td>
</tr>
<tr>
<td></td>
<td>1.17B mul.sources</td>
<td>Random (0)</td>
<td>0.070</td>
<td>0.172</td>
<td>0.114</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BM25 (1a)</td>
<td>0.043</td>
<td>0.118</td>
<td>0.091</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Bi-encoder (3e)</td>
<td>0.032</td>
<td>0.087</td>
<td>0.083</td>
</tr>
<tr>
<td>Bi-encoder&lt;sub&gt;bert-base&lt;/sub&gt;</td>
<td>500K MSMarco-QA</td>
<td>Random (0)</td>
<td>0.085</td>
<td>0.205</td>
<td>0.138</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BM25 (1a)</td>
<td>0.051</td>
<td>0.130</td>
<td>0.116</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Bi-encoder (3e)</td>
<td>0.043</td>
<td>0.106</td>
<td>0.107</td>
</tr>
<tr>
<td></td>
<td>500K MSMarco-QA</td>
<td>Random (0)</td>
<td>0.029</td>
<td>0.092</td>
<td>0.063</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BM25 (1a)</td>
<td>0.017</td>
<td>0.057</td>
<td>0.040</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Bi-encoder (3e)</td>
<td>0.011</td>
<td>0.041</td>
<td>0.034</td>
</tr>
</tbody>
</table>

Do harder negative samples lead to more effective fine-tuning of dense models? Surprisingly we found that using more effective models to select negative candidates is detrimental to the effectiveness of the dense retrieval model (rows 4a–c). We observe this phenomenon when using different language models and whether using intermediate training or not for all datasets tested, as shown in Table 3.3. We performed an experiment with an alternative contrastive loss [125] that employs in-batch negative sampling, and we observe that the same behaviour regardless of the loss function\(^\text{11}\).

Based on brainstorming sessions and discussions the authors of the paper that originated this chapter had with other IR researchers a set of hypotheses was formed that could explain why this phenomenon might be happening. Next, we explore the three resulting hypotheses with six additional experiments.

\(^{11}\)Other loss functions were also tested and resulted in the same effectiveness for the negative samplers: Random >> BM25 >> Bi-encoder.
3.5.3 Dense Retrieval: Negative Sampling

We investigated the following hypotheses that could explain the observed phenomena of decreasing effectiveness for better negative sampling functions:

**H1**: False negative samples increase when using better negative sampling methods. False negatives are responses that are potentially valid for the context. Such relevant responses sampled will lead to unlearning relevant matches between context and responses as they receive negative labels. Example retrieved by the Bi-encoder model (line 3e of Table 3.1):

<table>
<thead>
<tr>
<th>Dialogue context (𝒰):</th>
<th>hey... how long until dapper comes out? [U] 14 days [...] [U] i thought it was coming out tonight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correct response (𝑟+):</td>
<td>just kidding couple hours</td>
</tr>
<tr>
<td>Negative sample (𝑟−):</td>
<td>there is a possibility dapper will be delayed [...] meanwhile, dapper discussions should occur in ubuntu+1</td>
</tr>
</tbody>
</table>

**H2**: Confusing negative samples increases when using better negative sampling methods. They are not relevant, i.e. a valid response to the context, but they are semantically or lexically identical to (or exact matches or part of) the context. Such samples will lead to representations of similar sentences being far apart in the embedding space. Example of a partial match retrieved by BM25 (line 1a of Table 3.1):

<table>
<thead>
<tr>
<th>Dialogue context (𝒰):</th>
<th>can any one help me im trying to install some thing and i get this error GTK... configure: error: Package requirements (gtk+-2.0 [U] perhaps sudo apt-get install libgtk2.0-dev [U] any way to tell it to install all dependencies too</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correct response (𝑟+):</td>
<td>what do you mean, it won’t compile if you don’t have the dependencies</td>
</tr>
<tr>
<td>Negative sample (𝑟−):</td>
<td>sudo apt-get install libgtk2.0-dev</td>
</tr>
</tbody>
</table>

**H3**: There is a lack of informative negative samples, i.e. responses that are more informative than random negative responses for training, for the dialogue contexts in each dataset. Informative negative samples are ideally the ones that (I) have lexical matches with the dialogue context¹² and are not semantically relevant or (II) give the impression that it is a natural and fluent response to the last utterance of the dialogue context but are not semantically relevant. Examples of potentially informative negative samples¹³:

¹²Unlike H2, they are not subsets of continuous parts of the context.
¹³The negative from a different collection was selected from reddit/r/onedrive dialogues. The generated negative sample was made using DialoGPT-large for the dialogue context.
3.5 Results

**Dialogue context (𝒰):** I had my iPhone swapped out by Apple and after reinstalling my apps, signing in, etc, I noticed my OneDrive app was saying "Be sure you’re connected to cellular or wifi"... and it is. I’ve signed out and back in... removed and re added the app... etc no dice. Anyone have any suggestions?

**Correct response (𝑟⁺):** Hi, I realized the inconvenience you are experiencing. Is the issue specific to OneDrive app or with other apps as well? First, update iOS on your device. Then, make sure you’ve installed any available updates to the app. [...] 

**Different collection negative sample (𝑟⁻):** I love OneDrive, have used it for years with no issues. I believe a lot of people have issues because they don’t understand how it works, they don’t read the instructions [...].

**Generated negative sample (𝑟⁻):** I had the same problem. I had to uninstall and reinstall the app.

In order to test our hypotheses we perform the following experiments, each one geared towards investigating one hypothesis:

**E1:** Annotate the relevance of a subset of negative samples to check whether the number of false negatives increases with better negative sampling functions (H1).

**E2:** Instead of using the top-ranked responses as negative responses, we use the bottom responses of the top-ranked responses as negatives¹⁴. This decreases the chances of obtaining false positives and if \( k \) is small such as 100, it will not render the sampling procedure to random (H1).

**E3:** Remove negative samples that are subsets of the context when training dense models and compare their effectiveness with the original negative samples (H2).

**E4:** Use only the last utterance to retrieve negative samples, this will make it less likely that a response is an exact match with the entire dialogue context (H2).

**E5:** Compare the effectiveness of models when using a corpus of responses for negative sampling which has additional responses from external corpora, that are potentially more informative than the ones from the original dataset (H3).

**E6:** Generate negative samples using a generative language model and compare the effectiveness of this model against using retrieved negative samples (H3).

Our findings for the six experiments (E1–E6) are displayed in Table 3.4. Bold values indicate positive evidence for their respective hypothesis. In the first experiment (E1), we manually annotated the relevance of 270 pairs of dialogue context and negative samples (3 datasets × 3 dialogue contexts × 10 negative samples × 3 negative sampling method). We found that indeed the number of false positives increases when using better negative sampling approaches, providing positive evidence for the hypothesis that false positives are detrimental to the training of the dense retrieval models. For the second experiment (E2) we employ a denoising technique that uses the bottom negative samples from the top-k list instead of the first. We found that the effectiveness improves by large margins when

¹⁴As an example, when we retrieve \( k = 100 \) responses, instead of using responses ranked 1 to 10 we use responses ranked 91 to 100.
Table 3.4: Experiments to examine why better negatives sampling procedures lead to worse dense retrieval results. Bold indicates positive evidence for the corresponding hypothesis. We present the R@1 and R@10 for the condition presented and the absence of the condition for E2–E5.

<table>
<thead>
<tr>
<th>Negative Sampler</th>
<th>MANtIS R@1</th>
<th>MDialg R@1</th>
<th>UDC-DSTC8 R@1</th>
<th>MANtIS R@10</th>
<th>MDialg R@10</th>
<th>UDC-DSTC8 R@10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random (0)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>BM25 (1a)</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Bi-encoder (3e)</td>
<td>11</td>
<td>4</td>
<td>15</td>
<td>11</td>
<td>4</td>
<td>15</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Negative Sampler</th>
<th>Condition</th>
<th>R@1</th>
<th>R@10</th>
<th>R@1</th>
<th>R@10</th>
<th>R@1</th>
<th>R@10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random (0)</td>
<td></td>
<td>0.130</td>
<td>0.307</td>
<td>0.168</td>
<td>0.316</td>
<td>0.050</td>
<td>0.128</td>
</tr>
<tr>
<td>BM25 (1a)</td>
<td></td>
<td>0.112</td>
<td>0.271</td>
<td>0.128</td>
<td>0.316</td>
<td>0.027</td>
<td>0.087</td>
</tr>
<tr>
<td>Bi-encoder (3e)</td>
<td></td>
<td>0.065</td>
<td>0.146</td>
<td>0.144</td>
<td>0.306</td>
<td>0.018</td>
<td>0.051</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Negative Sampler</th>
<th>Condition</th>
<th>R@1</th>
<th>R@10</th>
<th>R@1</th>
<th>R@10</th>
<th>R@1</th>
<th>R@10</th>
</tr>
</thead>
<tbody>
<tr>
<td>BM25 (1a)</td>
<td></td>
<td>0.112</td>
<td>0.271</td>
<td>0.128</td>
<td>0.316</td>
<td>0.027</td>
<td>0.087</td>
</tr>
<tr>
<td>Bi-encoder (3e)</td>
<td></td>
<td>0.065</td>
<td>0.146</td>
<td>0.144</td>
<td>0.306</td>
<td>0.018</td>
<td>0.051</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Negative Sampler</th>
<th>Condition</th>
<th>R@1</th>
<th>R@10</th>
<th>R@1</th>
<th>R@10</th>
<th>R@1</th>
<th>R@10</th>
</tr>
</thead>
<tbody>
<tr>
<td>BM25 (1a)</td>
<td></td>
<td>0.123</td>
<td>0.270</td>
<td>0.160</td>
<td>0.360</td>
<td>0.030</td>
<td>0.078</td>
</tr>
<tr>
<td>Bi-encoder (3e)</td>
<td></td>
<td>0.065</td>
<td>0.146</td>
<td>0.144</td>
<td>0.306</td>
<td>0.018</td>
<td>0.051</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Negative Sampler</th>
<th>Condition</th>
<th>R@1</th>
<th>R@10</th>
<th>R@1</th>
<th>R@10</th>
<th>R@1</th>
<th>R@10</th>
</tr>
</thead>
<tbody>
<tr>
<td>BM25 (1a)</td>
<td></td>
<td>0.123</td>
<td>0.270</td>
<td>0.160</td>
<td>0.360</td>
<td>0.030</td>
<td>0.078</td>
</tr>
<tr>
<td>Bi-encoder (3e)</td>
<td></td>
<td>0.065</td>
<td>0.146</td>
<td>0.144</td>
<td>0.306</td>
<td>0.018</td>
<td>0.051</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Negative Sampler</th>
<th>Corpus to retrieve</th>
<th>R@1</th>
<th>R@10</th>
<th>R@1</th>
<th>R@10</th>
<th>R@1</th>
<th>R@10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random (0)</td>
<td>target only</td>
<td>0.130</td>
<td>0.307</td>
<td>0.168</td>
<td>0.387</td>
<td>0.050</td>
<td>0.128</td>
</tr>
<tr>
<td>BM25 (1a)</td>
<td>target only</td>
<td>0.112</td>
<td>0.271</td>
<td>0.128</td>
<td>0.316</td>
<td>0.027</td>
<td>0.087</td>
</tr>
<tr>
<td>Bi-encoder (3e)</td>
<td>target only</td>
<td>0.065</td>
<td>0.146</td>
<td>0.144</td>
<td>0.306</td>
<td>0.018</td>
<td>0.051</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Negative Sampler</th>
<th>Corpus to retrieve</th>
<th>R@1</th>
<th>R@10</th>
<th>R@1</th>
<th>R@10</th>
<th>R@1</th>
<th>R@10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random (0)</td>
<td>target only</td>
<td>0.130</td>
<td>0.307</td>
<td>0.168</td>
<td>0.387</td>
<td>0.050</td>
<td>0.128</td>
</tr>
<tr>
<td>BM25 (1a)</td>
<td>target only</td>
<td>0.112</td>
<td>0.271</td>
<td>0.128</td>
<td>0.316</td>
<td>0.027</td>
<td>0.087</td>
</tr>
<tr>
<td>Bi-encoder (3e)</td>
<td>target only</td>
<td>0.065</td>
<td>0.146</td>
<td>0.144</td>
<td>0.306</td>
<td>0.018</td>
<td>0.051</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Negative Sampler</th>
<th></th>
<th>R@1</th>
<th>R@10</th>
<th>R@1</th>
<th>R@10</th>
<th>R@1</th>
<th>R@10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random (0)</td>
<td></td>
<td>0.130</td>
<td>0.307</td>
<td>0.168</td>
<td>0.387</td>
<td>0.050</td>
<td>0.128</td>
</tr>
<tr>
<td>BM25 (1a)</td>
<td></td>
<td>0.112</td>
<td>0.271</td>
<td>0.128</td>
<td>0.316</td>
<td>0.027</td>
<td>0.087</td>
</tr>
<tr>
<td>Bi-encoder (3e)</td>
<td></td>
<td>0.065</td>
<td>0.146</td>
<td>0.144</td>
<td>0.306</td>
<td>0.018</td>
<td>0.051</td>
</tr>
<tr>
<td>GenNegatives Blenderbot-400M-distill</td>
<td></td>
<td>0.109</td>
<td>0.267</td>
<td>0.142</td>
<td>0.348</td>
<td>0.050</td>
<td>0.134</td>
</tr>
<tr>
<td>GenNegatives DialoGPT-large</td>
<td></td>
<td>0.103</td>
<td>0.260</td>
<td>0.154</td>
<td>0.363</td>
<td>0.046</td>
<td>0.123</td>
</tr>
</tbody>
</table>
using the dense model to find negatives in all three datasets. In two datasets (MANtIS and MSDialog) we find that the denoised negative sampling of the Bi-encoder yields statistically significant improvements over Random (0.316 R@10 vs 0.307 R@10 for MANtIS and 0.397 R@10 vs 0.387 for MSDialog). The results for the second experiment are thus additional positive evidence for the hypothesis that false positives are detrimental.

In the third experiment (E3), by allowing the negative samples to be subsets of the dialogue context, we expect the effectiveness of the model to drop by large margins since the number of confusing negative samples increases. This was not the case. The results indicate that possibly confusing negative samples with exact matches with the dialogue context was not detrimental. For the fourth experiment (E4) we expected that when using only the last utterance of the dialogue to find negatives, we would decrease the number of confusing negatives. This was the case for training the model with the bi-encoder as the negative sampler.

In the final two experiments, we tested whether we could find more informative samples by using an expanded corpus of responses (E5) and by using generated negative responses (E6). We found that using the larger corpus was beneficial when using the bi-encoder negative sampler, showing that we can possibly find more informative negative samples when using larger data. We found however that the generated negative responses from both models were not effective, as random samples from the corpus lead to better effectiveness when training the dense retrieval model.

Overall we see that we have the most evidence for the first hypothesis (H1) of false negatives degrading the training procedure. The problems of false negatives when using harder negatives has been discussed before for other retrieval tasks [104, 271], and we find evidence here on the conversational task that matches prior works on denoising the hard negatives. Other hypotheses (H2 and H3) had partial positive evidence, which suggests that they could also be a potential source of difficulty when training dense models with harder negatives. In conclusion, we demonstrate that a denoising strategy to remove false negative samples is required to train dense models for ranking responses for conversations when taking into account hard negative samples.

3.6 Limitations
One of the limitations of our study is that recent and more complex techniques that improve supervised sparse retrieval were not considered. doc2query does term re-weighting and expansion of the documents, but it does not modify the queries. Approaches that perform weighting and expansion for both the queries and documents [94]—predicting the weights of every token in the vocabulary regardless if they appear in the inputs or not—might be able to achieve better performance and close the gap or even surpass dense retrieval models in our domain.

3.7 Conclusions
We explored sparse and dense techniques that retrieve responses out of the entire collection available—in contrast to most prior work in response ranking for dialogues which are typically set up as a re-ranking task. The expansion of responses, i.e. resp2ctxtlu showed to be a strong baseline for sparse retrieval. We also find that dense retrieval needs large
datasets in order to beat a strong sparse retrieval baseline in the zero-shot setting.

Our findings also suggest that fine-tuning a bi-encoder dense retrieval model after intermediate training is the best-performing method for the task of full-rank retrieval of responses for dialogues. We finish our experiments with a thorough analysis of negative sampling methods, exploring different hypotheses that could explain why harder negatives lead to worse effectiveness for the dense methods.

This chapter answers our first main research question of the thesis (M-RQ1), showing that a bi-encoder model is a strong baseline for the retrieval of responses for conversational search. We showed that most findings from other tasks such as passage retrieval translate to the retrieval of responses for dialogues. In terms of the multi-stage pipeline described in Figure 1.6, we focused in this chapter on first-stage approaches for conversational search. For the next two chapters, we move to the second main research question (M-RQ2) of the thesis and focus on the second-stage re-ranking step.
In this chapter, we focus on the second stage of the multi-stage pipeline for conversational search and explore how different notions of difficulty can improve re-rankers. In order to do so we rely on curriculum learning. This technique can be used to improve neural models’ effectiveness by sampling batches non-uniformly, going from easy to difficult instances during training. In the context of neural information retrieval curriculum learning has not been explored yet, and so it remains unclear (1) how to measure the difficulty of training instances and (2) how to transition from easy to difficult instances during training. In order to deal with challenge (1), we explore scoring functions to measure the difficulty of conversations based on different input spaces. To address challenge (2) we evaluate different pacing functions, which determine the velocity at which we go from easy to difficult instances. We find that, overall, by just intelligently sorting the training data (i.e., by performing curriculum learning) we can improve the retrieval effectiveness by up to 2%. The code required to reproduce this chapter is available at https://github.com/Guzpenha/transformers_cl.

This chapter is based on the following paper:

4 Difficulty Notions when Training Response Re-rankers

4.1 Introduction

Curriculum Learning (CL) is motivated by the way humans teach complex concepts: teachers impose a certain order of the material during students’ education. Following this guidance, students can exploit previously learned concepts to learn new ones. This idea was initially applied to machine learning over two decades ago [87] as an attempt to use a similar strategy in the training of a recurrent network by starting small and gradually learning more difficult examples. More recently, Bengio et al. [31] provided additional evidence that curriculum strategies can benefit neural network training with experimental results on different tasks such as shape recognition and language modeling. Since then, empirical successes were observed for several computer vision [124, 357] and natural language processing (NLP) tasks [295, 313, 396].

In supervised machine learning, a function is learned by the learning algorithm (the student) based on inputs and labels provided by the teacher. The teacher typically samples randomly from the entire training set. In contrast, CL imposes a structure on the training set based on a notion of difficulty of instances, presenting to the student easy instances before difficult ones. When defining a CL strategy we face two challenges that are specific to the domain and task at hand [124]: (1) arranging the training instances by a sensible measure of difficulty, and, (2) determining the pace in which to present instances—going over easy instances too fast or too slow might lead to ineffective learning.

We conduct here an empirical investigation into those two challenges in the context of IR. Estimating relevance—a notion based on human cognitive processes—is a complex and difficult task at the core of IR, and it is still unknown to what extent CL strategies are beneficial for neural ranking models. This is the question we aim to answer in our work.

Given a set of queries—for instance user utterances, search queries, or questions in natural language—and a set of documents—for instance responses, web documents, or passages—neural ranking models learn to distinguish relevant from non-relevant query-document pairs by training on a large number of labeled training pairs. Neural models had for some time struggled to display significant and additive gains in IR [375]. In a short time though, BERT [80] (released in late 2018) and its derivatives (e.g. XLNet [379], RoBERTa [201]) have proven to be remarkably effective for a range of NLP tasks. The recent breakthroughs of these large and heavily pre-trained language models have also benefited IR [376, 377, 381].

In our work we focus on the challenging IR task of conversation response ranking [367], where the query is the dialogue history and the documents are the candidate responses of the agent. The set of responses is not generated on the go, they must be retrieved from a comprehensive dialogue corpus. A number of deep neural ranking models have recently been proposed for this task [320, 367, 374, 398, 402], which is more complex than retrieval for single-turn interactions, as the ranking model has to determine where the important information is in the previous user utterances and how it is relevant to the current information need of the user. Due to the complexity of the relevance estimation problem displayed in this task, we argue it to be a good test case for curriculum learning in IR.

In order to tackle the first challenge of CL (determine what makes an instance difficult) we contribute different scoring functions that determine the difficulty of query-document pairs based on four different input spaces: conversation history \( \mathcal{U} \), candidate responses \( \mathcal{R} \), both \( \mathcal{U} , \mathcal{R} \), and \( \mathcal{U} , \mathcal{R} , \mathcal{Y} \), where \( \mathcal{Y} \) are relevance labels for the responses. To
address the second challenge (determine the pace to move from easy to difficult instances) we contribute different pacing functions that serve easy instances to the learner for more or less time during the training procedure. We empirically explore how the curriculum strategies perform for two different response ranking datasets when compared against vanilla (no curriculum) fine-tuning of BERT for the task. Our main findings are that (i) CL improves retrieval effectiveness when we use difficulty criteria based on a supervised model that uses all the available information \(\mathcal{U}, \mathcal{R}, \mathcal{Y}\), (ii) it is best to give the model more time to assimilate harder instances during training by introducing difficult instances in earlier iterations, and, (iii) the CL gains over the no CL baseline are spread over different conversation domains, lengths of conversations and measures of conversation difficulty.

4.2 Related Work
In this section, we first review neural ranking models followed by curriculum learning approaches in diverse fields.

4.2.1 Neural Ranking Models
Over the past few years, the IR community has seen a great uptake of the many flavors of deep learning for all kinds of IR tasks such as ad-hoc retrieval, question answering, and conversation response ranking. Unlike traditional learning to rank (LTR) [200] approaches in which we manually define features for queries, documents and their interaction, neural ranking models learn features directly from the raw textual data. Neural ranking approaches can be roughly categorized into representation-focused [138, 301, 349] and interaction-focused [120, 350]. The former learn query and document representations separately and then computes the similarity between the representations. In the latter approach, first, a query-document interaction matrix is built, which is then fed to neural net layers. Estimating relevance directly based on interactions, i.e. interaction-focused models, has shown to outperform representation-based approaches on several tasks [137, 235].

Transfer learning via large pre-trained Transformers [343]—the prominent case being BERT [80]—has led to remarkable empirical successes on a range of NLP problems. The BERT approach to learning textual representations has also significantly improved the performance of neural models for several IR tasks [270, 297, 376, 377, 381], that for a long time struggled to outperform classic IR models [375]. In this work, we use the no-CL BERT as a strong baseline for the conversation response ranking task.

4.2.2 Curriculum Learning
Following a curriculum that dictates the ordering and content of the educational material is prevalent in the context of human learning. With such guidance, students can exploit previously learned concepts to ease the learning of new and more complex ones. Inspired by cognitive science research [293], researchers posed the question of whether a machine learning algorithm could benefit, in terms of learning speed and effectiveness, from a similar curriculum strategy [31, 87]. Since then, positive evidence for the benefits of curriculum training, i.e. training the model using easy instances first and increasing the difficulty during the training procedure, has been empirically demonstrated in different machine learning problems, e.g. image classification [110, 124], machine translation [171, 260, 396]
and answer generation [199].

Processing training instances in a meaningful order is not unique to CL. Another related branch of research focuses on dynamic sampling strategies [42, 53, 174, 302], which, unlike CL that requires a definition of what is easy and difficult before training starts, estimates the importance of instances during the training procedure. Self-paced learning [174] simultaneously selects easy instances to focus on and updates the model parameters by solving a biconvex optimization problem. A seemingly contradictory set of approaches give more focus to difficult or more uncertain instances. In active learning [53, 65, 331], the most uncertain instances with respect to the current classifier are employed for training. Similarly, hard example mining [302] focuses on difficult instances, measured by the model loss or magnitude of gradients for instance. Boosting [42, 394] techniques give more weight to difficult instances as training progresses. In this work, we focus on CL, which has been more successful in neural models, and leave the study of dynamic sampling strategies in neural IR as future work.

The most critical part of using a CL strategy is defining the difficulty metric to sort instances by. The estimation of instance difficulty is often based on our prior knowledge of what makes each instance difficult for a certain task and thus is domain-dependent (cf. Table 4.1 for curriculum examples). CL strategies have not been studied yet in neural ranking models. To our knowledge, CL has only been employed in IR within the LTR framework, using LambdaMart [47], for ad-hoc retrieval by Ferro et al. [93]. However, no effectiveness improvements over randomly sampling training data were observed. The representation of the query, document, and their interactions in the traditional LTR framework is dictated by the manually engineered input features. We argue that neural ranking models, which learn how to represent the input, are better suited for applying CL in order to learn increasingly more complex concepts.

Table 4.1: Difficulty measures used in the curriculum learning literature.

<table>
<thead>
<tr>
<th>Difficulty criteria</th>
<th>Tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sentence length</strong></td>
<td>machine translation [260], language generation [313], reading comprehension [383]</td>
</tr>
<tr>
<td><strong>Word rarity</strong></td>
<td>machine translation [260, 396], language modeling [31]</td>
</tr>
<tr>
<td><strong>External model confidence</strong></td>
<td>machine translation [396], image classification [124, 357], ad-hoc retrieval [93]</td>
</tr>
<tr>
<td><strong>Supervision signal intensity</strong></td>
<td>facial expression recognition [116], ad-hoc retrieval [93]</td>
</tr>
<tr>
<td><strong>Noise estimate</strong></td>
<td>speaker identification [275], image classification [56]</td>
</tr>
<tr>
<td><strong>Human annotation</strong></td>
<td>image classification [335] (through weak supervision)</td>
</tr>
</tbody>
</table>
4.3 Curriculum Learning: Easy First Difficult Later

Before introducing our experimental framework (i.e., the scoring functions and the pacing functions we investigate), let us first formally introduce the specific IR task we explore—a choice dictated by the complex nature of the task (compared to e.g. ad-hoc retrieval) and the availability of large-scale training resources such as MSDialog [268].

4.3.1 Problem Definition: Re-ranking

This is the typical conversation response ranking problem as defined in Section 2.6.1, with a small set of candidate responses, i.e. re-ranking step.

4.3.2 Framework

When training neural networks, the common training procedure is to divide the dataset \( \mathcal{D} \) into \( \mathcal{D}_{\text{train}}, \mathcal{D}_{\text{dev}}, \mathcal{D}_{\text{test}} \) and randomly (i.e., uniformly—every sample has the same likelihood of being sampled) sample mini-batches \( \mathcal{B} = \{(\mathcal{U}_i, \mathcal{R}_i, \mathcal{Y}_i)\}_{i=1}^b \) of \( b \) instances from \( \mathcal{D}_{\text{train}} \) where \( b \) is way smaller than the collection size, and perform an optimization procedure sequentially in \( \{\mathcal{B}_1, \ldots, \mathcal{B}_B\} \). The CL framework employed here is inspired by previous works [260, 357]. It is defined by two functions: the scoring function which determines the difficulty of instances and the pacing function which controls the pace with which to transition from easy to hard instances during training. More specifically, the scoring function \( f_{\text{score}}(\mathcal{U}_i, \mathcal{R}_i, \mathcal{Y}_i) \), is used to sort the training dataset. The pacing function \( f_{\text{pace}}(s) \) determines the percentage of the sorted dataset available for sampling according to the current training step \( s \) (one forward pass plus one backward pass of a batch is considered to be one step). The neural ranking model samples uniformly from the initial \( f_{\text{pace}}(s) \cdot |\mathcal{D}_{\text{train}}| \) instances sorted by \( f_{\text{score}} \), while the rest of the dataset is not available for sampling. During training \( f_{\text{pace}}(s) \) goes from \( \delta \) (percentage of initial training data) to 1 when \( s = \tau \). Both \( \delta \) and \( \tau \) are hyperparameters. We provide an illustration of the process in Figure 4.1.

![Figure 4.1: Our curriculum learning framework is defined by two functions. The scoring function \( f_{\text{score}}(\text{instance}) \) defines the instances’ difficulty (darker/lighter blue indicate higher/lower difficulty). The pacing function \( f_{\text{pace}}(s) \) indicates the percentage of the dataset available for sampling according to the training step \( s \).](image-url)
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Table 4.2: Overview of our curriculum learning scoring functions.

<table>
<thead>
<tr>
<th>Input Space</th>
<th>Name</th>
<th>Definition</th>
<th>Difficulty notion</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline</td>
<td><strong>random</strong></td>
<td>$f_{\text{score}} = \text{Uniform}(0,1)$</td>
<td></td>
</tr>
<tr>
<td>($\mathcal{U}$)</td>
<td># turns</td>
<td>$f_{\text{score}}(\mathcal{U}) =</td>
<td>\mathcal{U}</td>
</tr>
<tr>
<td></td>
<td># words</td>
<td>$f_{\text{score}}(\mathcal{U}) = \frac{\sum_{i=0}^{</td>
<td>\mathcal{U}</td>
</tr>
<tr>
<td>($\mathcal{R}$)</td>
<td># words</td>
<td>$f_{\text{score}}(\mathcal{R}) = \frac{\sum_{i=0}^{</td>
<td>\mathcal{R}</td>
</tr>
<tr>
<td>($\mathcal{U}, \mathcal{R}$)</td>
<td>$\sigma_{\text{SM}}$</td>
<td>$f_{\text{score}}(\mathcal{U}, \mathcal{R}) = \sqrt{\frac{\sum_{i=0}^{</td>
<td>\mathcal{R}</td>
</tr>
<tr>
<td></td>
<td>$\sigma_{\text{BM25}}$</td>
<td>$f_{\text{score}}(\mathcal{U}, \mathcal{R}) = \sqrt{\frac{\sum_{i=0}^{</td>
<td>\mathcal{R}</td>
</tr>
<tr>
<td>($\mathcal{U}, \mathcal{R}, \mathcal{Y}$)</td>
<td>$\text{BERT}_{\text{pred}}$</td>
<td>$f_{\text{score}}(\mathcal{U}, \mathcal{R}, \mathcal{Y}) = - \text{BERT}<em>{\text{pred}}(\mathcal{U}, r_i^+ - \text{BERT}</em>{\text{pred}}(\mathcal{U}, r_i^-))$</td>
<td>model confidence</td>
</tr>
<tr>
<td></td>
<td>$\text{BERT}_{\text{loss}}$</td>
<td>$f_{\text{score}}(\mathcal{U}, \mathcal{R}, \mathcal{Y}) = \frac{\sum_{i=0}^{</td>
<td>\mathcal{R}</td>
</tr>
</tbody>
</table>

#### 4.3.3 Scoring Functions

In order to measure the difficulty of a training triplet composed of $(\mathcal{U}_i, \mathcal{R}_i, \mathcal{Y}_i)$, we define scoring functions that use different parts of the input space: functions that leverage (i) the text in the dialogue history $\{\mathcal{U}\}$ (ii) the text in the response candidates $\{\mathcal{R}\}$ (iii) interactions between them, i.e., $\{\mathcal{U}, \mathcal{R}\}$, and, (iv) all available information including the labels for the training set, i.e., $\{\mathcal{U}, \mathcal{R}, \mathcal{Y}\}$. The seven¹ scoring functions we propose are defined in Table 4.2; we now provide intuitions of why we believe each function to capture some notion of instance difficulty.

- **# turns($\mathcal{U}$) and # words($\mathcal{U}$):** The important information in the context can be spread over different utterances and words. Bigger dialogue contexts mean there are more places where the important part of the user information need can be spread over.

- **# words($\mathcal{R}$):** Longer responses can distract the model as to which set of words or sentences are more important for matching. Previous work shows that it is possible to fool machine reading models by creating longer documents with additional distracting sentences [148].

- **$\sigma_{\text{SM}}(\mathcal{U}, \mathcal{R})$ and $\sigma_{\text{BM25}}(\mathcal{U}, \mathcal{R})$:** Inspired by query performance prediction [303], we use the variance of retrieval scores to estimate the amount of heterogeneity of information, i.e. diversity, in the response candidate. Homogeneous ranked lists are considered to be easy. We deploy a semantic matching model (SM) and BM25 to capture both semantic correspondences and keyword matching [276]. SM is the average cosine similarity between the first $k$ words from $\mathcal{U}$ (concatenated utterances) with the first $k$ words from $r$ using pre-trained word embeddings.

¹The function random is the baseline—instances are sampled uniformly (no CL).
• $\text{BERT}_{\text{pred}}(\mathcal{U}, \mathcal{R}, \mathcal{Y})$ and $\text{BERT}_{\text{loss}}(\mathcal{U}, \mathcal{R}, \mathcal{Y})$: Inspired by CL literature [124], we use external model prediction confidence scores as a measure of difficulty\(^2\). We fine-tune BERT [80] on $\mathcal{D}_{\text{train}}$ for the conversation response ranking task. For $\text{BERT}_{\text{pred}}$ easy dialogue contexts are the ones that the BERT confidence score for the positive response $r^+$ candidate is higher than the confidence for the negative response candidate $r^-$. The higher the difference the easier the instance is. For $\text{BERT}_{\text{loss}}$ we consider the loss of the model to be an indicator of the difficulty of an instance.

![Figure 4.2: Example of pacing functions with $\delta = 0.33$ (fraction of data used at the beginning of training) and $T = 1000$ (total of iterations).](image)

4.3.4 Pacing Functions

Assuming that we know the difficulty of each instance in our training set, we still need to define how are we going to transition from easy to hard instances. We use the concept of pacing functions $f_{\text{pace}}(s)$; they should each have the following properties [260, 357]: (i) start at an initial value of training instances $f_{\text{pace}}(0) = \delta$ with $\delta > 0$, so that the model has a number of instances to train in the first iteration, (ii) be non-decreasing, so that harder instances are added to the training set, and, (iii) eventually all instances are available for sampling when it reaches $T$ iterations, $f_{\text{pace}}(T) = 1$.

As intuitively visible in Figure 4.2, we opted for pacing functions that introduce more difficult instances at different paces—while $\text{root}_{10}$ introduces difficult instances very early (after 125 iterations, 80% of all training data is available), $\text{geom\_progression}$ introduces them very late (80% is available after ~ 800 iterations). We consider four different types of pacing functions, formally defined in Table 4.3. The $\text{step}$ function [31, 124, 310] divides the data into $S$ fixed-sized groups, and after $\frac{T}{S}$ iterations a new group of instances is added, where $S$ is a hyperparameter. A more gradual transition was proposed by Platanios et al. [260], by adding a percentage of the training dataset linearly with respect to the total of CL iterations $T$, and thus the slope of the function is $\frac{1-\delta}{T}$ ($\text{linear}$ function). They also

\(^2\)We note, that using BM25 average precision as a scoring function failed to outperform the baseline.
Table 4.3: Overview of our curriculum learning pacing functions. $\delta$ and $T$ are hyperparameters.

<table>
<thead>
<tr>
<th>Pacing function</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline_training</td>
<td>$f_{pace}(s) = 1$</td>
</tr>
<tr>
<td>step</td>
<td>$f_{pace}(s) = \begin{cases} \delta, &amp; \text{if } s \leq T \cdot 0.33 \ 0.66, &amp; \text{if } s &gt; T \cdot 0.33, s \leq T \cdot 0.66 \ 1, &amp; \text{if } s &gt; T \cdot 0.66 \end{cases}$</td>
</tr>
<tr>
<td>root</td>
<td>$f_{pace}(s, n) = \min\left(1, \left(\frac{1 - \delta}{T} + \delta^{\frac{1}{n}}\right)^n\right)$</td>
</tr>
<tr>
<td>linear</td>
<td>$f_{pace}(s, n) = \text{root}(s, 1)$</td>
</tr>
<tr>
<td>root_n</td>
<td>$f_{pace}(s, n) = \text{root}(s, n)$</td>
</tr>
<tr>
<td>geom_progression</td>
<td>$f_{pace}(s) = \min\left(1, 2^{\frac{\log_2(1 - \log_2\delta)}{T} + \log_2\delta}\right)$</td>
</tr>
</tbody>
</table>

proposed root_n functions motivated by the fact that difficult instances will be sampled less as the training data grows in size during training. By making the slope inversely proportional to the current training data size, the model has more time to assimilate difficult instances. Finally, we propose the use of a geometric progression that instead of quickly adding difficult examples, gives easier instances more training time.

### 4.4 Experimental Setup

In order to test curriculum learning approaches we consider two\(^4\) large-scale information-seeking conversation datasets introduced in Section 2.7.1: MANtIS and MSDialog.

#### 4.4.1 Implementation Details

As a strong neural ranking model for our experiments, we employ BERT [80] for the conversational response ranking task. We follow recent research in IR that employed fine-tuned BERT for retrieval tasks [236, 377] and obtain strong baseline (i.e., no CL) results for our task. The best model by Yang et al. [374], which relies on external knowledge sources for MSDialog, achieves a MAP of 0.68 whereas our BERT baselines reach a MAP of 0.71 (cf. Table 4.4). We fine-tune BERT\(^4\) for sentence classification, using the [CLS] token\(^5\); the input is the concatenation of the dialogue context and the candidate response separated by [SEP] tokens. When training BERT we employ a balanced number of relevant and non-relevant context and response pairs\(^6\). We use cross entropy loss and the Adam optimizer [168] with a learning rate of $5e-5$ and $\epsilon = 1e-8$, the default hyperparameters.

For $\sigma_{SM}$, as word embeddings, we use pre-trained fastText\(^7\) embeddings with 300 di-

---

\(^4\)The experiments of this chapter were performed when the UDC-DSTC8 dataset was not yet released.

\(^5\)We use the PyTorch-Transformers implementation https://github.com/huggingface/pytorch-transformers and resort to bert-base-uncased with default settings.

\(^6\)The BERT authors suggest [CLS] as a starting point for sentence classification tasks [80].

\(^7\)We observed similar results to training with a 1 to 10 ratio in initial experiments.

\[^{7}]https://fasttext.cc/docs/en/crawl-vectors.html
dimensions and a maximum length of $k = 20$ words of dialogue contexts and responses. For $\sigma_{BM25}$, we use default values of $k_1 = 1.5$, $b = 0.75$ and $\epsilon = 0.25$. For CL, we fix $T$ as 90% percent of the total training iterations—this means that we continue training for the final 10% of iterations after introducing all samples—and the initial number of instances $\delta$ as 33% of the data to avoid sampling the same instances several times.

4.4.2 Evaluation
To compare our strategies with the baseline where no CL is employed, for each approach, we fine-tune BERT five times with different random seeds—to rule out that the results are observed only for certain random weight initialization values—and for each run, we select the model with best-observed effectiveness on the development set. The best model of each run is then applied to the test set. We report the effectiveness with respect to Mean Average Precision (MAP) like prior works [367, 374]. We perform paired Student’s t-tests between each scoring/pacing-function variant and the baseline run without CL.

4.5 Results
We first report the results for the pacing functions (Figure 4.3) followed by the main results (Table 4.4) comparing different scoring functions. We finish with an error analysis to understand when CL outperforms our no-curriculum baseline.

![Figure 4.3: Average development MAP for 5 different runs, using different curriculum learning pacing functions. △ is the maximum observed MAP. On the left, we have results for the MSDialog dataset, and on the right for the MANtIS dataset.](image)

4.5.1 Pacing Functions
In order to understand how CL results are impacted by the pace we go from easy to hard instances, we evaluate the different proposed pacing functions. We display the evolution of the development set MAP (average of 5 runs) during training in Figure 4.3 (we use development MAP to track effectiveness during training). We fix the scoring function as $BERT_{pred}$; this is the best performing scoring function, more details in the next section. We see that the pacing functions with the maximum observed average MAP are $root_2$

\[\text{https://radimrehurek.com/gensim/summarization/bm25.html}\]

\[\text{Unlike other chapters, we do not apply Bonferoni correction here due to having a single baseline (no CL).}\]
and root_5 for MSDialog and MANtIS respectively\(^{10}\). The other pacing functions, linear, geom_progression and step, also outperform the standard training baseline with statistical significance (using Student’s t-test and confidence level of 99%) on the test set and yield similar results to the root_2 and root_5 functions.

Our results are aligned with previous research on CL [260], that giving more time for the model to assimilate harder instances (by using a root pacing function) is beneficial to the curriculum strategy and is better than no CL with statistical significance. For the rest of our experiments, we fix the pacing function as root_2, the best pacing function for MSDialog. Let’s now turn to the impact of the scoring functions.

### 4.5.2 Scoring Functions

Table 4.4: Test set MAP results of 5 runs using different curriculum learning scoring functions. Superscripts \(^{†}/^{‡}\) denote statistically significant improvements over the baseline where no curriculum learning is applied (\(f_{\text{score}} = \text{random}\)) at 95%/99% confidence intervals. Bold indicates the highest MAP for each line.

<table>
<thead>
<tr>
<th>Run</th>
<th>random</th>
<th>#turns</th>
<th>#Uwords</th>
<th>#Rwords</th>
<th>(\sigma_{SM})</th>
<th>(\sigma_{BM25})</th>
<th>(BERT_{pred})</th>
<th>(BERT_{loss})</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.7142</td>
<td>0.7220</td>
<td>0.7229</td>
<td>0.7182</td>
<td>0.7239 (^{†})</td>
<td>0.7175</td>
<td>0.7272 (^{††})</td>
<td>0.7244 (^{††})</td>
</tr>
<tr>
<td>2</td>
<td>0.7044</td>
<td>0.7060</td>
<td>0.7053</td>
<td>0.6968</td>
<td>0.7032</td>
<td>0.7003</td>
<td>0.7159 (^{††})</td>
<td>0.7194 (^{††})</td>
</tr>
<tr>
<td>3</td>
<td>0.7126</td>
<td>0.7215</td>
<td>0.7163</td>
<td>0.7171</td>
<td>0.7174</td>
<td>0.7159</td>
<td>0.7296 (^{††})</td>
<td>0.7225 (^{††})</td>
</tr>
<tr>
<td>4</td>
<td>0.7031</td>
<td>0.7065</td>
<td>0.7043</td>
<td>0.6993</td>
<td>0.7026</td>
<td>0.6949</td>
<td>0.7154 (^{††})</td>
<td>0.7204 (^{††})</td>
</tr>
<tr>
<td>5</td>
<td>0.7148</td>
<td>0.7225</td>
<td>0.7203</td>
<td>0.7169</td>
<td>0.7171</td>
<td>0.7134</td>
<td>0.7322 (^{††})</td>
<td>0.7331 (^{††})</td>
</tr>
<tr>
<td>AVG</td>
<td>0.7098</td>
<td>0.7157</td>
<td>0.7138</td>
<td>0.7097</td>
<td>0.7128</td>
<td>0.7084</td>
<td>0.7241</td>
<td>0.7240</td>
</tr>
<tr>
<td>SD</td>
<td>0.0056</td>
<td>0.0086</td>
<td>0.0086</td>
<td>0.0106</td>
<td>0.0095</td>
<td>0.0101</td>
<td>0.0079</td>
<td>0.0055</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Run</th>
<th>random</th>
<th>#turns</th>
<th>#Uwords</th>
<th>#Rwords</th>
<th>(\sigma_{SM})</th>
<th>(\sigma_{BM25})</th>
<th>(BERT_{pred})</th>
<th>(BERT_{loss})</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.7203</td>
<td>0.7192</td>
<td>0.7198</td>
<td>0.7194</td>
<td>0.7166</td>
<td>0.7200</td>
<td>0.7257 (^{††})</td>
<td>0.7268 (^{††})</td>
</tr>
<tr>
<td>2</td>
<td>0.6984</td>
<td>0.6993</td>
<td>0.6989</td>
<td>0.6996</td>
<td>0.6964</td>
<td>0.7009</td>
<td>0.7067 (^{††})</td>
<td>0.7051 (^{††})</td>
</tr>
<tr>
<td>3</td>
<td>0.7200</td>
<td>0.7197</td>
<td>0.7134</td>
<td>0.7206</td>
<td>0.7153</td>
<td>0.7153</td>
<td>0.7282 (^{††})</td>
<td>0.7221</td>
</tr>
<tr>
<td>4</td>
<td>0.7114</td>
<td>0.7117</td>
<td>0.7002</td>
<td>0.6978</td>
<td>0.7140</td>
<td>0.7084</td>
<td>0.7240 (^{††})</td>
<td>0.7184 (^{††})</td>
</tr>
<tr>
<td>5</td>
<td>0.7156</td>
<td>0.7174</td>
<td>0.7193</td>
<td>0.7162</td>
<td>0.7147</td>
<td>0.7185</td>
<td>0.7264 (^{††})</td>
<td>0.7258 (^{††})</td>
</tr>
<tr>
<td>AVG</td>
<td>0.7131</td>
<td>0.7135</td>
<td>0.7103</td>
<td>0.7107</td>
<td>0.7114</td>
<td>0.7126</td>
<td>0.7222</td>
<td>0.7196</td>
</tr>
<tr>
<td>SD</td>
<td>0.0090</td>
<td>0.0085</td>
<td>0.0102</td>
<td>0.0111</td>
<td>0.0084</td>
<td>0.0079</td>
<td>0.0088</td>
<td>0.0088</td>
</tr>
</tbody>
</table>

The most critical challenge of CL is defining a measure of the difficulty of instances. In order to evaluate the effectiveness of our scoring functions we report the test set results across both datasets in Table 4.4. We observe that the scoring functions which do not use the relevance labels \(Y\) are not able to outperform the no CL baseline (\(f_{\text{score}} = \text{random}\)) at 95%/99% confidence intervals. Bold indicates the highest MAP for each line.

\(^{10}\)If we increase the \(n\) of the root function to bigger values, e.g. root_10, the results drop and get closer to not using CL. This is due to the fact that higher \(n\) generate root functions with a similar shape to standard training, giving the same amount of time to easy and hard instances (cf. Figure 4.2).
training labels $\mathcal{Y}$ and the difficulty of an instance is based on what a previously trained model determines to be hard, and thus not our intuition.

Our results bear resemblance to Born Again Networks [97], where a student model which is identical in parameters and architecture to the teacher model outperforms the teacher when trained with knowledge distillation [133], i.e., using the predictions of the teacher model as labels for the student model. The difference here is that instead of transferring the knowledge from the teacher to the student through the labels, we transfer the knowledge by imposing a structure/order on the training set, i.e. curriculum learning.

### 4.5.3 Error Analysis

In order to understand when CL performs better than random training samples, we fix the scoring ($BERT_{pred}$) and pacing function ($\text{root}_2$) and explore the test set effectiveness along several dimensions (Figures 4.4 and 4.5). We report the results only for MSDialog, but the trends hold for MANtIS as well.

We first consider the number of turns in the conversation in Figure 4.4. CL outperforms the baseline approach for the types of conversations appearing most frequently (2-5 turns in MSDialog). The CL-based and baseline effectiveness drops for conversations with a large number of turns. This can be attributed to two factors: (1) employing pre-trained BERT in practice allows only a certain maximum number of tokens as input, so longer conversations can lose important information due to truncating; (2) for longer conversations it is harder to identify the important information to match in the history.

![Figure 4.4](image)

Figure 4.4: On the top we have the MSDialog test set MAP of curriculum learning and baseline (no curriculum) by number of turns. On the bottom, we have the number of instances per number of turns.

Next, we look at different conversation domains in Figure 4.5 (left), such as windows10 and word for MSDialog—are the gains in effectiveness limited to particular domains? The error bars indicate the confidence intervals with a confidence level of 95%. We list only the most common domains in the test set. The gains of CL are spread over different domains as opposed to concentrated on a single domain.

Lastly, using our scoring functions we sort the test instances and divide them into three buckets: first 33% instances, 33%–66%, and 66%–100%. In Figure 4.5 (right), we see the effectiveness of CL against the baseline for each bucket using $\#\text{words}$ (the same trend holds for the other scoring functions). As we expect, the bucket with the most difficult
instances according to the scoring function is the one with the lowest MAP values. Finally, the improvements of CL over the baseline are again spread across the buckets, showing that CL is able to improve over the baseline for different levels of difficulty.

### 4.6 Limitations

A limitation of our study is that we only consider a single BERT model for re-ranking. While the focus of this chapter is on the re-ranking step, the findings might also generalize to the retrieval step and other model architectures. For example, Zeng et al. [391] showed in a subsequent study\(^\text{11}\) that a curriculum learning approach is effective for the first-stage retrieval step, by employing it to control the level of difficulty of the teacher supervision for a dense retriever. In the domain of conversational data, a dense retriever was also shown to benefit from curriculum learning in another subsequent study [218].

A second concern is that even though the method is simple to implement as it only changes the order of the training instances, the size of the effectiveness improvements we obtained was small. We believe that more sophisticated scoring functions and different ways of applying curriculum learning, e.g. through different tasks, might lead to higher effectiveness gains.

### 4.7 Conclusions

In this work, we studied whether CL strategies are beneficial for neural ranking models. We find supporting evidence for curriculum learning in IR. Simply reordering the instances in the training set using difficulty criteria leads to effectiveness improvements, requiring no changes to the model architecture—a similar relative improvement in MAP has justified novel neural architectures in the past [320, 367, 398, 402]. Our experimental results on two conversation response ranking datasets reveal (as one might expect) that it is best to use all available information \((\mathcal{U}, \mathcal{R}, \mathcal{Y})\) as evidence for instance difficulty.

This chapter provides evidence for the second research question of the thesis (M-RQ2), showing that different notions of the difficulty of a dialogue can be used to improve a re-

\(^{11}\text{Curriculum learning was also shown in 2022 [391] to be helpful for dense retrieval. This study was published after the paper [249] (2020) which originated this chapter.}\)
ranking model for conversational search. We rely here specifically on a CL method, but other approaches could be used to take advantage of the difficulty estimations as proposed by the scoring functions. In terms of the multi-stage pipeline described in Figure 1.6, we focused in this chapter on second-stage approaches for conversational search, with a cross-encoder model that is more powerful but less efficient than the approaches outlined in the previous chapter. In the next chapter we continue to evaluate M-RQ2, still working with cross-encoder re-ranking models for the second stage of the pipeline. We take a different route to calculate and employ the difficulty of dialogues, relying on stochastic rankers and using the such model's uncertainty estimates.
In this chapter, we continue our exploration of the second stage of the multi-stage pipeline for conversational search and turn our attention to difficult dialogues when predicting relevance. According to the Probability Ranking Principle (PRP), ranking responses in decreasing order of their probability of relevance leads to an optimal ranking. The PRP holds when two conditions are met: [C1] the models are well calibrated, and, [C2] the probabilities of relevance are reported with certainty. We know however that deep neural networks (DNNs) are often not well calibrated and have several sources of uncertainty, and thus [C1] and [C2] might not be satisfied by neural rankers. Given the success of neural re-ranking models—and here, especially BERT-based cross-encoder approaches—we first analyze under which circumstances they are calibrated for conversational search problems. Then, motivated by our findings we use two techniques to model the uncertainty of neural rankers leading to the proposed stochastic rankers, which output a predictive distribution of relevance as opposed to point estimates. Our experimental results reveal that (i) BERT-based rankers are not robustly calibrated and that stochastic BERT-based rankers yield better calibration; and (ii) uncertainty estimation is beneficial for both risk-aware neural ranking, i.e. taking into account the uncertainty when ranking responses, and for predicting unanswerable conversational contexts. The code required to reproduce this chapter is available at https://github.com/Guzpenha/transformer_rankers/tree/uncertainty_estimation.

This chapter is based on the following paper:

5 Difficulty Notions when Predicting with Response Re-rankers

5.1 Introduction
According to the Probability Ranking Principle (PRP) [289], ranking documents in decreasing order of their probability of relevance leads to an optimal document ranking for ad-hoc retrieval\(^1\). Gordon and Lenk [112] discussed that for the PRP to hold, a ranking model must at least meet the following conditions: \([C1]\) assign well-calibrated probabilities of relevance, i.e. if we gather all documents for which the model predicts relevance with a probability of e.g. 30%, the number of relevant documents should be 30%, and \([C2]\) report certain predictions, i.e. only point estimates, for example, 80% probability of relevance.

DNNs have been shown to outperform classic information retrieval ranking models over the past few years in setups where considerable training data is available. It has been shown that DNNs are not well calibrated in the context of computer vision [119]. If the same is true for neural models for IR, e.g. transformer models for ranking [236], \([C1]\) is not met. Additionally, there are a number of sources of uncertainty in the training process of neural networks [99] that make it unreasonable to assume that neural ranking models fulfill \([C2]\): \textit{parameter uncertainty} (different combinations of weights that explain the data equally well), \textit{structural uncertainty} (which neural architecture to use for neural ranking), and \textit{aleatoric uncertainty} (noisy data). Given these sources of uncertainty, using point estimate predictions and ranking according to the PRP might not achieve the optimal ranking. While the effectiveness benefits of risk-aware models [352, 353], which take into account the risk\(^2\), i.e. the uncertainty of the document’s prediction scores, have been shown for non-neural IR approaches, the same was not explored for neural L2R models.

We first contribute an analysis of the calibration of neural rankers, specifically BERT-based rankers for IR tasks to understand how calibrated they are. Then, to model the uncertainty of BERT-based rankers, we contribute with \textit{stochastic} neural ranking models (see Figure 5.1), by applying different techniques to model the uncertainty of DNNs, namely MC Dropout [100] and Deep Ensembles [177] which are agnostic to the particular DNN architecture. In our experiments, we test models under \textit{distributional shift}, i.e. the test data distribution is different from the training data, also referred to as out-of-distribution (OOD) examples [181]. In real-world settings, there are often inputs that are shifted due to factors such as non-stationarity and sample bias. Additionally, this experimental setup provides a way of measuring whether the DNN “\textit{knows what it knows}” [242], e.g. by outputting high uncertainty for OOD examples.

We find that BERT-based rankers are not robustly calibrated. Stochastic BERT-based rankers have 14% less calibration error on average than BERT-based rankers. Uncertainty estimation from stochastic BERT-based rankers is advantageous for downstream applications as shown by our experiments for risk-aware neural ranking (2% more effective on average relative to a model without risk-awareness) and for predicting unanswerable conversational contexts (improves classification by 33% on average of all conditions).

\(^1\)Standard retrieval task where the user specifies his information need through a query which initiates a search by the system for documents that are likely relevant [19].

\(^2\)We use risk and uncertainty interchangeably here.
5.2 Related Work

In this section we first analyze previous efforts in the topics of calibration and uncertainty within information retrieval, followed by the field of bayesian neural networks.

5.2.1 Calibration and Uncertainty in IR

Even though optimally ranking documents according to the PRP [289] requires the model to be calibrated [112] ([C1]), the calibration of ranking models has received little attention in IR. In contrast, in the machine learning community, there have been a number of studies about calibration [215, 242], due to the larger decision-making pipelines DNNs are often part of and their importance for model interpretability [327]. For instance, in the automated medical domain it is important to provide a calibrated confidence measure besides the prediction of a disease diagnosis to provide clinicians with sufficient information [150]. Guo et al. [119] have shown that DNNs are not well calibrated in the context of computer vision, motivating our study of the calibration of neural L2R models.

The second condition ([C2]) for optimal retrieval when ranking according to the PRP [112] is that models report predictions with certainty. While the (un)certainty has not been studied in neural L2R models, there are classic approaches in IR that model the uncertainty. Such approaches have been mostly inspired by economics theory, treating variance as a measure of uncertainty [342]. Following such ideas, non-neural ranking models that take uncertainty into account (i.e. risk-aware models), and thus do not follow the PRP [289], have been proposed [353, 403], showing significant effectiveness improvements compared to the models that do not model uncertainty. Uncertainty estimation is a difficult task that has other applications in IR besides improving the ranking effectiveness: it can be employed to decide between asking clarifying questions and providing a potential answer.
in conversational search [9]; to perform dynamic query reformulation [194] for queries where the intent is uncertain; and to predict questions with no correct answers [92].

5.2.2 Bayesian Neural Networks
Unlike standard algorithms to train neural networks, e.g., SGD, that fit point estimate weights given the observed data, Bayesian Neural Networks (BNNs) infer a distribution over the weights given the observed data. Denker et al. [78] contains one of the earliest mentions of choosing probability over the weights of a model. An advantage of the Bayesian treatment of neural networks [35, 214, 230] is that they are better at representing existing uncertainties in the training procedure. One limitation of BNNs is that they are computationally expensive compared to DNNs. This has led to the development of techniques that scale well and do not require modifications of the neural net architecture and training procedure. Gal and Ghahramani [100] proposed a way to approximate Bayesian inference by relying on dropout [312]. While dropout is a regularization technique that ignores units with probability $p$ during every training iteration and is disabled at test time, Dropout [100] employs dropout at both train and test time and generates a predictive distribution after a number of forward passes. Lakshminarayanan et al. [177] proposed an alternative: they employ ensembles of models (Ensemble) to obtain a predictive distribution. Ovadia et al. [242] showed that Ensemble are able to produce well-calibrated uncertainty estimates that are robust to dataset shift.

5.3 Risk-Aware Neural Ranking
In this section, we introduce the methods used for answering the following research questions:

**RQ1** How calibrated are deterministic and stochastic BERT-based rankers? **RQ2** Are the uncertainty estimates from stochastic BERT-based rankers useful for risk-aware ranking? **RQ3** Are the uncertainty estimates obtained from stochastic BERT-based rankers useful for identifying unanswerable queries?

We first describe how to measure the calibration of neural rankers ([C1]), followed by our approach for modeling and ranking under uncertainty ([C2]), and then we describe how we evaluate their robustness to distributional shift.

5.3.1 Measuring Calibration
To evaluate the calibration of neural rankers (RQ1) we resort to the Empirical Calibration Error (ECE) [228]. ECE is an intuitive way of measuring to what extent the confidence scores from neural networks align with the true correctness likelihood. It measures the difference between the observed reliability curve [77] and the ideal one. More formally, we sort the predictions of the model, divide them into $c$ buckets $\{B_0,...,B_c\}$, and take the weighted average between the average predicted probability of relevance $avg(B_i)$ and the fraction of relevant documents $rel(B_i)/|B_i|$ in the bucket:

$$ECE = \sum_{i=0}^{c} \frac{|B_i|}{n} \left| \frac{avg(B_i)}{|B_i|} - \frac{rel(B_i)}{|B_i|} \right|,$$

See examples of reliability diagrams in Figure 5.2.

We consider here binary relevance.
where \( n \) is the total number of test examples.

### 5.3.2 Modeling Uncertainty

First we define the ranking problem we focus on, followed by the BERT-based ranker baseline model (BERT). Having set the foundations, we move to the methods we propose to answer RQ2 and RQ3: a stochastic BERT-based ranker to model uncertainty (S-BERT) and a risk-aware BERT-based ranker to take into account uncertainty provided by S-BERT when ranking (RA-BERT).

#### Conversation Response Ranking

This is the typical conversation response ranking problem as defined in Section 2.6.1, with a small set of candidate responses, i.e. re-ranking step.

**Deterministic BERT Ranker**

We use BERT for learning the function \( f(\mathcal{U}_i, r) \), based on the representation of the [CLS] token. The input for BERT is the concatenation of the context \( \mathcal{U}_i \) and the response \( r \), separated by [SEP] tokens. This is the equivalent of early adaptations of BERT for ad-hoc retrieval [377] transported to conversation response ranking. Formally the input sentence to BERT is \( \text{concat}(\mathcal{U}_i, r) = u^1 \mid [U] \mid u^2 \mid [T] \mid \ldots \mid u^\tau \mid [SEP] \mid r \), where \( \mid \) indicates the concatenation operation. The utterances from the context \( \mathcal{U}_i \) are concatenated with special separator tokens [U] and [T] indicating the end of utterances and turns. The response \( r \) is concatenated with the context using BERT’s standard sentence separator [SEP]. We fine-tune BERT on the target conversational corpus and make predictions as follows:

\[
f(\mathcal{U}_i, r) = \sigma(\text{FFN}(\text{BERT}_{\text{CLS}}(\text{concat}(\mathcal{U}_i, r))))
\]

where \( \text{BERT}_{\text{CLS}} \) is the pooling operation that extracts the representation of the [CLS] token from the last layer and \( \text{FFN} \) is a feed-forward network that outputs logits for two classes (relevant and non-relevant). We pass the logits through a softmax transformation \( \sigma \) that gives us a probability of relevance. We use the cross entropy loss for training. The learned function \( f(\mathcal{U}_i, r) \) outputs a point estimate and we refer to it as BERT.

**Stochastic S-BERT Ranker**

In order to obtain a predictive distribution, \( R_r = \{ f(\mathcal{U}_i, r)^0, f(\mathcal{U}_i, r)^1, \ldots, f(\mathcal{U}_i, r)^n \} \), which allows us to extract uncertainty estimates, we rely on two techniques, namely Ensemble [177] and Dropout [100]. Both techniques scale well and do not require modifications on the architecture or training of BERT.

**Using Deep Ensembles (S-BERT\(_E\))**

We train \( M \) models using different random seeds without changing the training data, each with its own set of parameters \( \{ \theta_m \}_{m=1}^{M} \) and make predictions with each one of them to generate \( M \) predicted values:

\[
R_{E}^r = \{ f(\mathcal{U}_i, r)^0, f(\mathcal{U}_i, r)^1, \ldots, f(\mathcal{U}_i, r)^M \}
\]

The mean of the predicted values is used as the predicted probability of relevance:

\( S\text{-BERT}\(_E\)(\mathcal{U}_i, r) = E[R_{E}^r] \), and the variance \( \text{var}[R_{E}^r] \) gives us a measure of the uncertainty.
Using MC Dropout (S-BERT\(^D\)) We train a single model with parameters \( \theta \) and employ dropout at test time and generate stochastic predictions of relevance by conducting \( T \) forward passes: \( R^D = \{ f(\mathcal{U}_i, r)^0, f(\mathcal{U}_i, r)^1, \ldots, f(\mathcal{U}_i, r)^T \} \). The mean of the predicted values is used as the predicted probability of relevance: \( \text{S-BERT}(\mathcal{U}_i, r) = E[R^D] \), and the variance \( \text{var}[R^D] \) gives us a measure of the uncertainty.

Risk-Aware RA-BERT Ranker

Given the predictive distribution \( R_r \), obtained either by Ensemble or Dropout, we use the following function to rank responses with risk awareness:

\[ \text{RA-BERT}(\mathcal{U}_i, r) = E[R_r] - b \cdot \text{var}[R_r] - 2b \sum_{i=1}^{n-1} \text{cov}[R_r, R_{r_i}], \]

where \( E[R_r] \) is the mean of the predictive distribution, and \( b \) is a hyperparameter that controls the aversion or predilection towards risk. Unlike \cite{409}, we are not combining different runs that encompass different model architectures. We instead take a Bayesian interpretation of the process of generating a predictive distribution from a single model architecture. We refer to the rankers as RA-BERT\(^D\) and RA-BERT\(^E\), when using S-BERT\(^D\)'s predictive distribution and S-BERT\(^E\)'s predictive distribution respectively.

5.3.3 Robustness to Distributional Shift

In order to evaluate whether we can trust the model’s calibration and uncertainty estimates, similar to \cite{242} we evaluate how robust the models are to different types of shifts in the test data. We do so by training the model using one setting and applying it in a different setting. Specifically for all three research questions we test the models under two settings—cross-domain and cross-negative sampling—which we describe next.

Cross Domain

We train a model using the training set from one domain known as the source domain \( \mathcal{D}_S \) and evaluate it on the test set of a different domain, known as the target domain \( \mathcal{D}_T \). This is also known as the problem of domain generalization \cite{117}.

Cross Negative Sampling

Pointwise L2R models are trained on pairs of query and relevant document and pairs of query and non-relevant document \cite{207}. Selecting the non-relevant documents requires a negative sampling (NS) strategy. For the cross-NS condition, we test models on negative documents that were sampled using a different NS strategy than during training, evaluating the generalization of the models on a shifted distribution of candidate documents. The dataset on the other hand is always the same for the cross-NS condition. We use three NS strategies. In NS\(_\text{random}\) we randomly select candidate responses from the list of all responses. For NS\(_{BM25}\) we retrieve candidate responses using the conversational context \( \mathcal{U}_i \) as a query to a lexical retrieval model (here BM25) and all the responses \( r \) as documents. In NS\(_{sentenceBERT}\) we represent both \( \mathcal{U}_i \) and all the responses with a sentence embedding.
technique and retrieve candidate responses using a similarity measure. Unless stated otherwise, we use \( NS_{BM25} \) as the negative sampling strategy.

5.4 Experimental Setup

In order to answer our research questions we consider three large-scale information-seeking conversation datasets introduced in Section 2.7.1: MANtIS, MSDialog, and UDC-DSTC8.

5.4.1 Implementation Details

We fine-tune BERT [80] \((bert\text{-}base\text{-}cased)\) for conversation response ranking using the \textit{huggingface-transformers} [363]. We follow recent research in IR that employed fine-tuned BERT for retrieval tasks [236, 377], including conversation response ranking [249, 344, 360]. When training BERT we employ a balanced number of relevant and non-relevant—sampled using BM25 [290]—context and response pairs. The sentence embeddings we use for cross-NS is \textit{sentenceBERT} [280] and we employ dot product calculation from FAISS [155]. We consider each dataset as a different domain for cross-NS. We use the default hyperparameters: Adam optimizer [168] with \( lr = 5^{-6} \) and \( \epsilon = 1^{-8} \), we train with a batch size of 6 and fine-tune the model for 1 epoch. This baseline BERT-based ranker setup yields comparable effectiveness with SOTA methods\(^5\).

5.4.2 Evaluation

To evaluate the \textit{effectiveness} of the neural rankers we resort to a standard evaluation metric in conversation response ranking [113, 319, 384]: recall at position \( K \) with \( n \) candidates \( R_n@K \). To evaluate the \textit{calibration} of the models, we resort to the Empirical Calibration Error (see Section 5.3.1, using \( C = 10 \)). Throughout, we report the test set results for each dataset. To evaluate the \textit{quality of the uncertainty estimation} we rely on two downstream tasks. The first is to improve conversation response ranking itself via Risk-Aware ranking (see Section 5.3.2). The second, which fits well with conversation response ranking, is to predict unanswerable conversational contexts. Formally the task is to predict whether there is a correct answer in the candidates list \( R \) or not. In our experiments, for half of the instances, we remove the relevant response from the list, setting the label as \textit{None Of The Above} (NOTA). The other half of the data has the label \textit{Answerable} (ANSW) indicating that there is a suitable answer in the list of candidates, for which we remove one of the negative samples instead. Similar to Feng et al. [92], who proposed to use the outputs (logits) of a LSTM-based model in order to predict NOTA, we use the uncertainties as additional features to the classifier for NOTA prediction. The input space with the additional features is fed to a learning algorithm (Random Forest), and we evaluate it with a 5-fold cross-validation procedure using F1-Macro.

\(^5\)We obtain 0.834 \( R_{10}@1 \) on UDC-DSTC8 with our baseline BERT model, c.f. Table 5.1, while \textit{SA-BERT} [113] achieves 0.830. The best-performing model of the DSTC8 [167] also employed a fine-tuned BERT
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5.5.1 Calibration of Neural Rankers

In order to answer our first research question about the calibration of neural rankers, let us first analyze BERT under standard settings (no distributional shift). Our results show that BERT is both effective and calibrated under no distributional shift conditions. In Table 5.1 we see that when the target data (Test on $\rightarrow$) is the same as the source data (Train on $\downarrow$)—indicated by underlined values—we obtain the highest effectiveness (on average 0.70 $R_{10}@1$) and the lowest calibration error (on average 0.036 ECE). When plotting the calibration curves of the model in Figure 5.2, we observe the curves to be almost diagonal (i.e. having near perfect calibration) when there are an equal number of relevant and non-relevant candidates ($#\text{-non}-\text{rel} = 1$).

Table 5.1: Calibration (ECE, lower is better) and effectiveness ($R_{10}@1$, higher is better) of BERT for conversation response ranking in cross-domain, and cross-NS conditions. All models were trained using NS$_{BM25}$. ECE is calculated using a balanced number of relevant and non relevant documents. Underlined values indicate no distributional shift ($\mathcal{D}_S = \mathcal{D}_T$ and train NS = test NS). For the cross-NS conditions the train dataset is the same as the test dataset, and models trained with NS$_{BM25}$ are tested against NS$_{random}$ and NS$_{sentenceBERT}$.

<table>
<thead>
<tr>
<th>Test on $\rightarrow$</th>
<th>cross-domain</th>
<th>cross-NS</th>
</tr>
</thead>
<tbody>
<tr>
<td>MANtIS</td>
<td>R$_{10}@1$ ECE</td>
<td>R$_{10}@1$ ECE</td>
</tr>
<tr>
<td>NS$_{BM25}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MANtIS</td>
<td>0.615</td>
<td>0.003</td>
</tr>
<tr>
<td>MSDialong</td>
<td>0.398</td>
<td>0.009</td>
</tr>
<tr>
<td>UDC-DSTC8</td>
<td>0.349</td>
<td>0.016</td>
</tr>
<tr>
<td>NS$_{random}$</td>
<td>0.263</td>
<td>0.011</td>
</tr>
<tr>
<td>NS$_{sentenceBERT}$</td>
<td>0.298</td>
<td>0.029</td>
</tr>
</tbody>
</table>

However, when we make the conditions more realistic by having multiple non-relevant candidates for each conversational context, we observe in Figure 5.2 that the calibration errors start to increase, moving away from the diagonal. Additionally, when we challenge the model in cross-domain and cross-NS settings, the calibration error increases significantly as evident in Table 5.1. On average, the ECE is 4.6 times higher for cross-domain and 7.9 times higher for cross-NS. Thus answering the first part of our first research question about the calibration of deterministic BERT-based rankers, indicating that they do not have robust calibrated predictions, failing on the scenarios where there is a distributional shift.

In order to answer the remaining part of RQ1, on how calibrated stochastic BERT-based rankers are, let us consider Tables 5.2 and 5.3. They display the improvements (relative drop in ECE) over BERT in terms of calibration. S-BERT$^E$ is on average 14% better (has less calibration error) than BERT, while S-BERT$^D$ is on average 10% better than BERT, answering our first research question: stochastic BERT-based rankers are better calibrated than deterministic BERT-based ranker. We hypothesize that S-BERT$^E$ leads to less ECE than S-BERT$^D$ because it better captures the model uncertainty in the training procedure since it combines different weights that explain equally well the prediction of relevance.

In a production system, the retrieval stage would be executed over all candidate responses. As a consequence, the data is highly unbalanced, i.e. only a few relevant responses among potentially millions of non-relevant responses.
Figure 5.2: Calibration of BERT trained on a balanced set of relevant and non-relevant documents, and tested data with more non-relevant (#-non-rel) than relevant (1 per query) documents. A fully calibrated model is represented by the dotted diagonal: for every bucket of confidence in relevance, the % of relevant documents in that bucket is exactly the confidence. The calibration error is the difference between the curves and the diagonal.

given the inputs. In the next section, we focus on evaluating the effectiveness of such models that are better calibrated and also taking into account uncertainty when ranking.

Table 5.2: Relative decreases of ECE (lower is better) of S-BERT\textsuperscript{E} and S-BERT\textsuperscript{D} over BERT for the cross-domain condition. Superscript † denote significant improvements (95% confidence interval) using Student’s t-tests.

<table>
<thead>
<tr>
<th>Test on →</th>
<th>cross-domain</th>
<th>MANTIS</th>
<th>MSDialog</th>
<th>UDC-DSTC8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train on ↓\textsuperscript{(NS\textsubscript{BM25})} MANTIS</td>
<td>S-BERT\textsuperscript{E}</td>
<td>S-BERT\textsuperscript{D}</td>
<td>S-BERT\textsuperscript{E}</td>
<td>S-BERT\textsuperscript{D}</td>
</tr>
<tr>
<td>MANTIS</td>
<td>-35.13%†</td>
<td>-56.14%†</td>
<td>-03.42%</td>
<td>-26.89%†</td>
</tr>
<tr>
<td>MSDialog</td>
<td>.25.05%</td>
<td>.08.27%</td>
<td>-43.11%</td>
<td>-11.54%</td>
</tr>
<tr>
<td>UDC-DSTC8</td>
<td>-54.95%†</td>
<td>-09.98%†</td>
<td>-25.78%†</td>
<td>-09.15%</td>
</tr>
</tbody>
</table>

Table 5.3: Relative decreases of ECE (lower is better) of S-BERT\textsuperscript{E} and S-BERT\textsuperscript{D} over BERT for the cross-NS condition. Superscript † denote significant improvements (95% confidence interval) using Student’s t-tests.

<table>
<thead>
<tr>
<th>Test on →</th>
<th>cross-NS</th>
<th>NS\textsubscript{random}</th>
<th>NS\textsubscript{sentenceBERT}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train on ↓\textsuperscript{(NS\textsubscript{BM25})} MANTIS</td>
<td>S-BERT\textsuperscript{E}</td>
<td>S-BERT\textsuperscript{D}</td>
<td>S-BERT\textsuperscript{E}</td>
</tr>
<tr>
<td>MANTIS</td>
<td>-31.35%</td>
<td>-18.65%†</td>
<td>-37.65%†</td>
</tr>
<tr>
<td>MSDialog</td>
<td>-15.91%</td>
<td>-10.58%</td>
<td>-17.17%</td>
</tr>
<tr>
<td>UDC-DSTC8</td>
<td>-08.05%</td>
<td>-01.78%</td>
<td>-04.81%</td>
</tr>
</tbody>
</table>

5.5.2 Uncertainty Estimates for Risk-Aware Neural Ranking
In order to evaluate the quality of the uncertainty estimations, we first resort to using them as a measure of the risk through risk-aware neural ranking (RA-BERT\textsuperscript{D} and RA-BERT\textsuperscript{E}).
Figure 5.3 displays the effectiveness in terms of $R_{10}@1$ gains over BERT for the different settings (cross-domain and cross-NS) when varying the risk aversion $b$.

We note that when $b = 0$, we are using the mean of the predictive distribution and disregard the risk, which is equivalent to S-BERT$^D$ and S-BERT$^E$. The ensemble-based average S-BERT$^E$ is more effective than the baseline BERT for almost all combinations and S-BERT$^D$ is equivalent to the baseline. This is in line with previous work that ensemble and stacking approaches are more effective than using single models [2, 40, 41] and in line with public leaderboards and machine learning competitions [176].

When using $b < 0$, we are ranking with risk predilection (the opposite of risk aversion), and in all conditions, we found that the effectiveness was significantly worse than when $b = 0$ and thus $b < 0$ is not displayed in Figure 5.3.

When increasing the risk aversion ($b > 0$), we see that it has different effects depending on the combination of domain and NS. For instance, when training in MSDialog and applying on UDC-DSTC8, increasing the risk aversion improves the effectiveness of RA-BERT$^E$ until $b$ reaches 0.25, and after that the effectiveness drops.

In order to investigate whether ranking with risk aversion is more effective than using the predictive distribution mean, we select $b$ based on the best value observed on the validation set. Tables 5.4 and 5.5 display the results of this experiment, showing the improvements of RA-BERT$^D$ and RA-BERT$^E$ over S-BERT$^D$ and S-BERT$^E$ respectively. The results show that in a few cases (8 out of 30) the best value of $b$ is 0, for which risk-aversion is not the best option in the development set. We obtain effectiveness improvements primarily on the cross-NS condition (up to 17.2% improvement of $R_{10}@1$), which is the hardest condition (when the models are mostly ineffective, c.f. Table 5.1). This answers our second research question, indicating that the uncertainties obtained from stochastic neural rankers are useful for risk-aware ranking, especially in the cross-NS set-
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... where the baseline model is quite ineffective. RA-BERT\(^E\) is on average 2% more effective than S-BERT\(^E\), while RA-BERT\(^D\) is on average 1.7% more effective than S-BERT\(^D\).

Table 5.4: Relative improvements (higher is better) of \(R_{10}@1\) of RA-BERT\(^E\) and RA-BERT\(^D\) over the mean of stochastic BERT predictions (S-BERT\(^E\) and S-BERT\(^D\)) for the cross-domain condition. Superscript \(\dagger\) denote statistically significant improvements over the S-BERT ranker at 95% confidence interval using Student’s t-tests.

<table>
<thead>
<tr>
<th>Test on (\rightarrow)</th>
<th>cross-domain</th>
<th>Train on (\downarrow) (NS(_{BM25}))</th>
<th>MANTIS</th>
<th>MSDialog</th>
<th>UDC-DSTC8</th>
</tr>
</thead>
<tbody>
<tr>
<td>RA-BERT(^E)</td>
<td>RA-BERT(^D)</td>
<td>RA-BERT(^E)</td>
<td>RA-BERT(^D)</td>
<td>RA-BERT(^E)</td>
<td>RA-BERT(^D)</td>
</tr>
<tr>
<td>MANTIS</td>
<td>-0.14%</td>
<td>-0.16%(\dagger)</td>
<td>-0.00%</td>
<td>-0.00%</td>
<td>-0.00%</td>
</tr>
<tr>
<td>MSDialog</td>
<td>-2.74%</td>
<td>-0.39%</td>
<td>-1.05%</td>
<td>-0.66%</td>
<td>-5.08%(\dagger)</td>
</tr>
<tr>
<td>UDC-DSTC8</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.42%</td>
</tr>
</tbody>
</table>

Table 5.5: Relative improvements (higher is better) of \(R_{10}@1\) of RA-BERT\(^E\) and RA-BERT\(^D\) over the mean of stochastic BERT predictions (S-BERT\(^E\) and S-BERT\(^D\)) for the cross-NS condition. Superscript \(\dagger\) denote statistically significant improvements over the S-BERT ranker at 95% confidence interval using Student’s t-tests.

<table>
<thead>
<tr>
<th>Test on (\rightarrow)</th>
<th>cross-NS</th>
<th>Train on (\downarrow) (NS(_{BM25}))</th>
<th>(\text{NS}_{\text{random}})</th>
<th>(\text{NS}_{\text{sentenceBERT}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>RA-BERT(^E)</td>
<td>RA-BERT(^D)</td>
<td>RA-BERT(^E)</td>
<td>RA-BERT(^D)</td>
<td>RA-BERT(^D)</td>
</tr>
<tr>
<td>MANTIS</td>
<td>-4.73%(\dagger)</td>
<td>-4.58%(\dagger)</td>
<td>9.68%(\dagger)</td>
<td>-2.68%</td>
</tr>
<tr>
<td>MSDialog</td>
<td>-7.61%</td>
<td>3.29%</td>
<td>-0.61%</td>
<td>0.63%</td>
</tr>
<tr>
<td>UDC-DSTC8</td>
<td>-6.32%(\dagger)</td>
<td>3.83%(\dagger)</td>
<td>16.39%(\dagger)</td>
<td>17.18%(\dagger)</td>
</tr>
</tbody>
</table>

5.5.3 Uncertainty Estimates for NOTA Prediction

Besides using the uncertainty estimation for risk-aware ranking, we also employ it for the NOTA (None of the Above) prediction task. We compare here different input spaces for the NOTA classifier. \(E[R^D]\) stands for the input space that only uses the mean of the predictive distribution for the \(k\) candidate responses in \(R\) using S-BERT\(^D\), \(+\text{var}[R^E]\) uses both \(E[R^D]\) and the uncertainties of S-BERT\(^E\) for the \(k\) candidates and \(+\text{var}[R^D]\) uses both the scores \(E[R^D]\) and the uncertainties of S-BERT\(^D\). Our results show that the uncertainties from S-BERT\(^D\) and of S-BERT\(^E\) significantly improve the F1 for NOTA prediction for both cross-domain (Table 5.6, improvement of 24% on average when using S-BERT\(^D\)) and cross-NS settings (Table 5.7, improvement of 46% on average when using S-BERT\(^D\)). We can thus answer our last research question: the uncertainty estimates from stochastic neural rankers do improve the effectiveness of the NOTA prediction task (by an average of 33% across all conditions considered).
Table 5.6: Results of the cross-domain condition for the NOTA prediction task, using a Random Forest classifier and different input spaces. The F1-Macro and standard deviation over the 5 folds of the cross validation are displayed. Superscript $^\dagger$ denote statistically significant improvements over $E[R^D]$ at 95% confidence interval using Student’s t-tests. Bold indicates the most effective approach.

<table>
<thead>
<tr>
<th>cross-domain</th>
<th>Test on $\rightarrow$</th>
<th>MANtIS</th>
<th>MSDialog</th>
</tr>
</thead>
<tbody>
<tr>
<td>MANtIS</td>
<td>0.635 (.02)</td>
<td>0.686 (.01)$^\dagger$</td>
<td>0.792 (.02)$^\dagger$</td>
</tr>
<tr>
<td>MSDialog</td>
<td>0.561 (.02)</td>
<td>0.598 (.02)$^\dagger$</td>
<td>0.633 (.02)$^\dagger$</td>
</tr>
<tr>
<td>UDC-DSTC8</td>
<td>0.527 (.04)</td>
<td>0.665 (.02)$^\dagger$</td>
<td>0.738 (.03)$^\dagger$</td>
</tr>
</tbody>
</table>

Table 5.7: Results of the cross negative sampling condition for the NOTA prediction task, using a Random Forest classifier and different input spaces. The F1-Macro and standard deviation over the 5 folds of the cross validation are displayed. Superscript $^\dagger$ denote statistically significant improvements over $E[R^D]$ at 95% confidence interval using Student’s t-tests. Bold indicates the most effective approach.

<table>
<thead>
<tr>
<th>cross-NS</th>
<th>Test on $\rightarrow$</th>
<th>NS$_{random}$</th>
<th>NS$_{sentenceBERT}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MANtIS</td>
<td>0.557 (.01)</td>
<td>0.604 (.02)$^\dagger$</td>
<td>0.698 (.02)$^\dagger$</td>
</tr>
<tr>
<td>MSDialog</td>
<td>0.505 (.02)</td>
<td>0.606 (.02)$^\dagger$</td>
<td>0.702 (.05)$^\dagger$</td>
</tr>
<tr>
<td>UDC-DSTC8</td>
<td>0.565 (.03)</td>
<td>0.800 (.02)$^\dagger$</td>
<td>0.942 (.04)$^\dagger$</td>
</tr>
</tbody>
</table>

5.6 Limitations
One of the limitations of this work is that we only use a single ranker to test our hypotheses. We believe our findings might generalize to other neural ranking architectures, as well as other tasks. Additionally, the experiments focus on the re-ranking procedure and the same could be tested for retrieval. Our out-of-domain evaluation is limited as all datasets were extracted from online forums. How a method trained in such a dataset would generalize to other types of datasets, e.g. extracted through a wizard-of-oz experiment, is unknown.

5.7 Conclusions
In this work, we study the calibration and uncertainty estimation of neural rankers, specifically BERT-based rankers. We first show that the deterministic BERT-based ranker is not robustly calibrated for the task of conversation response ranking and we improve its calibration with two techniques to estimate uncertainty through stochastic neural ranking. We also show the benefits of estimating uncertainty using risk-aware neural ranking and for predicting unanswerable conversational contexts.

This chapter provides further evidence for the second main research question (M-RQ2), showing that different notions of the difficulty of a dialogue can be used to improve a re-
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ranking model for conversational search. Specifically, we show how to model the uncer-
tainty of a cross-encoder model. This notion of difficulty can be then used by the re-ranker
model as shown in our risk-aware model to consider both the relevance prediction and the
uncertainty to produce the final ranked list. We finish here the chapters of the thesis re-
lated to improvements to the multi-stage pipeline for conversational search. Next, we
start an investigation of the limitations of such pipelines for conversational search and
recommendation in order to answer our third main research question (M-RQ3).
IV

Understanding Ranking Models for Conversational Search and Recommendation
In this chapter, we start to explore the limitations of multi-stage retrieval pipelines. IR benchmarks evaluate the effectiveness of retrieval pipelines based on the premise that a single query, or utterance in the case of conversational search, is used to instantiate the underlying information need. However, previous research has shown that (I) queries generated by users for a fixed information need are extremely variable, and, in particular, (II) neural models are brittle and often make mistakes when tested with modified inputs. Motivated by those observations we aim to answer the following question: how robust are retrieval pipelines with respect to different variations in queries that do not change the queries’ semantics? In order to obtain queries that are representative of users’ querying variability, we first created a taxonomy based on the manual annotation of transformations occurring in a dataset (UQV100) of user-created query variations. For each syntax-changing category of our taxonomy, we employed different automatic methods that when applied to a query generate a query variation. Our experimental results across two datasets for two IR tasks reveal that retrieval pipelines are not robust to these query variations, with effectiveness drops of ≈ 20% on average. The code required to reproduce this chapter is available at https://github.com/Guzpenha/query_variation_generators.

This chapter is based on the following paper:

6.1 Introduction

Heavily pre-trained transformers for language modeling such as BERT [80] have been shown to be remarkably effective for a wide range of Information Retrieval (IR) tasks [236, 249, 377]. Commonly, IR benchmarks organized as part of TREC or other evaluation campaigns, evaluate the effectiveness of ranking models—neural or otherwise—based on small sets of topics and their corresponding relevance judgments. Importantly, each topic is typically represented by a single query¹. However, previous research has shown that queries created by users given a fixed information need may vary widely [22, 410]. In the UQV100 [21] dataset for instance, crowd workers on average created 57.7 unique queries for a given information need as instantiated as a backstory, e.g. “You have heard quite a lot about cheap computing as being the way of the future, including one recent model called a Raspberry Pi. You start thinking about buying one, and wonder how much they cost.”

Table 6.1: Examples of BERT effectiveness drops (nDCG@10 Δ) when we replace the original query from TREC-DL-2019 by an automatic (except for the first two lines that were produced manually) query variation. We focus here on transformations that change the query syntax, but not its semantics.

<table>
<thead>
<tr>
<th>Original Query</th>
<th>Query Variation</th>
<th>nDCG@10 Δ</th>
</tr>
</thead>
<tbody>
<tr>
<td>popular food in switzerland</td>
<td>popular food in zurich</td>
<td>gen./specialization</td>
</tr>
<tr>
<td>cost of interior concrete flooring</td>
<td>concrete flooring finishing</td>
<td>aspect change</td>
</tr>
<tr>
<td>what is theraderm used for</td>
<td>what is thrraderm used for</td>
<td>-1.00 (-100%)</td>
</tr>
<tr>
<td>anthropological definition of environment</td>
<td>anthropological definition of environment</td>
<td>-0.15 (-26%)</td>
</tr>
<tr>
<td>right pelvic pain causes</td>
<td>causes pelvic pain right</td>
<td>ordering</td>
</tr>
<tr>
<td>define visceral</td>
<td>what is visceral</td>
<td>-0.26 (-38%)</td>
</tr>
</tbody>
</table>

We thus argue that it is necessary to investigate the robustness of retrieval pipelines in light of query variations (i.e., different expressions of the same information need) that are likely to occur in practice. That different query variations lead to vastly different ranking qualities is anecdotally shown in Table 6.1 for a vanilla BERT model for ranking [236]. If, for example, the word order of the original query from TREC-DL-2019 right pelvic pain causes is changed to causes pelvic pain right, the retrieval effectiveness of the resulting ranking drops by 46%. Similarly, paraphrasing define visceral to what is visceral reduces the retrieval effectiveness by 38%.

In this chapter, we quantify the extent to which different retrieval pipelines (composed of first-stage retrieval and second-stage re-ranking as described in the introduction of this thesis) are susceptible to different types of query variations as measured by their drop in

---

¹The same procedure is taken for conversational search and recommendation tasks, where each information-need dialogue is represented by unique utterances
retrieval effectiveness. Also, different from other chapters we consider here a simpler case of one-shot interactions with the system (queries) as opposed to conversations².

In contrast to prior works that either analyze behaviour of models when faced with modifications to the documents [209], analyze models through the lens of IR axioms [49, 283] or analyze NLP models via general natural language text adversarial examples [108, 285], we instantiate our query variations based on user-created data. Concretely, we manually label a large fraction of UQV100 queries³ and extract six types of frequently occurring query transitions: gen./specialization, aspect change, misspelling, naturality, ordering and paraphrasing—an example of each is shown in Table 6.1. The last four of these categories change the query syntax but not its semantics. For each of the syntax-changing categories, we develop automated approaches that enable us to generate query variations of each category for any input query. With these query variation generators in place, we contribute extensive empirical work on the recent TREC-DL-2019 [68] and ANTIQUE [128] datasets to answer the following research question: Are retrieval pipelines robust to different variations in queries that do not change its semantics? To this end we consider seven ranking approaches: two traditional lexical models (BM25 [290] and RM3 [1]), two neural re-ranking approaches that do not make use of transformers (KNRM [369] and CKNRM [73]) and three transformer-based re-ranking approaches (EPIC [210], BERT [236] and T5 [237]). Additionally, motivated by the fact that certain query variations can improve the retrieval effectiveness compared to using the original query [27, 33], we contribute with a study of the combination of automatic query variations with rank fusion [67].

Our main findings are as follows:

- The four types of syntax-changing query variations differ in the extent to which they degrade retrieval effectiveness: misspellings have the largest effect (with an average drop of 0.25 nDCG@10 points across seven retrieval models for TREC-DL-2019) while the word ordering has the least effect (with an average drop of nDCG@10 smaller than 0.01 for TREC-DL-2019).

- Different types of ranking models make similar mistakes. For example, effectiveness decreases for models based on transformer language models are higher for naturality query variations compared to decreases when using traditional lexical models.

- While rank fusion mitigates the drops in retrieval effectiveness when compared to using a single query variation, it does not achieve the full potential of the combination of query variations. An oracle that always selects the best query achieves gains of 0.08 and 0.06 nDCG@10 points on TREC-DL-2019 and ANTIQUE respectively.

Our work indicates that more research is required to improve the robustness of retrieval pipelines. Evaluation benchmarks should aim to have multiple query variations for the same information need in order to evaluate whether ranking pipelines are indeed robust, and we provide here a number of methods to automatically generate such query variations for any dataset.

²We believe that the results from this chapter would generalize to the first utterance in information-seeking dialogues, but leave this exploration as future work.
³To our knowledge, UQV100 is the only publicly available dataset that contains a large number of query variations for a set of information needs.
6.2 Related Work

To put our work in context, we now describe prior research into query variations and then move on to research analyzing neural (IR) models.

6.2.1 Query Variation

A number of studies have argued that evaluation in IR tasks should take into account multiple instantiations of the same information need, i.e. query variations, due to their impact on the effectiveness of ranking models [20–22, 26, 45, 224, 311, 410]. Zuccon et al. [410] proposed a mean-variance framework to explicitly take into account query variations when comparing different IR systems. Bailey et al. [22] argued that a model should be consistent with different query variations, and proposed a measure of consistency that gives additional information to effectiveness measurements.

Besides a better evaluation of models, query variations can also be employed to improve the overall effectiveness of ranking models, for instance by combining the different rankings obtained from them [27, 33] or by modeling relevance of multiple query variations [206]. They have also shown to be helpful for query performance prediction [390].

Different methods to automatically generate query variations have been proposed. Benham et al. [32] proposed to obtain query expansions through a relevance model which is built by issuing the original query against an external corpus and expanding it with additional terms from the set of external feedback documents. Lu et al. [206] employed a query-URL click graph and generated query variations automatically using a two-step backward walk process. Chakraborty et al. [52] generated query variations automatically based on an external knowledge base with a prior term distribution or by building a relevance model in an iterative manner. Our work differs from previous work on automatic query variation generation in the following ways:

- Our methods do not require access to external corpora, a relevance model, or a query-URL click graph.
- We are not concerned with generating queries with the sole purpose of improving effectiveness, but with generating queries that are likely to occur in practice.
- Each of our generator methods follows a category of our taxonomy of query variations which allows us to diagnose ranking models’ effectiveness by analyzing what types of variations are more detrimental to what ranking models.

6.2.2 Model Understanding

The success of pre-trained transformer-based language models such as BERT [80] and T5 [274] on several IR benchmarks—a comprehensive account of the effectiveness gains can be found in [193]—has lead to research on understanding their behaviour and the reasons behind their significant gains in ranking effectiveness [49, 209, 243, 265, 393].

Câmara and Hauff [49] showed that BERT does not adhere to IR axioms, i.e., heuristics that a reasonable IR model should fulfill, through the use of diagnostic datasets. MacAvaney et al. [209] expanded on the axiomatic diagnostic datasets [283] with ABNIRML, a framework to understand the behaviour of neural ranking models using three different strategies: measure and match (controlling certain measurements such as relevance or
term frequency and changing another), manipulation of the documents’ text (for example by shuffling words or replacing it with the query) and through the transfer of Natural Language Processing (NLP) datasets (for example comparing documents that are more/less fluent or formal with inferred queries). We expand on MacAvaney et al. [209]’s work by proposing textual manipulations—unlike previous methods, we are inspired by user-created variations—to the queries instead of the documents and examine the robustness in terms of the effectiveness of neural ranking models to such manipulations.

A different direction of research in NLP has challenged how well current evaluation schemes through the use of held-out test sets are actually evaluating the desired capabilities of the models [34, 38, 189]. For example, Gardner et al. [108] proposed the manual creation of contrast sets—small perturbations that preserve artifacts but change the true label—in order to evaluate the models’ decision boundaries for different NLP tasks. They showed that the model effectiveness on such contrast sets can be up to 25% lower than on the original test sets. Inspired by behavioral testing, i.e. validating input-output behaviour without knowledge about the internal structure, from software engineering tests, Ribeiro et al. [285] proposed to test NLP models with three different types of tests: minimum functionality tests (simple examples where the model should not fail), label (e.g. positive, negative and neutral in sentiment analysis) invariant changes to the input, and modifications to the input with known outcomes. With such tests, they were able to find actionable failures in different commercial models that had already been extensively tested.

It has also been shown that neural models developed for different NLP tasks can be tricked by adversarial examples [11, 102, 109], i.e. examples with perturbations indiscernible by humans which get misclassified by the model. In terms of query modifications, [366, 405] found typos to be detrimental to the effectiveness of neural rankers. Wu et al. [366] analyzed the robustness of neural rankers with respect to three dimensions: difficult queries from similar distribution, out-of-domain cases, and defense against adversarial operations. Our work differs from the adversarial line of research by evaluating the robustness of models to query modifications that could be generated by humans, i.e. transformations that naturally occur, and not modifications optimized to trick neural models.

### 6.3 Automatic Query Variations

We now first describe in Section 6.3.1 how we arrive at our query variation categories in a data-driven manner by annotating a large set of user-created query variations from UQV100. We end up with six categories: four that change the syntax (but not the semantics) and two that change the semantics. **In our work, we focus on the four syntax-changing categories.** In Section 6.3.2 we subsequently describe our methods to automatically generate query variations categories that do not change the query semantics.

#### 6.3.1 UQV Taxonomy

In order to better understand how queries differ when we compare different query variations for the same information need, we resort to analyzing variations from the UQV100 dataset. UQV100 contains query variations for 100 (sub)-topics from the TREC 2013 and 2014 web tracks, written by crowd workers who received a “backstory” for each topic as a starting point. On average, UQV100 contains 57.7 spelling corrected (corrected by the
Table 6.2: Taxonomy of query variations derived from a sample of the UQV100 dataset. Last column is the count of each query variation found on UQV100 based on manual annotation of tuples of queries for the same information need. Categories in grey change the semantics. * typos were already fixed for the UQV100 pairs.

<table>
<thead>
<tr>
<th>Category</th>
<th>Definition</th>
<th>{q_i, q_j} from UQV100</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generalization/specialization</td>
<td>Generalizes or specializes within the same information need.</td>
<td>american civil war ↔ number of battles in south carolina during civil war</td>
<td>172</td>
</tr>
<tr>
<td>Aspect change</td>
<td>Moves between related but different aspects within the same information need.</td>
<td>what types of spiders can bite you while gardening ↔ signs of spider bite</td>
<td>111</td>
</tr>
<tr>
<td>Misspelling</td>
<td>Adds or removes spelling errors.</td>
<td>raspberry pi ↔ raspberry pi</td>
<td>*</td>
</tr>
<tr>
<td>Naturality</td>
<td>Moves between keyword queries and natural language queries.</td>
<td>how does zinc relate to wilson’s disease ↔ zinc wilson’s disease</td>
<td>118</td>
</tr>
<tr>
<td>Ordering</td>
<td>Changes the order of words</td>
<td>carotid cavernous fistula treatment. ↔ treatment carotid cavernous fistula</td>
<td>37</td>
</tr>
<tr>
<td>Paraphrasing</td>
<td>Rephrases the query by modifying one or more words.</td>
<td>cures for a bald spot ↔ cures for baldness</td>
<td>215</td>
</tr>
</tbody>
</table>

UQV100 authors using the spelling service of the Bing search engine) query variations per topic. We consider a query variation pair \{q_i, q_j\} to be two queries q_i and q_j that were provided in UQV100 for the same backstory. In total, 365K such pairs exist; Table 6.2 (4th column) contains a number of \{q_i, q_j\} examples. We sampled 100 pairs from the 365K available ones for manual annotation. The three authors of the paper that originated this chapter (the “annotators”) performed an open card sort [365]. The annotators independently sorted the query variation pairs into different piles and named them, each representing a transformation T that can be applied to q_i and then leads to q_j, i.e. T(q_i) = q_j. Multiple transformations can be applied to q_i in order to yield q_j, e.g. T_2(T_1(q_i)) = q_j.

After the independent sorting step, the different piles were discussed and merged where necessary, which yielded five categories of transformations. Since the UQV100 data used had already been spelling-corrected by its authors, we added the category misspellings. The resulting taxonomy can be found in Table 6.2. It contains a concrete definition and examples for each of our—in total—six categories: (I) generalization or specialization, (II) aspect change, (III) misspelling, (IV) naturality, (V) word ordering and (VI) paraphrasing. We observed two broad types of transformations: transformations that change the semantics of the query and transformations that do not change the semantics. The gen./specialization and aspect change transformations fall into the former type, whereas all other categories fall into the latter. We highlight here that, unlike previous categorizations that describe how users revise queries in e-commerce [12, 134], how to generate better queries to substitute the original query [157], how users reformulate queries in a session [145], we study here how to categorize query variations for the same information need which is a related but different problem.

Having arrived at our six categories, our annotators then labeled an additional set of 550 \{q_i, q_j\} randomly sampled pairs from UQV100 in order to determine the distribution of these categories in UQV100. Each \{q_i, q_j\} was labeled as belonging to one (or more) of the five categories (with the exception of misspelling which, as already stated, had already been corrected by the UQV100 authors). In order to determine the inter-annotator
agreement, 25 \( \{q_i, q_j\} \) pairs were labeled by all three annotators, and 175 pairs were each labeled by a single annotator. The inter-annotator agreement \([64]\) was moderate (Cohen’s \( \kappa = 0.42 \)); the disagreements were highest for the naturality and paraphrasing categories. We found that a total of 56 \( \{q_i, q_j\} \) pairs had more than one category assigned to it\(^4\). The resulting distribution is shown in Table 6.2 (right-most column); the categories of query variations that change the query without changing its semantics account for 57% of all the transformations. In contrast, 43% of query variations are semantic changes. Among the syntax-changing categories, we found naturality to be the most common with 33% of all transformations falling into this category. Having observed that query variations change the syntax, but not the semantics for the majority of cases, we focus in the remainder of our work on syntax-changing query variations. We leave the exploration of query variation generators for gen./specialization and aspect change as future work.

Table 6.3: Example of applying each query generation method \( M \) for the query ‘what is durable medical equipment consist of’ from TREC-DL-2019. Rightmost columns indicate the total percentage of valid queries by automatic query variation method based on manual annotation of queries from the test sets of TREC-DL-2019 and ANTIQUE.

<table>
<thead>
<tr>
<th>Method Name</th>
<th>( M(\text{&quot;what is durable medical equipment consist of&quot;}) )</th>
<th>TREC</th>
<th>ANT</th>
</tr>
</thead>
<tbody>
<tr>
<td>NeighCharSwap</td>
<td>\textit{what is durable medical equipment consist of}</td>
<td>100.00%</td>
<td>99.50%</td>
</tr>
<tr>
<td>RandomCharSub</td>
<td>\textit{what is durable medical equipment consist of}</td>
<td>97.67%</td>
<td>91.00%</td>
</tr>
<tr>
<td>QWERTYCharSub</td>
<td>\textit{what is durable medical equipment consist of}</td>
<td>97.67%</td>
<td>98.50%</td>
</tr>
<tr>
<td>RemoveStopWords</td>
<td>\textit{what is durable medical equipment consist of}</td>
<td>86.05%</td>
<td>99.50%</td>
</tr>
<tr>
<td>T5DescToTitle</td>
<td>\textit{what is durable medical equipment consist of}</td>
<td>81.40%</td>
<td>68.00%</td>
</tr>
<tr>
<td>RandomOrderSwap</td>
<td>\textit{medical is durable what equipment consist of}</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td>BackTranslation</td>
<td>\textit{what is sustainable medical equipment consist of}</td>
<td>53.49%</td>
<td>46.50%</td>
</tr>
<tr>
<td>T5QQP</td>
<td>\textit{what is durable medical equipment consist of}</td>
<td>60.47%</td>
<td>52.50%</td>
</tr>
<tr>
<td>WordEmbedSynSwap</td>
<td>\textit{what is durable medicinal equipment consist of}</td>
<td>62.79%</td>
<td>62.00%</td>
</tr>
<tr>
<td>WordNetSynSwap</td>
<td>\textit{what is long lasting medical equipment consist of}</td>
<td>37.21%</td>
<td>35.50%</td>
</tr>
</tbody>
</table>

6.3.2 Query Generators

For each of the four syntax-changing categories, we explored different methods that generate query variations of the specified category. After an initial exploration of different query generator methods for each category, filtering approaches that did not generate valid variations for the category and approaches that have a high correlation with each other, we employed a total of ten different methods. These methods are listed in Table 6.3, each with an example transformation. We explain each one in more detail in this section. A method \( M_C \) receives as input a query \( q \) and outputs a query variation \( \hat{q} \): \( M_C(q) = \hat{q} \).

\(^4\)For example, the pair ‘[“what is doctor zhivago all about”, “dr zhivago synopsis”]’ had both paraphrasing and naturality labels, as it goes from a natural language question to a keyword-base question and also paraphrases “doctor [...] all about” to “dr [...] synopsis”
While most of the methods can generate multiple variations for a single input query (for example by replacing different words of the same query by synonyms or by including several spelling mistakes), for the experiments in the paper we resort to using a single query variation per method which already yields enough data for analysis (see § 2.7.1). Inspired by adversarial examples, we aim to make minimal perturbations to the input text when possible, e.g. replace only one word by a synonym, increasing the chances of obtaining valid variations.

**Misspelling**
The three methods in this category add one spelling error to the query; the query term an error is introduced in is chosen uniformly at random.

- **NeighbCharSwap**: Swaps two neighboring characters from a random query term (excluding stopwords⁵).
- **RandomCharSub**: Replaces a random character from a random query term (excluding stopwords) with a randomly chosen new ASCII character.
- **QWERTYCharSub**: Replaces a random character of a random query term (excluding stopwords) with another character from the keyboard such that only characters in close proximity are chosen, replicating errors that come from typing quickly.

**Naturality**
The two methods in this category transform natural language queries into keyword queries.

- **RemoveStopWords**: Removes all stopwords from the query.
- **T5DescToTitle**: Applies an encoder-decoder transformer model (here we employ T5 [274]) that we fine-tuned on the task of generating the title of a TREC topic title based on the TREC topic description. For example, a title and description tuple from 'trec-robust04': ‘Evidence that rap music has a negative effect on young people.’ → ‘Rap and Crime’. We collect pairs of titles and descriptions from eleven datasets available through the IR datasets library [212]: trec-robust04, trec-tb-2004, aquaint/trec-robust-2005, gov/trec-web-2002, ntcir-www-2, ntcir-www-3, trec-misinfo-2019, cord19/trec-covid, dd-trec-2015, dd-trec-2016 and dd-trec-2017. Overall, we fine-tuned our model on 1322 description/title tuples.

**Ordering**
In this category, we employ only one basic method to shuffle words as done by previous research on the order of words [209, 258].

- **RandomOrderSwap**: Randomly swap two words of the query.

⁵We use the NLTK english stopwords list for all the methods; it is available at https://www.nltk.org/.
Paraphrasing
The four methods in this category change query terms in the process of paraphrasing.

- **BackTranslation**: Applies a translation method to the query to a pivot language, i.e. an auxiliary language, and from the pivot language back to the original language of the query, i.e. English. In our experiments, we employ the M2M100 \[90\] model, a multilingual model that can translate between any pair of 100 languages, and we use ‘German’ as the pivot language, which yielded better results—shown by manual inspection of the generated variations—than the other two languages for which the model had the most data for training (‘Spanish’ and ‘French’). This technique has been used before as a way to generate paraphrases \[91, 217\].

- **T5QQP**: Applies an encoder-decoder transformer model (here we employ T5 \[274\]) that was fine-tuned on the task of generating a paraphrase question from the original question\(^6\). The model employs the Quora Question Pairs\(^7\) dataset for fine-tuning, which has 400k pairs of questions like the following: ‘How do you start a bakery?’ → ‘How can one start a bakery business?’\(^7\). We also tested T5 models fine-tuned for PAWS \[378\] and the combination of PAWS and Quora Question Pairs, but the manual inspection of the generated queries revealed that T5 fine-tuned for Quora Question Pairs generated a higher number of valid variations.

- **WordEmbedSynSwap**: Replaces a non-stop word with a synonym as defined by the nearest neighbor word in the embedding space according to a counter fitted-Glove embedding which yields better synonyms than standard Glove embeddings \[227\].

- **WordNetSynSwap**: Replaces a non-stop word by a the first synonym found on WordNet \(^8\). If there are no words with valid synonyms it will not output a valid variation.

### 6.4 Experimental Setup

In this section, we describe our experimental setup aimed to answer the question: *are retrieval pipelines robust to different variations in queries that do not change its semantics?*

#### 6.4.1 Datasets

We consider the following datasets in our experiments: TREC-DL-2019 \[68\] for the passage retrieval task and ANTIQUE \[128\] for non-factoid question answering task, containing 43 and 200 queries respectively in their test sets. For each of the test set queries, we generate one query variation for each of the proposed methods, and we use the manual annotation described in this section (§6.4.4) to take into account only the valid generated query variations in our experiments. The statistics of the datasets can be found in Table 6.4.

#### 6.4.2 Ranking Models

We use different ranking models that cover from lexical traditional models (Trad) such as BM25, to neural ranking models (NN) such as KNRM and neural ranking models that employ

\(^6\)As available here https://huggingface.co/ramsrigouthamg/t5_paraphraser
\(^7\)https://www.kaggle.com/c/quora-question-pairs
\(^8\)https://wordnet.princeton.edu/
Table 6.4: Statistics of the TREC-DL-2019 and ANTIQUE datasets used to evaluate the robustness of query variations.

<table>
<thead>
<tr>
<th></th>
<th>TREC-DL-2019</th>
<th>ANTIQUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>#Q train</td>
<td>367013</td>
<td>2426</td>
</tr>
<tr>
<td>#Q valid</td>
<td>5193</td>
<td>-</td>
</tr>
<tr>
<td>#Q test</td>
<td>43</td>
<td>200</td>
</tr>
<tr>
<td># terms/ Q test</td>
<td>5.51</td>
<td>10.51</td>
</tr>
<tr>
<td># valid query variations</td>
<td>334</td>
<td>1706</td>
</tr>
</tbody>
</table>

transformer-based language models (TNN) such as BERT. For all of our experiments, we apply BM25 as a first-stage retriever and re-rank the top 100 results with the neural ranking models, which is an established and efficient approach [193].

For BM25 [290] and RM3 [1] we resort to the default hyperparameters and implementation provided by the PyTerrier toolkit [213]. We trained the kernel-based ranking models KNRM [369] and CKNRM [73] on the training sets of TREC-DL-2019 and ANTIQUE using default settings from the OpenNIR [208] implementation. For the BERT-based methods EPIC [210], an efficiency-focused model that encodes query and documents separately, and BERT [236], also known as monoBERT, which concatenates query and the document and makes predictions based on the [CLS] token representation, we fine-tune the bert-base-uncased model for the train datasets. For T5 [274] we use the monoT5 [237] implementation from PyTerrier T5 plugin⁹ which has the pre-trained weights for MSMarco [231] by the original authors of monoT5.

6.4.3 Query Generators Implementation
As for our methods of generating query variations, for T5DescToTitle and T5QQP we rely on pre-trained T5 models (t5-base) and we fine-tune them using the Huggingface transformers library [364]. For BackTranslation we use the facebook/m2m100_418M pre-trained model from the transformers library¹⁰. For all other methods, we use the implementations from the TextAttack [226] library.

6.4.4 Quality of Query Generators
Given the automatic nature of the methods we introduced, we need to evaluate their quality: how good are these methods at generating query variations users would also generate?

To this end, we consider two properties of the generated queries: (I) \( \hat{q} \) maintains the same semantics as \( q \), and (II) the syntax difference between \( q \) and \( \hat{q} \) can be attributed to the category \( C \). All pairs of \( q \) and \( \hat{q} = M(q) \) from the test sets of TREC-DL-2019 (43 queries) and ANTIQUE (200 queries) for each of the 10 automatic variation methods went to the following process. First, we automatically set the variations from misspelling¹¹ and ordering as valid since they are rule-based transformations to the input.

⁹https://github.com/terrierteam/pyterrier_t5
¹⁰https://huggingface.co/facebook/m2m100_418M
¹¹'misspelling' methods can generate invalid queries when all words of the query are stop-words (e.g. 'how is it being you' from ANTIQUE would generate the same query as output since there are no non-stop-words to modify)
6.5 Results

Then all transformations that generate a variation that is identical to the input query \( \hat{q} = M(q) = q \) were automatically set to invalid. The annotators (the authors) then annotated independently the remaining 1371 pairs of \( \{q, \hat{q}\} \) for the two mentioned properties (binary labels). The percentage of queries that are valid (both desired properties) are displayed at the right-most columns of Table 6.3 for the 10 automatic variation methods used in the paper and all combinations of \( \{q, \hat{q}\} \) (2430).

We find the methods in the paraphrasing category to yield the largest percentage of invalid query variations: fewer than 38% of query variations generated via WordNetSynSwap are valid. A manual inspection of the invalid queries reveals the following insights:

- **T5DescToTitle** at times removes query terms that are important and thus change its semantics (e.g. ‘if i had a bad breath what should i do’ → ‘if i had a’).
- **BackTranslation** and **T5QQP** methods can generate an identical copy of the input query which was automatically labelled as invalid (e.g. ‘what is dark energy’ → ‘what is dark energy’)
- **Transformations** that replace words by their presumed synonyms (WordEmbedSynSwap and WordNetSynSwap) at times adds words that are not in fact synonymous in the query context (e.g. ‘what is dark energy’ → ‘what is blackness energy’ and ‘what is a active margin’ → ‘what is a active border’).

To evaluate the robustness of the ranking models, we resort to using only the valid queries as defined by the manual annotations. We have thus 2,040 valid queries for datasets TREC-DL-2019 and ANTIQUE that we employ in the experiments that follow. Since some methods generate more valid variations than others, it is possible that we get better approximations of their impact on the effectiveness of retrieval pipelines.

### 6.5 Results

In this section we first describe our main results on the robustness of models to query variations, analyzing them by category of variation and by category of ranking model. We then move on to discussing the fusion of the ranking list obtained by the query variations.

#### 6.5.1 Robustness to Query Variations

In order to explore the robustness of our three types of ranking models (traditional, neural, and transformer-based), we compare the effectiveness of our models when we replace the original query with the respective query variation. The results of this experiment are displayed in Table 6.5 for both the TREC-DL-2019 and ANTIQUE datasets. Each row shows the effectiveness of the ranking models (columns) when using the queries obtained from each automatic query variation method. The last column (#Q) displays the number of valid queries generated by each query variation method; the invalid queries are replaced with the original ones\(^{12}\).

The results show that for most of the query variations and ranker combinations, we observe a statistically significant effectiveness drop (49 out of 70 times for TREC-DL-2019

\(^{12}\)While rows are directly comparable, methods with fewer valid queries are a lower bound of the potential decreases in effectiveness.
Table 6.5: Effectiveness (nDCG@10) of different methods for TREC-DL-2019 and ANTIQUE when faced with different query variations. Bold indicates the highest values observed for each model and ↓/↑ subscripts indicate statistically significant losses/improvements, using two-sided paired Student’s T-Test at 95% confidence interval with Bonferroni correction when compared against the model with original queries. #Q is the number of valid query variations (invalid query variations are replaced by the original query).

<table>
<thead>
<tr>
<th>Category</th>
<th>Variation</th>
<th>BM25</th>
<th>RM3</th>
<th>KNNR</th>
<th>CKNRM</th>
<th>EPIC</th>
<th>BERT</th>
<th>T5</th>
<th>#Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>Misspelling</td>
<td>original query</td>
<td>0.480</td>
<td>0.516</td>
<td>0.502</td>
<td>0.493</td>
<td>0.624</td>
<td>0.645</td>
<td>0.700</td>
<td>43</td>
</tr>
<tr>
<td></td>
<td>NeighbCharSwap</td>
<td>0.275</td>
<td>0.275</td>
<td>0.316</td>
<td>0.304</td>
<td>0.389</td>
<td>0.416</td>
<td>0.495</td>
<td>43</td>
</tr>
<tr>
<td></td>
<td>RandomCharSub</td>
<td>0.231</td>
<td>0.233</td>
<td>0.236</td>
<td>0.226</td>
<td>0.295</td>
<td>0.328</td>
<td>0.396</td>
<td>42</td>
</tr>
<tr>
<td></td>
<td>QMERTYCharSub</td>
<td>0.244</td>
<td>0.250</td>
<td>0.267</td>
<td>0.297</td>
<td>0.351</td>
<td>0.387</td>
<td>0.446</td>
<td>42</td>
</tr>
<tr>
<td>Naturality</td>
<td>RemoveStopWords</td>
<td>0.478</td>
<td>0.511</td>
<td>0.484</td>
<td>0.476</td>
<td>0.621</td>
<td>0.639</td>
<td>0.687</td>
<td>37</td>
</tr>
<tr>
<td></td>
<td>TSDescToTitle</td>
<td>0.421</td>
<td>0.434</td>
<td>0.392</td>
<td>0.393</td>
<td>0.506</td>
<td>0.536</td>
<td>0.571</td>
<td>35</td>
</tr>
<tr>
<td>Ordering</td>
<td>RandomOrderSwap</td>
<td>0.480</td>
<td>0.516</td>
<td>0.502</td>
<td>0.471</td>
<td>0.623</td>
<td>0.635</td>
<td>0.697</td>
<td>43</td>
</tr>
<tr>
<td>Paraphrasing</td>
<td>BackTranslation</td>
<td>0.396</td>
<td>0.420</td>
<td>0.393</td>
<td>0.361</td>
<td>0.530</td>
<td>0.547</td>
<td>0.606</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>TSQQ</td>
<td>0.472</td>
<td>0.504</td>
<td>0.454</td>
<td>0.461</td>
<td>0.605</td>
<td>0.640</td>
<td>0.705</td>
<td>26</td>
</tr>
<tr>
<td></td>
<td>WordEmbedSynSwap</td>
<td>0.353</td>
<td>0.354</td>
<td>0.382</td>
<td>0.368</td>
<td>0.475</td>
<td>0.472</td>
<td>0.560</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td>WordNetSynSwap</td>
<td>0.349</td>
<td>0.363</td>
<td>0.381</td>
<td>0.361</td>
<td>0.449</td>
<td>0.447</td>
<td>0.543</td>
<td>16</td>
</tr>
<tr>
<td>Category</td>
<td>Variation</td>
<td>BM25</td>
<td>RM3</td>
<td>KNNR</td>
<td>CKNRM</td>
<td>EPIC</td>
<td>BERT</td>
<td>T5</td>
<td>#Q</td>
</tr>
<tr>
<td></td>
<td>original query</td>
<td>0.229</td>
<td>0.217</td>
<td>0.218</td>
<td>0.207</td>
<td>0.266</td>
<td>0.421</td>
<td>0.334</td>
<td>200</td>
</tr>
<tr>
<td>Misspelling</td>
<td>NeighbCharSwap</td>
<td>0.156</td>
<td>0.148</td>
<td>0.159</td>
<td>0.145</td>
<td>0.184</td>
<td>0.287</td>
<td>0.251</td>
<td>199</td>
</tr>
<tr>
<td></td>
<td>RandomCharSub</td>
<td>0.162</td>
<td>0.159</td>
<td>0.156</td>
<td>0.148</td>
<td>0.189</td>
<td>0.280</td>
<td>0.249</td>
<td>182</td>
</tr>
<tr>
<td></td>
<td>QMERTYCharSub</td>
<td>0.161</td>
<td>0.153</td>
<td>0.160</td>
<td>0.155</td>
<td>0.192</td>
<td>0.299</td>
<td>0.266</td>
<td>197</td>
</tr>
<tr>
<td>Naturality</td>
<td>RemoveStopWords</td>
<td>0.227</td>
<td>0.216</td>
<td>0.222</td>
<td>0.215</td>
<td>0.269</td>
<td>0.383</td>
<td>0.320</td>
<td>199</td>
</tr>
<tr>
<td></td>
<td>TSDescToTitle</td>
<td>0.167</td>
<td>0.163</td>
<td>0.160</td>
<td>0.167</td>
<td>0.200</td>
<td>0.270</td>
<td>0.240</td>
<td>136</td>
</tr>
<tr>
<td>Ordering</td>
<td>RandomOrderSwap</td>
<td>0.229</td>
<td>0.217</td>
<td>0.218</td>
<td>0.198</td>
<td>0.267</td>
<td>0.413</td>
<td>0.325</td>
<td>200</td>
</tr>
<tr>
<td>Paraphrasing</td>
<td>BackTranslation</td>
<td>0.162</td>
<td>0.155</td>
<td>0.160</td>
<td>0.144</td>
<td>0.204</td>
<td>0.305</td>
<td>0.258</td>
<td>93</td>
</tr>
<tr>
<td></td>
<td>TSQQ</td>
<td>0.220</td>
<td>0.207</td>
<td>0.210</td>
<td>0.196</td>
<td>0.261</td>
<td>0.393</td>
<td>0.321</td>
<td>105</td>
</tr>
<tr>
<td></td>
<td>WordEmbedSynSwap</td>
<td>0.176</td>
<td>0.172</td>
<td>0.190</td>
<td>0.169</td>
<td>0.214</td>
<td>0.325</td>
<td>0.283</td>
<td>124</td>
</tr>
<tr>
<td></td>
<td>WordNetSynSwap</td>
<td>0.179</td>
<td>0.175</td>
<td>0.196</td>
<td>0.177</td>
<td>0.212</td>
<td>0.324</td>
<td>0.273</td>
<td>71</td>
</tr>
</tbody>
</table>

and 54 out of 70 times for ANTIQUE), and that no set of query variations improves statistically over using the original query. If we look into the percentage of overall effectiveness decreases considering only the valid queries, we see on average that the models become 20.62% and 19.21% less effective for TREC-DL-2019 and ANTIQUE respectively. **This answers our main research question indicating that retrieval pipelines are not robust to query variations.** This confirms previous empirical evidence that query variations induce a big variability effect on different IR systems [22, 410]. We show that even with newer large-scale collections such as TREC-DL-2019, pipelines with neural ranking models are not robust to such variations.

There are several potential explanations for this drop in effectiveness besides the lack of robustness of neural rankers. The first-stage ranker may be the point of failure, being unable to retrieve sufficiently many relevant documents for the neural rankers to re-rank. It is also possible that the query variations lead to unjudged documents being ranked highly by the retrieval pipelines, which in the standard retrieval evaluation setup are considered non-relevant. We now present two experiments to show that these alternative
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Explanations are not the cause of the drop in retrieval effectiveness.

Let’s focus first on the first-stage ranker. Figure 6.1 shows the effect of increasing the re-ranking threshold on the distribution of nDCG@10Δ when using BERT, revealing that although the number of relevant documents on the re-ranking set increases (e.g., BM25 has Recalls @10, @100 and @1000 on average of 0.06, 0.25 and 0.48 for misspelling query variations), BERT still struggles (negative Δ) with query variations¹³. This indicates that even if we increase the number of relevant documents in the list to be re-ranked, the re-rankers still fail when facing query variations.

![Figure 6.1: Distribution of nDCG@10Δ for different re-ranking thresholds when using BERT as a re-ranker.](image)

To further isolate the effect of the first-stage retrieval module, we analyzed whether the effectiveness of the pipelines would not degrade in case the first-stage retrieval was performed on the original query. In this experiment, only the re-ranker models use the query variations and we check whether the effectiveness drops persist. The results reveal that there are still statistically significant effectiveness drops when only the re-ranker models use the query variations, although in a smaller magnitude. While the drops in the effectiveness of the pipelines when using query variations for the entire pipeline are on average of 20% in nDCG@10, when using the query variations only for re-ranking they are of 9%. This indicates that not only the first stage retrieval module is not robust to query variations, but also the neural re-rankers.

Let’s now focus on the matter of unjudged documents. It is possible that we are underestimating the effectiveness of the retrieval pipelines when facing query variations if (I) the number of unjudged documents in the top-10 ranked lists increases and (II) they turn out to be relevant. When counting the amount of judged documents in the top-10 ranked lists of the retrieval pipelines, we find that on average the number actually increases (4.30% for TREC-DL–2019 and 0.36% for ANTIQUE), meaning that the performance drops of the retrieval pipelines cannot be attributed to unjudged documents being brought up in the ranking by the query variations.

**Robustness by Query Variation Category**

In order to study the effect of each query variation category, Figure 6.2 displays the nDCG@10Δ (difference in effectiveness when replacing the original query by its varia-

¹³Similar results are obtained for other neural rankers.
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distribution per category and model. Although some query variations have a positive effect (points with positive $\Delta$), the distributions are mostly skewed towards effectiveness decreases (negative $\Delta$).

First, we see that on average the decreases are higher for the **misspelling** category: -0.25 and -0.08 of nDCG@10 $\Delta$ for TREC-DL-2019 and ANTIQUE respectively. We hypothesize that the effect is higher on TREC-DL-2019 due to it having shorter queries than TREC-DL-2019 (see the average number of terms per query in Table 6.4).

The second highest effect on both datasets is the query variations from the **paraphrasing** category (-0.08 and -0.03 of nDCG@10 $\Delta$) followed by **naturality** (-0.05 and -0.03). Compared to the **misspelling** variations which in most cases degrade the effectiveness of our models, **paraphrasing** and **naturality** have more queries for which the effect is positive, rendering the overall nDCG@10 $\Delta$ smaller.

Queries from the **ordering** category have the least effect (less than 0.01). Since traditional methods are in fact bag-of-words models, changing the word order will not have any effect on them, which makes the average of all models’ nDCG@10 $\Delta$ closer to zero. In the following section, we take a further look at how each type of ranking model is affected by each query variation method.

**Robustness by Model Category**

When we consider how different models are affected by the query variations, we see from Figure 6.2 that with the exception of **ordering**, which has no effect on BM25, RM3 and KNRM, other transformations have a similar overall distribution of nDCG@10 $\Delta$ amongst different models. In order to understand if models (and category of models) make mistakes on the same queries, we label the models as follows: BM25 and RM3 are labeled as **Trad** (lexical matching), KNRM and CKNRM (neural network based) are labeled as **NN** and EPIC, BERT, T5 are labeled as **TNN** (transformer language model based). We then represent each model with the nDCG@10 $\Delta$ values obtained for each query and variation method resulting in a total of $#Q \times #M$ features per model. In order to visualize them we reduce this representation
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to 2 factors with tSNE¹⁴ [340], as shown in Figure 6.3.

We observe that even though models have similar magnitudes and directions of nDCG@10 Δs, classes of models as indicated by color are clustered indicating that the query variations have similar effects for each type of model.

Figure 6.3: tSNE dimensionality reduction where each model is represented by the nDCG@10 Δ values obtained for each query and variation method (#Q × #M).

While Trad models have decreases of -0.03 (TREC-DL-2019) and -0.01 (ANTIQUE) for naturality query variations, the effect is higher on TNN: -0.05 and -0.04 respectively. This is evidence that neural ranking models based on heavily pre-trained language models have a slight preference for natural language queries as opposed to keyword queries, which is a finding aligned with previous work [72]. Another interesting finding is that the word order does not have a great effect on TNN models (decreases smaller than 0.01). This is in line with recent research that indicates that the word order might not be as important as initially thought for transformer models [258, 306].

6.5.2 Fusing Query Variations

Although on average query variations make models less effective, there are cases when there are effectiveness gains (as shown with the positive nDCG@10 Δ in Figure 6.2). This motivates the combination of different query variations to obtain better ranking effectiveness. In order to understand whether we can improve the effectiveness of models by combining different query variations, we compare different methods for combining queries, as displayed in Table 6.6. RRF_C indicates that we fuse the results obtained from the query variations obtained after applying M_{C} methods using the Reciprocal Rank Fusion (RRF) method [67], and RRF_A_{I} fuses the results obtained by all query variation methods¹⁵.

First, we see that there is potential to have significant effectiveness gains, as shown by the last line (best query) where we always use the query with the highest retrieval effectiveness amongst query variations and the original query. The results show that combining

¹⁴tSNE first calculates a probability distribution of pairs of objects in a way that similar ones (locally) have higher probability compared to dissimilar points in the high-dimensional space, then it defines a probability over the points in the low-dimensional space, minimizing the Kullback-Leibler divergence between the two distributions with respect to the locations of the points.

¹⁵ordering was not included in the experiments as a separated row since it only has one method, but it is included in the RRF_A_{I} method.
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Table 6.6: Effectiveness (nDCG@10) of different methods when employing rank fusion (RRF) of the rankings obtained by using different sets of queries, e.g. RRF\textsubscript{misspelling} fuses queries generated by misspelling methods. Bold indicates the highest values observed for each model and ↓/↑ subscripts indicate statistically significant losses/improvements, using t-test when compared against the same model with the original queries.

<table>
<thead>
<tr>
<th>TREC-DL-2019</th>
<th>BM25</th>
<th>RM3</th>
<th>KNRM</th>
<th>CKNRM</th>
<th>EPIC</th>
<th>BERT</th>
<th>T5</th>
</tr>
</thead>
<tbody>
<tr>
<td>original query</td>
<td>0.479</td>
<td>0.515</td>
<td>0.501</td>
<td>0.493</td>
<td>0.624</td>
<td>0.644</td>
<td>0.699</td>
</tr>
<tr>
<td>RRF\textsubscript{Misspelling}</td>
<td>0.309↓</td>
<td>0.309↓</td>
<td>0.323↓</td>
<td>0.317↓</td>
<td>0.383↓</td>
<td>0.416↑</td>
<td>0.465↓</td>
</tr>
<tr>
<td>RRF\textsubscript{Naturality}</td>
<td>0.475</td>
<td>0.497</td>
<td>0.485</td>
<td>0.463</td>
<td>0.590</td>
<td>0.616</td>
<td>0.662</td>
</tr>
<tr>
<td>RRF\textsubscript{Paraphrasing}</td>
<td>0.474</td>
<td>0.486</td>
<td>0.480</td>
<td>0.433↓</td>
<td>0.5847</td>
<td>0.612</td>
<td>0.662</td>
</tr>
<tr>
<td>RRF\textsubscript{All}</td>
<td>0.474</td>
<td>0.497</td>
<td>0.502</td>
<td>0.495</td>
<td>0.590↓</td>
<td>0.603↓</td>
<td>0.645↓</td>
</tr>
<tr>
<td>best query</td>
<td>0.540↑</td>
<td>0.577↑</td>
<td>0.605↑</td>
<td>0.612↑</td>
<td>0.699↑</td>
<td>0.719↑</td>
<td>0.759↑</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ANTIQUE</th>
<th>BM25</th>
<th>RM3</th>
<th>KNRM</th>
<th>CKNRM</th>
<th>EPIC</th>
<th>BERT</th>
<th>T5</th>
</tr>
</thead>
<tbody>
<tr>
<td>original query</td>
<td>0.228</td>
<td>0.216</td>
<td>0.217</td>
<td>0.206</td>
<td>0.266</td>
<td>0.421</td>
<td>0.333</td>
</tr>
<tr>
<td>RRF\textsubscript{Misspelling}</td>
<td>0.176↓</td>
<td>0.166↓</td>
<td>0.175↓</td>
<td>0.165↓</td>
<td>0.206↓</td>
<td>0.275↓</td>
<td>0.243↓</td>
</tr>
<tr>
<td>RRF\textsubscript{Naturality}</td>
<td>0.184↓</td>
<td>0.186↓</td>
<td>0.202</td>
<td>0.203</td>
<td>0.240↓</td>
<td>0.317↓</td>
<td>0.270↓</td>
</tr>
<tr>
<td>RRF\textsubscript{Paraphrasing}</td>
<td>0.190↓</td>
<td>0.184↓</td>
<td>0.191↓</td>
<td>0.176↓</td>
<td>0.238↓</td>
<td>0.339↓</td>
<td>0.288↓</td>
</tr>
<tr>
<td>RRF\textsubscript{All}</td>
<td>0.199↓</td>
<td>0.197↓</td>
<td>0.215</td>
<td>0.203</td>
<td>0.243↓</td>
<td>0.317↓</td>
<td>0.272↓</td>
</tr>
<tr>
<td>best query</td>
<td>0.271↑</td>
<td>0.268↑</td>
<td>0.298↑</td>
<td>0.284↑</td>
<td>0.337↑</td>
<td>0.448↑</td>
<td>0.392↑</td>
</tr>
</tbody>
</table>

Query variations with RRF is better than using query variations individually (Table 6.5), and sometimes it is even the same as using the original query (no statistical difference). Our results indicate that while rank fusion mitigates the decreases in effectiveness of different query variations (RRF\textsubscript{All} decreases are of 3% and 10% nDCG@10 for TREC-DL-2019 and ANTIQUE respectively when compared to the original query), it does not improve the effectiveness over using the original query.

When are query variations better?
To better understand when models benefit from different query variations, we plot the distribution of query variations that improve over the original query by ranking model and query variation category in Figure 6.4.

We see that overall the queries obtained through the naturality and paraphrasing methods are the ones that improve over the original queries the most. Intuitively, paraphrasing query variations can potentially rewrite the query with better terms (e.g. ‘why do criminals practice crime’ → ‘why do criminals practice misdemeanour’ +0.13 nDCG@10 for BERT using WordEmbedSynSwap), make queries grammatically correct (e.g. ‘how sun rises’ → ‘how does the sun rise’ +0.03 nDCG@10 for BERT using T5QP) and also corrects spelling mistakes (e.g. ‘what is sosiology’ → ‘what is sociology’ +0.47 nDCG@10 for BERT using BackTranslation). naturality methods make the queries shorter (e.g. ‘who is robert gray’ → ‘robert gray’ +0.34 nDCG@10 for BERT using RemoveStopWords), removing unnecessary information from the original query on certain cases.
6.6 Limitations

A limitation of the proposed methods to generate variations is that there is no guarantee that the outputs do not shift the original query in a way that modifies also the underlying information need. While we solved this problem in our study by manually going through the generated queries and checking that, this is not a scalable solution. A second point we would like to mention is that there are categories of query variations, specifically misspelling and naturality, that have a direction. For example, the transformation “add spelling errors” is different than “remove spelling errors”. Removing spelling errors can be thought of as an auto-correct function that is present in most commercial search engines. The same is true when we use the naturality transformation to go from a natural language question to a query. Our work is limited as it did not consider two different models, one for each direction of the transformation.

A related but not covered aspect of the query variations is the auto-complete feature that most commercial search engines have. In our work, we do not consider the categories Gen./specialization and Aspect change (see Table 6.2) which are modifications to the query that are particularly interesting as auto-complete options.

Another aspect that we do not cover is language variations when dealing with full-blown conversations as opposed to initial information-seeking requests represented by the queries. Initial work has looked into query paraphrases for conversational passage retrieval [6], however, it is unknown the different types of language variations and how they occur when the interaction is a dialogue as opposed to single queries.

Finally, the set of valid query variations for some categories is small. Also, while the query variations are valid for the taxonomy proposed here it does not mean they are representative of how users actually generate such variations.

6.7 Conclusions

In this work, we studied the robustness of ranking models when faced with query variations. We first described a taxonomy of transformations between two queries for the same information need that characterizes how exactly a query is modified to arrive at one of its
variants. We found six different types of transformations, and we focused our experiments on the ones that do not change the query semantics: *misspelling*, *naturality*, *ordering*, and *paraphrasing*. They account for 57% of observed variations in the UQV100 dataset.

For each of these four categories, we proposed different methods to automatically generate a query variation based on an input query. We studied the quality of the generated query variations, and based only on the valid ones we analyzed how robust retrieval pipelines are to them. Our experimental results on two different datasets quantify how much each model is affected by each type of query variation, demonstrating large effectiveness drops of 20% on average when compared to the original queries from the test sets. We found rank fusion techniques to somewhat mitigate the drops in effectiveness. Our work highlights the need of creating test collections that include query variations to better understand model effectiveness.

This chapter provides initial evidence for the third main research question of the thesis (M-RQ3). We show that language variations of users when engaging with information retrieval systems lead to degradation in the effectiveness of retrieval pipelines, both for retrieval and re-ranking. This indicates that our multi-stage retrieval pipeline for conversational search studied in the first part of this thesis needs to be improved in terms of robustness to language variations.

Considering that transformer-based language models are used throughout the entire multi-stage pipeline, we evaluate next which conversational search and recommendation capabilities they have, in order to provide further evidence regarding M-RQ3.
In this chapter, we continue to explore the limitations of multi-stage retrieval pipelines. Given that pre-trained transformer models are ubiquitous in such pipelines, from retrieval to re-ranking, we explore here their limitations for conversational recommendation tasks. Given that such models implicitly store factual knowledge in their parameters after pre-training, understanding this step is crucial for using and improving them for conversational recommendation models. We study how much off-the-shelf pre-trained BERT “knows” about recommendation items such as books, movies, and music. In order to analyze the knowledge stored in BERT’s parameters, we use different probes (i.e., tasks to examine a trained model regarding certain properties) that require different types of knowledge to solve, namely content-based and collaborative-based. Content-based knowledge is the one that requires the model to match the titles of items with their content information, such as descriptions and genres. In contrast, collaborative-based knowledge requires the model to match items with similar ones, according to interactions such as ratings. We resort to BERT’s Masked Language Modelling (MLM) head to probe it about the genre of items, with cloze style prompts. In addition, we employ BERT’s Next Sentence Prediction (NSP) head and representations’ similarity (SIM) to compare relevant and non-relevant search and recommendation query-document inputs to explore whether it can, without any fine-tuning, rank relevant items first. Finally, we study how BERT performs in a conversational recommendation downstream task. To this end, we fine-tune BERT to act as a retrieval-based CRS. The code required to reproduce this chapter is available at https://github.com/Guzpenha/ConvRecProbingBERT.

This chapter is based on the following paper:

7.1 Introduction

One important breakthrough in Natural Language Processing (NLP) is the use of heavily pre-trained transformers for language modeling, such as BERT [80] or T5 [274]. These pre-trained Language Models (LMs) are extremely powerful for many downstream tasks in NLP as well as IR, Recommender Systems, Dialogue Systems, and other fields—and have thus become an essential part of our machine learning pipelines. One advantage of these models is their capability to perform well on specific tasks and domains (that were not part of their training regime) via fine-tuning, i.e. the retraining of a pre-trained model with just a few thousand labeled task- and/or domain-specific examples. Besides the power of such models to model human language, they have also been shown to store factual knowledge in their parameters [257, 287]. For instance, we can extract the fact that the famous Dutch painter Rembrandt Harmenszoon van Rijn died in Amsterdam by feeding the prompt sentence "Rembrandt died in the city of ____" to a pre-trained LM¹, and use the token with the highest prediction score as the chosen answer.

Given the prevalence of such heavily pre-trained LMs for transfer learning in NLP tasks [267, 324], it is important to understand what the pre-training objectives are able to learn, and also what they fail to learn. Understanding the representations learned by such models has been an active research field, where the goal is to try and understand what aspects of language such models capture. Examples include analyzing the attention heads [61, 222], or using probing tasks [146, 324] that show which linguistic information is encoded. Such LMs have been successfully applied to different IR tasks [270, 297, 376, 377], but it is still unknown what exactly makes them so powerful in IR [49]. Unlike previous studies, we diagnose LMs here from the perspective of conversational recommendations. We focus on BERT [80] as its publicly released pre-trained models have been shown to be effective in a wide variety of NLP and IR tasks.

Thus, our first research question (RQ1) is: How much knowledge do off-the-shelf BERT models store in their parameters about items to recommend? We look specifically at movies, books, and music due to their popularity, since many users frequently engage with recommenders in such domains. Indeed, some of the largest existent commercial recommender systems such as Netflix, Spotify, and Amazon focus on the aforementioned domains.

In order to provide a better intuition of our work, consider the examples in Table 7.1. Shown are examples (for the movie domain) of inputs and outputs for the different tasks considered in our work. In conversational recommendation, users engage in a conversation with the system to obtain recommendations that satisfy their current information needs. This is the downstream task we focus on in this chapter. The users often describe items that they have interacted with and enjoyed ("Power Rangers in 1995 and then Turbo in 1997"), and give textual descriptions of what they are looking for regarding the recommendation ("film with great soundtrack" and "dramas, thrillers"). Such interactions can be categorized as having the intent of providing preferences [144]. We consider the knowledge of which items are often consumed together to be collaborative-based knowledge, and we examine models for this through a recommendation probing task: given an item, find similar ones (according to the community interaction data such as ratings from ML25M [127]), e.g. users who like "Power Rangers" also like "Pulp Fiction". We consider

¹This specific example works with both bert-large-cased and roberta-large in the fill-mask pipeline from the transformers library https://huggingface.co/transformers/pretrained_models.html.
the descriptions about the content of the items to be content-based knowledge, and we examine models for this using a search probing task for which a review of the item has to be matched with the title of the item, and a genre probing task for which the genres of the movie have to be matched with the movie title.

Table 7.1: Input and output examples for the probing and downstream tasks considered in the movie domain. For the first task, **recommendation**, the user input is the history of seen movies, and the output is the recommendation for what to watch next. This task requires a model to match movies that are often seen together by different users—and thus are similar in a collaborative sense. We refer to this as collaborative-based knowledge. The second task, **search**, requires that a model matches descriptions of the item (item review) with the title. Similarly, the **genre** requires the model to match the genres of the items with their titles. We refer to this type of knowledge described in the second column as content-based. In conversational recommendation (the downstream task we focus on here), we see that knowing that “Pulp Fiction” is a movie often seen by people who saw “Power Rangers” (recommendation probe), that it has a good soundtrack (search probe), and that it is from the genres “drama” and “thriller” (genre probe) are helpful information to give a credible and accurate response.

<table>
<thead>
<tr>
<th>Recommendation</th>
<th>Search and Genre</th>
<th>Conversational Recommendation</th>
</tr>
</thead>
<tbody>
<tr>
<td>User input</td>
<td></td>
<td></td>
</tr>
<tr>
<td>System output</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Task type</td>
<td></td>
<td></td>
</tr>
<tr>
<td>probing</td>
<td>probing</td>
<td>downstream</td>
</tr>
<tr>
<td>Knowledge</td>
<td></td>
<td></td>
</tr>
<tr>
<td>collaborative</td>
<td>content</td>
<td>content and collaborative</td>
</tr>
</tbody>
</table>

To answer RQ1, we probe BERT models on content-based knowledge, by using the predictions of BERT’s Masked Language Modelling (MLM) head. We use knowledge sources to extract the information of the genre of the items, and generate prompt sentences such as “Pulp Fiction is a movie of the ______ genre.” similar to prior works [257], for which the tokens drama, thriller should have high prediction scores in case the BERT model stores this information. In order to probe BERT models for the search and recommendation probing tasks, we introduce two techniques that do not require fine-tuning and are able to estimate the match between two sentences. One technique is based on BERT’s Sentence Representation Similarity (SIM), while the other is based on BERT’s Next Sentence Prediction (NSP) head. We generate the relevant recommendation prompt sentences with items that are frequently consumed together and use both techniques to compare them against the non-relevant ones with items that are rarely consumed together. For example, the prompt “If you liked Pulp Fiction [SEP] you will also like Reservoir Dogs”² should have a higher next sentence prediction score than the input “If you liked Pulp Fiction [SEP] you will also like

²Note that the [SEP] token is used by BERT as sentence separator, and we, therefore, use the next sentence predictor head as a next subsentence predictor head.
To All the Boys I’ve Loved Before”, since the first two movies co-occur more often than the second pair based on rating data such as MovieLens [127]. For the search prompt, we generate relevant sentences by matching the title of the items with their respective reviews, a common approach to simulate product search [122, 386].

Our experimental results for RQ1 reveal the following:

• BERT has both collaborative-based and content-based knowledge stored in its parameters; correct genres are within the top-5 predicted tokens in 30% to 50% of the cases depending on the domain; reviews are matched to correct items 80% of the times in the book domain when having two candidates; correct recommendation sentences are selected around 60% of the time when having two candidates.

• BERT is more effective at storing content-based knowledge than collaborative-based knowledge as shown by our probing experiments.

• The NSP is an important pre-training objective for the search and recommendation probing tasks, improving the effectiveness over not using it up to 58%.

• BERT’s effectiveness for search and recommendation probes drops considerably when increasing the number of candidates in the probes, especially for collaborative-based knowledge (i.e., a 35% decrease in the recall at the first position).

Based on these findings, we next study how to use BERT for conversational recommendation and, more importantly, manners to infuse collaborative-based knowledge and content-based knowledge into BERT models as a step towards better CRS. We hypothesize that a model which is able to perform well at search and recommendation probing tasks is better for conversational recommendation. And thus, our second research question (RQ2) is: What is an effective manner to infuse additional knowledge for conversational recommendation into BERT? Our experimental results show the following.

• Our fine-tuned BERT is highly effective in distinguishing relevant responses and nonrelevant responses, yielding significant improvements when compared to a competitive baseline for the downstream task.

• When faced with adversarially generated negative candidates with random items, BERT’s effectiveness degrades significantly (from 0.78 to 0.07 MRR).

• Infusing content-based and collaborative-based knowledge via multi-task learning during the fine-tuning procedure improves conversational recommendation.

7.2 Related Work

The extensive success of pre-trained transformer-based language models such as BERT [80], RoBERTa [201]³, and T5 [274] can be attributed to the transformers’ computational efficiency, the amount of pre-training data, the large amount of computations used to train such models⁴ and the ease of adapting them to downstream tasks via fine-tuning. Given

³RoBERTa is similar to BERT but it is trained for longer on more data, and without the NSP pre-training task.
⁴For instance, the RoBERTa model [201] was trained on 160GB of text using 1,024 32GB NVIDIA V100 GPUs
the remarkable success of such LMs, pioneered by BERT, researchers have focused on understanding what exactly such LMs learn during pre-training. For instance, by analyzing the attention heads [61, 222], by using probing tasks [146, 324] that examine BERT’s representation to understand which linguistic information is encoded at which layer and by using diagnostic datasets [49].

BERT and RoBERTa failed completely on 4 out of the 8 probing tasks that require reasoning skills in experiments conducted by Talmor et al. [315]. The “Always-Never” probing task is an example of such a failure. Here, prompt sentences look like “rhinoceros [MASK] have fur”, with candidate answers for this task being “never” or “always”. Petroni et al. [257] showed that BERT can be used as a competitive model for extracting factual knowledge, by feeding cloze-style prompts to the model and extracting predictions for its vocabulary. Jiang et al. [151] extended this work, demonstrating that using better prompt sentences through paraphrases and mined templates led to better extraction of knowledge from LMs. Roberts et al. [287] showed that off-the-shelf (i.e., pre-trained LMs without fine-tuning) T5 outperformed competitive baselines for open-domain question answering.

More recently, with the uptake in model size and pre-training time, we see improvements across multiple different tasks, and the effectiveness of such models when using zero-shot prompts is getting closer to the effectiveness of fine-tuned models [25, 172, 266].

Another line of work has focused on infusing different information in LM parameters to perform better at downstream tasks. One approach to do so is by having intermediary tasks before the fine-tuning on the downstream task [259]. The intuition here is that other tasks that are similar to the downstream task could improve the LM’s effectiveness. It is still unknown why a combination of intermediate and downstream tasks is effective [263]. A similar approach is to continue the pre-training of the language model with domain-specific text corpora [123]. Wang et al. [351] proposed a different approach inspired by multi-task learning [397] that grouped similar NLP tasks together. When infusing different types of knowledge into LMs, it is possible for some of the knowledge that was stored in its parameters to be erased, otherwise known as catastrophic forgetting [169]. Thomp-son et al. [329] proposed a technique that regularizes the model when doing adaptation so that the weights are close to the pre-trained model. Wang et al. [354] tackled this problem by proposing adapters, i.e., auxiliary neural modules that have different sets of weights, instead of sharing weights in a multi-task manner—and are effective when infusing different types of knowledge into LMs (such as factual and linguistic).

Instead of probing LMs for linguistic properties or general facts, we examine LMs in our work through the lens of conversational recommendation. Specifically, we look into recommendation, search, and genre probes that require collaborative and content knowledge regarding items to be recommended. We then examine the effectiveness of the LMs for conversational recommendation—before and after infusing additional knowledge via multi-task learning.

---

5 Given the closed nature of commercial models, such as ChatGPT and PaLM, it is difficult to evaluate what the model has seen and what the model has not seen during pre-training, and thus what is in fact zero-shot.
Table 7.2: Examples of the probes used in this paper. We use off-the-shelf BERT’s Masked Language Modelling (MLM) head for predicting tokens, BERT’s Next Sentence Prediction (NSP) head for predicting if the underlined sentence is the most likely continuation of the sentence, and BERT’s last layer hidden representations (CLS pooled and MEAN pooled) for calculating the similarity between two texts (SIM). All probes require no fine-tuning, and thus indicate what BERT learns through its pre-training objectives. The knowledge source for recommendation prompts are interaction datasets, such as users’ movie ratings. For search prompts, we use items’ review data. No underline indicates sentences that are treated as the query, and underline indicates sentences that are treated as the document. Relevant documents for a query have label 1, e.g. document you will also like Lord of the Rings for the query If you liked The Hobbit, while non-relevant have label 0, e.g. document you will also like Twilight for the query If you liked The Hobbit.

<table>
<thead>
<tr>
<th>Type</th>
<th>Prediction</th>
<th>Task</th>
<th>Prompt Examples</th>
<th>Labels</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLM</td>
<td>Token</td>
<td>Genre</td>
<td>TP-NoTitle: &quot;It is a movie of the [MASK] genre.&quot;</td>
<td>crime</td>
</tr>
<tr>
<td>SIM</td>
<td>IsSimilar</td>
<td>Recommendation</td>
<td>([&quot;The Hobbit&quot;, &quot;Lord of the Rings&quot;], &quot;The Hobbit&quot;, &quot;Twilight&quot;)</td>
<td>1, 0</td>
</tr>
<tr>
<td>NSP</td>
<td>IsNext</td>
<td>Recommendation</td>
<td>([&quot;If you liked The Hobbit, (SEP) you will also like Lord of the Rings&quot;], &quot;If you liked The Hobbit, (SEP) you will also like Twilight&quot;)</td>
<td>1, 0</td>
</tr>
</tbody>
</table>

7.3 Method

In this section, we introduce our three types of probing tasks (genre, search, and recommendation). We then turn to our downstream task—conversational recommendation.

7.3.1 Genre Probes

We resort to genre (i.e. a style or category of the item such as comedy) probes to extract and quantify the knowledge stored in language models about the recommended items. Using knowledge sources that contain an item’s title and its respective genres, e.g. “Los miserables by Victor Hugo” → “romance, fiction, history”6, we create prompt sentences for each item with the genre as the masked token. Since we use the MLM head to make predictions, we refer to this probing as MLM. We use three manually defined prompt sentence templates (cf. Table 7.2, first row, for examples of each template type) inspired by [151] for the MLM probe to investigate what BERT can do with different templates:

- **TP-NoTitle**: we do not provide the item, only the domain of the item.
- **TP-Title**: we use both the title of the item and its domain.
- **TP-TitleGenre**: we provide the item title, domain, and additional phrase “of the genre” indicating that we are looking specifically for the genre of the item.

The underlying assumption of this probing technique is that if the correct tokens are ranked higher by the language model, it has this knowledge stored in its parameters about

6We can extract this information from user-generated tags to books for example.
the item. We evaluate the amount of knowledge stored in the model by counting the number of correctly ranked labels as the most probable in the first and first 5 positions, i.e. recall@1 and recall@5. Since the template sentences are not exhaustive, our manually selected templates offer only a lower bound on the amount of knowledge stored in the language model.

7.3.2 Recommendation and Search Probes
In order to probe a LM’s capacity to rank relevant items in recommendation and search scenarios we now introduce two probing techniques (SIM and NSP). Like the genre probe, these two techniques do not require any fine-tuning to quantify the LM’s ranking effectiveness. We were inspired by methods to calculate the matching degree between two sentences, in a non-supervised way [395]. While SIM uses the representations directly to calculate the matching degree, NSP relies on the fact that this pre-training BERT head was designed to understand the relationship between the two sentences, something not directly captured by the MLM training [80].

Using both techniques, we compare prompt sentences (the template and prompt generation are explained shortly) that represent either a ‘query’ or a ‘document’. The query sentences take input from the user side (for search this is the item description, and for recommendation this is the history of rated items), and the document sentences contain a possible answer from the system to this input (the item to be recommended). We refer to relevant document sentences as the ones that are relevant items for the query sentence. Non-relevant document sentences are randomly sampled.

**Probe Based on Similarity (SIM)**
SIM ranks document sentences for a query sentence based on the representations learned by the LM: we calculate the dot similarity between the query sentence and document sentences using either the [CLS] token representation (SIM\_CLS), or the average pooling of all tokens (SIM\_MEAN). More formally:

\[
SIM_{CLS} = BERT_{CLS}(query\_sentence) \cdot BERT_{CLS}(document\_sentence)
\]

where \( BERT_{CLS}(s) \) means the representation of the CLS token in the last layer, and

\[
SIM_{MEAN} = BERT_{MEAN}(query\_sentence) \cdot BERT_{MEAN}(document\_sentence)
\]

where \( BERT_{MEAN}(s) \) means extracting the representations of each token in the last layer by taking the average.

**Probe Based on Next Sentence Prediction Head (NSP)**
NSP ranks document sentences for a query sentence based on the likelihood of the document sentence being the next sentence for the query sentence. Stated formally:

\[
NSP = BERT_{NSP}(query\_sentence | [SEP] | document\_sentence)
\]

where | indicates the string concatenation operator. This probe technique also does not require any fine-tuning of BERT.
Templates and Prompt Generation
Having defined our probing techniques, we now discuss how to generate the prompts for the recommendation and search probes, along with the templates. Based on the knowledge extracted from rating and review datasets, we create prompt sentences in a similar manner to how previous work extracted knowledge from other data sources [256, 257].

For the recommendation probe, the query sentence is built using an item that was rated by a user $u$, and the relevant document sentence is another item rated by $u$ as well. The non-relevant document sentences are items that were not rated by $u$, and are sampled based on the item’s popularity. Since we do not have access to negative feedback on items, we use a common assumption in the offline evaluation of recommender systems that a randomly sampled item is not relevant [28]. The assumption for the recommendation & search probes is that a model that has higher similarity between the query sentence and the relevant document sentence has knowledge regarding which items are consumed together. For instance, see the SIM recommendation example in Table 7.2—a successful collaborative-filtering recommender system would display a higher similarity between “The Hobbit” and “Lord of the Rings” (items extracted from the user ratings’ history) than the similarity between “The Hobbit” and “Twilight” (an item not relevant to the given user). Conversely, for the NSP probes, we expect the next sentence prediction from the relevant document sentence to be higher than the non-relevant ones. Using the same user as an example, the next sentence prediction score for the relevant query-document sentence “If you liked The Hobbit [SEP], you will also like Lord of the Rings” should be higher than the non-relevant sentence “If You liked The Hobbit [SEP], you will also like Twilight”.

For the search probe, the query sentence is built using entire reviews from the items, whereas the relevant document sentence is the title of the item for which the review was written. The non-relevant document sentences are reviews of randomly sampled items. We use review data to simulate product search inspired by previous works [5, 122, 341, 386]. For instance, we expect that the SIM and NSP scores between the item “The Brothers Karamazov” and its review text “The book is not about the murder [...]” to be higher than the scores between the item and a randomly sampled review.

7.3.3 Infusing Knowledge into LMs for Conversational Recommendation
Finally, we discuss our downstream task, i.e. the task we aim to solve better with knowledge gained from our probes. Let us first define how to use BERT as an end-to-end retrieval-based conversational recommender system by formally defining the problem, before discussing the infusion of knowledge into a pre-trained language model.

Conversational Recommendation
We treat the conversational recommendation task as finding the best response in a set of candidates as defined in Section 2.6.1. This formulation abstracts away the task of finding the specific item to be recommended and considers that the existing responses contain the relevant items to be recommended as part of their text. Another option for approaching conversational recommendation is to find the specific item IDs as a response to the

---

We remove the titles of the items from the reviews to make the task more challenging.
7.4 Experimental Setup

We first discuss our data sources and then point out important implementation details.

7.4.1 Data Sources

We use English language data from three different domains in order to generate the templates for our probes:

- Books: we use the publicly available GoodReads [348] data with over 200M interactions from the GoodReads community. We extract ratings, reviews, and genres.

An example of input sequence for BERT is: “Good morning, I am looking for a good classic today. [SEP] What type of movie are you looking for today? [SEP] I enjoyed Annie (1982) [SEP] okay no problem. If you enjoyed Annie then you will love You've Got Mail (1998)”. The data we created for this work, as well as all our code, are publicly available at https://github.com/Guzpenha/ConvRecProbingBERT.

The dialogue context, which requires entities to be identified and linked in the training and evaluation datasets [51, 183].

To fine-tune BERT for the task we follow the procedure described in 2.7.2 and predict relevance as follows:

\[ f(𝒰_i, r) = FFN(BERT_{CLS}(u^1 | [SEP] | u^2 | ... | u^\tau | [SEP] | r)) \]

where | indicates the concatenation operation and \( FFN \) is a linear layer. We train it for binary classification using cross entropy as the loss function.

Infusing Knowledge into LMs

In order to infuse content-based and collaborative-based knowledge into BERT, we resort to multi-task learning [397]. In addition to fine-tuning BERT for the conversational data, we also consider interleaving batches of different tasks. \( BERT_{rec} \) interleaves training instances of the conversational recommendation task, with the recommendation NSP probing task. Analogously \( BERT_{search} \) interleaves the downstream task with search NSP.

Multi-task learning is challenging as the order of the tasks and the weighting for each task have a large impact on the model’s quality; we leave such analyses as future work and resort to equal weights and interleaved batches.

This way, half of the time the inputs to BERT are

\[ \{u^1 | [SEP] | u^2 | ... | u^\tau | [SEP] | r\}, \]

the concatenation of the dialogue context and the candidate response, and the other half of the inputs to BERT are

\[ \{query\_sentence | [SEP] | document\_sentence\}, \]

the concatenation of the query sentences and the candidate document sentences from the search and recommendation probes as defined in Section 7.3.2. The labels are 1 when the input is a relevant query and document pair and 0 otherwise.
• **Movies**: we use the publicly available ML25M\(^{11}\) [127] dataset that contains 25M interactions from the MovieLens community. We extract ratings and genres. Since ML25M does not have any review data, we crawled reviews for movies that were rated in ML25M from IMDB. We collected a maximum of 20 reviews for each movie from the ML25M data. This resulted in a total of 860k reviews (av. length of 84.22 words) and an average of 13.87 reviews per movie.

• **Music**: We use the “CDs and Vinyl” subset of the publicly available Amazon reviews\(^{12}\) [232] dataset which contains 2.3m interactions. We extract ratings, reviews, and genres for music albums.

For all the probes in this paper (genre, search, and recommendation) we generate 100k instances, with the exception of movies in the genre probing task for which we have access to only approximately 60k movies (the number of movies in the ML25M dataset). For the genre probing task, we have on average 3.6, 1.8, and 1.4 genres for the books, movies, and music domains and a total of 16, 20, and 284 distinct genres respectively.

Inspired by previous work that uses online forums as a source of rich conversational data\(^{246, 268}\), we extract conversational recommendation data for the three domains from Reddit forums: /r/booksuggestions, /r/moviesuggestions and /r/musicsuggestions\(^{13}\) on March 17, 2020. They include multi-turn conversations where an information-seeker is looking for recommendations, and an information provider gives suggestions through natural language conversations.\(^{14}\)

Additionally, we use the ReDial dataset\(^{186}\) which was collected using crowd workers and includes dialogues of users seeking and providing recommendations in the movies domain. We use this dataset due to the annotated movie identifiers that are mentioned in each utterance, which is not available for the Reddit data. This allows us to create adversarial examples (see Table 7.9 for a concrete example) that require the model to reason about different items to be recommended, while the rest of the response remains the same. The statistics of the data used for conversational recommendation are shown in Table 7.3. For the music domain, there is a limited number of conversations available (the musicsuggestions subreddit has only 10k users, compared to the 292k users of the booksuggestions subreddit). ReDial has relatively few words in the responses.

For all dialogue datasets, we generate 50 candidate responses for every context by querying all available responses using BM25\(^{288}\) using the context as a query. This is the re-ranking setup described in Section 2.6.1, with conversational recommendation datasets instead of general information-seeking dialogues.

### 7.4.2 Implementation Details

We use the BERT and RoBERTa PyTorch transformers implementations\(^{15}\). When fine-tuning BERT for conversational recommendation, we employ a balanced number of relevant and non-relevant context and response pairs. We resort to BERT’s default hyperpa-

---

\(^{11}\)https://grouplens.org/datasets/movielens/25m/

\(^{12}\)https://nijianmo.github.io/amazon/index.html


\(^{14}\)See the conversational recommendation example from Table 7.1 which comes from this dataset.

\(^{15}\)https://github.com/huggingface/transformers
parameters, and use the large cased models; we fine-tune them with the Adam optimizer \cite{kingma2014adam} with a learning rate of $5e^{-6}$ and $\epsilon = 1e^{-8}$. We employ early stopping using the validation nDCG. For the conversational recommendation task, we also employ as baselines traditional IR methods: QL$^{16}$ \cite{yu2016query}, and QL with RM3 \cite{zhang2018rm3}. We use the pyserini\cite{castorini2018pyserini} implementation of QL and RM3 and use the context as query and candidate responses as candidate documents. In addition, we compare BERT against strong neural baselines for the task: DAM \cite{li2018dialogue}, and MSN \cite{zhang2019learning}, which are interaction-based methods that learn interactions between the utterances in the context and the response with attention and multi-hop selectors, respectively. We fine-tune the hyperparameters for the baseline models (QL, RM3, DAM, and MSN) using the validation set.

Table 7.3: Statistics of the conversational recommendation datasets. We use dialogues extracted from three subreddits: /r/booksuggestions; /r/moviesuggestions; and /r/musicsuggestions. We also experiment with ReDial \cite{yu2018reading} due to its exact matches with movies.

<table>
<thead>
<tr>
<th></th>
<th>Books</th>
<th>Movies</th>
<th>Music</th>
<th>ReDial</th>
</tr>
</thead>
<tbody>
<tr>
<td># (U-r) pairs</td>
<td>157k</td>
<td>173k</td>
<td>2k</td>
<td>61k</td>
</tr>
<tr>
<td># candidates per (U)</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>Avg # turns</td>
<td>1.11</td>
<td>1.08</td>
<td>1.11</td>
<td>3.54</td>
</tr>
<tr>
<td>Avg # words per (u)</td>
<td>103.37</td>
<td>124.93</td>
<td>74.17</td>
<td>71.11</td>
</tr>
<tr>
<td>Avg # words per (r)</td>
<td>40.10</td>
<td>23.39</td>
<td>38.84</td>
<td>12.58</td>
</tr>
</tbody>
</table>

7.5 Results

In this section, we first discuss the results of the probes for genre, followed by the probes for search and recommendation. We then analyze how BERT performs in our downstream task of conversational recommendation.

7.5.1 Probing BERT

In this subsection, we first analyze the results of the genre probes, followed by the search and recommendation probes.

Genres

The results for probing BERT for each item’s genre (100k books and music albums and 62k movies) are displayed in Table 7.4. We show the recall at positions 1 and 5 (number of relevant tokens in the first and first 5 predictions divided by the total number of relevant genres). To provide the reader with intuition, we provide example prompts and predictions in Table 7.5. First, we note that by just using the domain of the item, and not an item’s title (TP-NoTitle templates), BERT can already retrieve a reasonable amount of tokens related to the genre in the first five positions (from 25% to 41% depending on the domain) which is high given that the vocabulary contains 29k tokens. We see examples of this in Table 7.5.

\cite{yu2016query} We experimented with BM25 as well and kept QL due to it achieving better results.

\cite{castorini2018pyserini} https://github.com/castorini/pyserini/

\cite{yu2016query} https://github.com/baidu/Dialogue/tree/master/DAM

\cite{zhang2019learning} https://github.com/chunyuanY/Dialogue
Table 7.4: Results for BERT genre MLM probe. Bold indicates a statistically significant difference over all other sentence types using a paired t-test with a confidence level of 0.95 and Bonferroni correction.

<table>
<thead>
<tr>
<th>Template</th>
<th>Books R@1</th>
<th>Books R@5</th>
<th>Movies R@1</th>
<th>Movies R@5</th>
<th>Music R@1</th>
<th>Music R@5</th>
</tr>
</thead>
<tbody>
<tr>
<td>TP-NoTitle</td>
<td>0.067</td>
<td>0.259</td>
<td>0.067</td>
<td>0.395</td>
<td>0.074</td>
<td>0.412</td>
</tr>
<tr>
<td>TP-Title</td>
<td>0.031</td>
<td>0.119</td>
<td>0.058</td>
<td>0.258</td>
<td>0.139</td>
<td>0.346</td>
</tr>
<tr>
<td>TP-TitleGenre</td>
<td>0.109</td>
<td>0.296</td>
<td>0.179</td>
<td>0.505</td>
<td>0.156</td>
<td>0.412</td>
</tr>
</tbody>
</table>

where for instance BERT predicts fantasy if you ask for a book genre and pop if you ask for an album genre. This result shows that the pre-trained model indeed contains information regarding which genres are specific to each domain.

When we consider the template types where we inform BERT about the item’s title (TP-Title and TP-TitleGenre), we see that there is knowledge about specific items stored in BERT’s parameters, as the results of TP-TitleGenre are better than TP-NoTitle, with improvements from 0.067 to 0.179 R@1. We can thus answer RQ1 partially: BERT has content knowledge about items stored in its parameter, specifically regarding their genres. From a total of 29k tokens it can find the correct genre token up to 50% of the times in the first 5 positions using TP-TitleGenre.

We also note that a prompt with more specific information leads to better results (from TP-Title to TP-TitleGenre for instance), and this is only a lower bound for the knowledge stored since some information might be stored in BERT that we could have retrieved with a different prompt template sentence. For example, if we do not indicate in the prompt that we are looking for the genres of the items (TP-Title), we get tokens that can describe the item but are not genres. For example, for the prompt “The Wind-Up Bird Chronicle by Haruki Murakami is a _____ book.” we get the token japanese, (cf. Table 7.5), which is valid since the author is Japanese, but it is not the correct answer for the genre probe task. In some cases TP-Title retrieves the publication year of the item, e.g. “1990 book”.

**Search and Recommendation**

The results of the recommendation and search probes are shown in Tables 7.6 and 7.7 respectively. We show the recall at 1 with 2 and 5 candidates $R_2@1$ & $R_5@1$ (we resort to using different numbers of candidates here, due to the candidates being sentences and not tokens like the genre probing task). We see that using both SIM and NSP techniques BERT retrieves better than the random baseline (being equal to the random baseline would mean that there is no such information stored in BERT’s parameters). This answers RQ1: BERT has content-knowledge and collaborative-knowledge about items stored in its parameter. Using the NSP technique BERT matches items with their respective reviews 82%, 67% and 75% of the times for the books, movies, and music domains when choosing between two options. Also, BERT selects the most appropriate item to match a user history (recommendation probe) 65% of the time when choosing between two options.

Regarding the technique to probe BERT with, NSP is the most effective, showing that this pre-training objective is indeed crucial for tasks that require relationships between
Table 7.5: Examples of BERT predictions for each of the domains when probing it with the MLM head for item genres. Bold indicates a correct prediction. BERT is able to match domains with common genres (TP-NoTitle template), e.g. books with fantasy and music with rock. Prompt sentences that indicates to BERT it is looking for the genre of items (TP-TitleGenre as opposed to TP-Title) yields better predictions as they avoid general descriptions, e.g. “television, 2003, japanese”.

<table>
<thead>
<tr>
<th>Sentence Prompt</th>
<th>Predicted (top 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Books</strong></td>
<td></td>
</tr>
<tr>
<td>TP-NoTitle</td>
<td>It is a book of the genre ____.</td>
</tr>
<tr>
<td>TP-Title</td>
<td>The Wind-Up Bird Chronicle is a ____ book.</td>
</tr>
<tr>
<td>TP-TitleGenre</td>
<td>The Wind-Up Bird Chronicle is a book of the genre _____.</td>
</tr>
<tr>
<td><strong>Movies</strong></td>
<td></td>
</tr>
<tr>
<td>TP-NoTitle</td>
<td>It is a movie of the genre ____.</td>
</tr>
<tr>
<td>TP-Title</td>
<td>I, Robot (2004) is a ____ movie.</td>
</tr>
<tr>
<td>TP-TitleGenre</td>
<td>I, Robot (2004) is a movie of the genre _____.</td>
</tr>
<tr>
<td><strong>Music</strong></td>
<td></td>
</tr>
<tr>
<td>TP-NoTitle</td>
<td>It is a music album of the genre ____.</td>
</tr>
<tr>
<td>TP-Title</td>
<td>Tom Petty: Greatest Hits is a ____ music album.</td>
</tr>
<tr>
<td>TP-TitleGenre</td>
<td>Tom Petty: Greatest Hits is a music album of the genre _____.</td>
</tr>
</tbody>
</table>

Table 7.6: Results for the recommendation probes using SIM-based and NSP-based approaches. Bold means statistical significance compared to baselines (paired t-tests with Bonferroni correction and confidence level of 0.95). NSP-based probes are the most effective for all three datasets.

<table>
<thead>
<tr>
<th>Recommendation probes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technique</td>
</tr>
<tr>
<td>-----------</td>
</tr>
<tr>
<td>SIM$_{CLS}$</td>
</tr>
<tr>
<td>SIM$_{CLS}$</td>
</tr>
<tr>
<td>SIM$_{MEAN}$</td>
</tr>
<tr>
<td>SIM$_{MEAN}$</td>
</tr>
<tr>
<td>NSP</td>
</tr>
</tbody>
</table>

sentences. Although RoBERTa uses a similar framework to BERT, it has more parameters (340M → 355M), and it is trained on more data (16GB → 160GB of text) for longer (100K → 500K steps). BERT is still more effective than RoBERTa, when we employ the NSP head. We note that during the training phase of RoBERTa the NSP pre-training objective was not employed as for NLP downstream tasks no gains were observed [201].

We see that BERT has about 17% more content-based knowledge than collaborative-based knowledge considering the results from our probes. We hypothesize that this is due to textual descriptions of items with content information (useful for search) being more common than comparative sentences between different items (useful for recommendation) in the data used for BERT’s pre-training. We also note in Figure 7.1 that when increasing the number of candidates (x-axis), the effectiveness of the recommendation probe degrades more than for the search probes. This means that for a downstream task, BERT would have to be employed as a re-ranker for only a few candidates.
Table 7.7: Results for the search probes using SIM-based and NSP-based approaches. Bold indicates statistical significance compared to all baselines (paired t-tests with Bonferroni correction and confidence level of 0.95). BERT stores more content-based knowledge (search, this table) than collaborative-based knowledge (recommendation, Table 7.6). NSP-based probes are the most effective for all three datasets.

**Search probes**

<table>
<thead>
<tr>
<th>Technique</th>
<th>Model</th>
<th>Books</th>
<th>Movies</th>
<th>Music</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>Random</td>
<td>0.500</td>
<td>0.200</td>
<td>0.500</td>
</tr>
<tr>
<td>SIM&lt;sub&gt;CLS&lt;/sub&gt;</td>
<td>BERT</td>
<td>0.495</td>
<td>0.198</td>
<td>0.387</td>
</tr>
<tr>
<td>SIM&lt;sub&gt;CLS&lt;/sub&gt;</td>
<td>RoBERTa</td>
<td>0.578</td>
<td>0.255</td>
<td>0.516</td>
</tr>
<tr>
<td>SIM&lt;sub&gt;MEAN&lt;/sub&gt;</td>
<td>BERT</td>
<td>0.612</td>
<td>0.338</td>
<td>0.523</td>
</tr>
<tr>
<td>SIM&lt;sub&gt;MEAN&lt;/sub&gt;</td>
<td>RoBERTa</td>
<td>0.548</td>
<td>0.225</td>
<td>0.476</td>
</tr>
<tr>
<td>NSP</td>
<td>BERT</td>
<td>0.825</td>
<td>0.636</td>
<td>0.670</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.755</td>
<td>0.537</td>
<td></td>
</tr>
</tbody>
</table>

When comparing different domains, the highest observed effectiveness when probing BERT for search is for books. We hypothesize this to be due to one of BERT’s pre-training data being the BookCorpus [404]. Since the review data used for the search probe often include mentions of book content, the overlap between both data sources is probably high. We are unable to verify this directly because the BookCorpus dataset is not publicly available anymore.

**7.5.2 Infusing Knowledge for Conversational Recommendation**

Table 7.8 shows the results of fine-tuning BERT for the conversational recommendation task on the three domains using our Reddit forum data. Standard IR baselines, QL, and QL with RM3 performed poorly on this task (≈0.05 MRR). We hypothesize this happens due to the recommendation nature of the underlying task in the conversation. For example, a user that describes its previously liked items does not want to receive answers with the same items being recommended in it (which are highly ranked by QL) but new item titles
that have semantic similarity with the conversational context. The deep models (DMN and MSN) that learn semantic interactions between utterances and responses on the other hand perform better than traditional IR methods (up to 0.79 MRR), MSN being the best non-BERT approach. BERT is powerful at this task (up to 0.93 MRR), with statistically significant improvements for books, movies, and music when compared to MSN.

Table 7.8: Results for the conversational recommendation task. We provide the MRR, with the respective standard deviation (for 5 runs). Bold indicates statistical significance compared to all baselines (paired t-tests with Bonferroni correction and confidence level of 0.95). Fine-tuned BERT is remarkably effective for retrieving relevant answers in conversations containing recommendations when sampling 50 negative candidates with BM25.

<table>
<thead>
<tr>
<th></th>
<th>/r/booksuggestions</th>
<th>/r/moviesuggestions</th>
<th>/r/musicsuggestions</th>
</tr>
</thead>
<tbody>
<tr>
<td>QL</td>
<td>0.055 (.00)</td>
<td>0.048 (.00)</td>
<td>0.061 (.00)</td>
</tr>
<tr>
<td>RM3</td>
<td>0.051 (.00)</td>
<td>0.046 (.00)</td>
<td>0.049 (.00)</td>
</tr>
<tr>
<td>DAM</td>
<td>0.610 (.02)</td>
<td>0.662 (.02)</td>
<td>0.208 (.04)</td>
</tr>
<tr>
<td>MSN</td>
<td>0.707 (.01)</td>
<td>0.788 (.02)</td>
<td>0.535 (.06)</td>
</tr>
<tr>
<td>BERT</td>
<td><strong>0.886 (.01)</strong></td>
<td><strong>0.929 (.00)</strong></td>
<td><strong>0.620 (.03)</strong></td>
</tr>
</tbody>
</table>

To investigate why BERT is so successful at this task, we resort to the ReDial dataset. Specifically, we create adversarial response candidates for the responses that included a recommendation. This is possible because, unlike our Reddit-based corpus, ReDial has additional labels indicating which item from ML25M was recommended at each utterance. For every relevant response containing a recommendation, we generate adversarial candidates by changing only the relevant item with randomly selected items, see Table 7.9 for some examples. This way, we can evaluate whether BERT is only picking up linguistic cues of what makes a natural response to a dialogue context or if it is using collaborative knowledge to retrieve relevant items to recommend.

The results for the adversarial dataset are displayed in Table 7.10. BERT’s effectiveness drops significantly (from 0.78 to 0.07 MRR) when we test using the adversarial version of ReDial. Previous works have also been able to generate adversarial examples that fool BERT on different NLP tasks [152, 314].

Failing on the adversarial data shows that BERT is not able to successfully distinguish relevant items from non-relevant items, and is only using linguistic cues to find relevant answers. This motivates infusing additional knowledge into BERT, besides fine-tuning it for the conversational recommendation task. In order to do so, we do multi-task learning for the probe tasks in order to infuse additional content-based ($BERT_{\text{search}}$) and collaborative-based ($BERT_{\text{rec}}$) knowledge into BERT using only probes for items that are mentioned in the training conversations.

Our results in Table 7.10 show that the recommendation probe improves BERT by 9% for the adversarial dataset $ReDial_{Adv}$, while the search probe improves effectiveness on $ReDial_{BM25}$ by 1%. This indicates that the adversarial dataset indeed requires more collaborative-based knowledge. The approach of multi-task learning for infusing knowledge into BERT was not successful for our Reddit-based forum data. We hypothesize that this happened because, unlike ReDial, we have no additional labels indicating which items were mentioned in the Reddit conversations. This forces us to train on probes for items...
Table 7.9: Examples of the ReDial dataset for conversational recommendation using either BM25 to sample negative candidates (ReDial_{BM25}) or the adversarial generation that replaces the movies from the relevant response with random movies (ReDial_{Adv}) but keeps the context. The adversarial candidates requires BERT to be able to chose between different movies, while for the BM25 candidates BERT can use language cues to select the correct response—likely text given the context.

<table>
<thead>
<tr>
<th>Context</th>
<th>ReDial_{BM25}</th>
<th>ReDial_{Adv}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Good morning, I am looking for a good classic today. [SEP] What type of movie are you looking for today? [SEP] I enjoyed Annie (1982)</td>
<td>okay no problem. If you enjoyed Annie then you will love You’ve Got Mail (1998) !</td>
<td>okay no problem. If you enjoyed Annie then you will love The Best Years of Our Lives (1946) !</td>
</tr>
</tbody>
</table>

Table 7.10: Fine-tuned BERT results (MRR) for conversational recommendation for the dataset when using different procedures to sample negative candidates. Bold indicates statistical significance compared to other approaches (paired t-tests with Bonferroni correction and confidence level of 0.95).

<table>
<thead>
<tr>
<th>Model</th>
<th>ReDial_{BM25}</th>
<th>ReDial_{Adv}</th>
</tr>
</thead>
<tbody>
<tr>
<td>BERT</td>
<td>0.778 (.01)</td>
<td>0.069 (.02)</td>
</tr>
<tr>
<td>BERT_{rec}</td>
<td>0.780 (.00)</td>
<td><strong>0.073 (.01)</strong></td>
</tr>
<tr>
<td>BERT_{search}</td>
<td><strong>0.791 (.01)</strong></td>
<td>0.072 (.02)</td>
</tr>
</tbody>
</table>

that are likely not going to be useful. We leave the study of automatically identifying mentions of items in conversations as future work.

Answering our second research question (RQ2), we demonstrate that infusing knowledge from the probing tasks into BERT, via multi-task learning during the fine-tuning procedure is an effective technique.

7.6 Limitations

Given the fast pace of research in language models, our findings might not hold for recent models with significantly higher amounts of parameters. While the biggest BERT model has 340M parameters, GPT-3 has 175B, and PaLM [60] has 540B. Whether simply scaling up such language models solves the limitations we found is still an open question.

The language models tested in this chapter are not yet applicable in realistic conversational recommendation scenarios. In the first research question of this chapter, we analyze what was already stored in the weights of language models during pre-training through simple probes, which do not necessarily translate to realistic scenarios of using such models for delivering recommendations. In the second section, we analyze how to infuse such knowledge and see that in more complicated scenarios (e.g. adversarial recommendations) language models still have a long way to go. Our study is also limited in the experimental
setup, as it does not put such language models in contact with dynamic dialogues with real users, and is limited to English corpora.

7.7 Conclusions

Given the potential that heavily pre-trained language models offer for conversational recommender systems, we examine how much knowledge is stored in BERT’s parameters regarding books, movies, and music. We resort to different probes in order to answer this question. We find that we can use BERT to extract the genre for 30-50% of the items on the top 5 predictions, depending on the domain; and that BERT has about 17% more content-based knowledge (search) than collaborative-based knowledge (recommendation).

Based on the findings of our probing task we investigate a retrieval-based approach based on BERT for conversational recommendation, and how to infuse knowledge into its parameters. We show that BERT is powerful for distinguishing relevant from non-relevant responses. By using adversarial data, we demonstrate that BERT is less effective when it has to distinguish candidate responses that are reasonable responses but include randomly selected item recommendations. This motivates infusing collaborative-based and content-based knowledge into BERT, which we do via multi-task learning during the fine-tuning step, obtaining effectiveness improvements of up to 9%.

This chapter provides further evidence for the third main research question of the thesis (M-RQ3). We show that transformer-based language models have only a limited knowledge about entities such as movies, books and fail in recommendation problems that require collaborative-filtering. This indicates that retrieval and re-ranking systems for conversational search require better ways to infuse or combine relationships between entities that is commonly used for recommendation.
Conclusions
In this chapter, we summarize the thesis by revisiting the main research questions that were introduced and our main findings. Then we discuss its limitations, followed by a discussion on ethical concerns and wider implications of conversational search systems, and finish with a discussion on future directions in the field of conversational search.

8.1 Summary
In this section, we revisit the main findings of this thesis guided by our main research questions stated in the introduction. They are:

**M-RQ1**: What is a strong baseline for the retrieval, i.e. first-stage, of responses for conversational search? Do the findings of passage and document retrieval tasks translate to the retrieval of responses for dialogues?

**M-RQ2**: Do different notions of difficulty improve the re-ranking, i.e. second-stage, of responses for conversational search?

**M-RQ3**: What are the limitations of transformer-based models for conversational search and recommendation?

8.1.1 First-stage Retrieval
In order to answer **M-RQ1**, in Chapter 3 we compare major techniques from four different categories of models that are capable of performing first-stage retrieval: unsupervised and supervised sparse retrieval, zero-shot and fine-tuned dense retrieval. While such models were initially proposed for document and passage retrieval tasks, we show that most of the findings hold when we go to the conversational search domain. Specifically, we show that a pipeline to obtain a dense retriever composed of (1) self-supervised pre-training, (2) intermediate representation learning, and (3) a final fine-tuning on target conversational data with hard negative samples is the best-performing approach. Such a dense model is able to significantly outperform a supervised sparse baseline based on document augmentation. Our results indicate that findings from other tasks such as passage retrieval do
generalize to retrieval for conversational search. Our study also reveals that there is room to improve such models when adapting them to deal with conversations. For example, we show that a better way to adapt doc2query \cite{238} is to predict only the last utterance of the dialogue context (the query in our domain), as they are typically longer than queries in the document retrieval task.

### 8.1.2 Difficulty Notions for Re-ranking

In order to answer M-RQ2, we analyze two different ways difficulty notions can be implemented in order to improve conversational search systems, in Chapters 4 and 5.

We first rely on a machine learning technique known as curriculum learning. This technique expects a difficulty estimation for each training instance from the dataset. Based on this estimate, first, the model will receive easy instances, and the hard ones will be seen in the later stages of the training procedure. In Chapter 4 we compare a number of ways to estimate the difficulty of training instances of conversational search models. We find that the better-performing difficulty estimate is to use the difference between the predictions for the relevant response for the dialogue context and the negative response for the dialogue context. Applying curriculum learning to the training of neural re-rankers for conversational search is an effective way to consider the difficulty of instances during training. Subsequent work\textsuperscript{¹} in IR \cite{211} shows that curriculum learning is also effective for passage retrieval tasks.

Similar ideas to estimate the difficulty of instances have been proposed after the publication of Chapter 4 to improve ranking models with different techniques other than curriculum learning, such as the distillation of scores with a margin MSE loss \cite{135}, residual-based margin \cite{107}, hard negative sampling \cite{392}. This is further evidence that indeed using notions of difficulty can be used to improve ranking models during training time.

As for dealing with difficult instances at test time, we provide in Chapter 5 ways to estimate the uncertainty of the predictions of neural ranking models, and how to take them into account to obtain better models. We do so with stochastic rankers. Instead of predicting a single value that tells if a response is relevant for a dialogue context, stochastic rankers output a relevance distribution. With such distribution, we can measure how spread the predictions are, i.e. their variance, indicating the level of uncertainty for the dialogue context and response at hand. In order to improve the effectiveness of conversational search systems, we use such estimates to take into account how risky, i.e. level of uncertainty, the response is. A risk-aware ranker takes into account both the relevance prediction as well as the uncertainty related to it. We show in Chapter 5 that a risk-aware re-ranker is particularly effective when dealing with test conditions that have distribution shifts compared to the train conditions. Subsequent work\textsuperscript{²} in IR \cite{63} showed that a risk-aware re-ranker is also effective for passage retrieval tasks. This is further evidence that using notions of difficulty can also be used to improve ranking models during test time.

### 8.1.3 Retrievers and Rankers Limitations and Behavior

Finally, we provide two studies to better understand the limitations of conversational search and recommendation systems for answering M-RQ3, in Chapters 6 and 7. In the

\textsuperscript{¹}The paper that originated Chapter 4 was available online in December 2019.

\textsuperscript{²}The paper that originated Chapter 5 was available online in January 2021.
8.2 Limitations

We would like to acknowledge a number of limitations that run through the entire thesis. First, all experiments were performed using corpora in a high-resource language (English), and thus the findings might not generalize to other languages. Additionally, although we have datasets containing dialogues from multiple domains, they are a finite set. Thus the findings of our thesis and the effectiveness of the models in truly open-domain scenarios might differ. The main information-seeking dialogue datasets used in this thesis were extracted from online forums, which is a specific and non-comprehensive way people interact with other users to find information—long descriptive initial utterances, and asynchronous dialogue. However, this might not be how people will interact with conversational search agents.

There are other limitations of the experimental setup employed as described in Section 2.6.1 that challenge how realistic offline tasks used to evaluate retrieval-based chatbots are. A few of them we do not look into in this thesis, namely the creation and main-
Conclusions

Tenance of a pool of responses\(^3\), the fact that test instances from the same dialogue are considered independent and that there is only one adequate answer. The implications are that an effective model for such offline tasks might not perform well when users interact with them. Online experiments, albeit expensive, offer a solution to some of the limitations we just described.

8.3 Ethical Concerns and Wider Implications

The adoption of conversational systems for search may have major implications for how we deal with the information overload problem. Users already act as if search engines provide testimony, acquiring and altering beliefs on the basis of results the model has ranked on top [229]. Direct answers in search engines can further reduce the cognitive load required to go through documents as \textit{“the answer given, and not others, is the one to be taken seriously”} [262], even in unwarranted cases such as complex and controversial topics. Conversational interfaces can further increase the trust of users in information systems, by using anthropomorphic design cues that lead to the appearance of human-likeness [14]. This raises a significant question: How to ensure that conversational search systems are not harmful to the information literacy of users? Users should be able to understand that there are several sources of information being retrieved and that the agent is less of a domain expert and more of a librarian. A conversational search system should not “\textit{deposit knowledge}” in the user but engage in a truly interactive dialogue.

A significant concern is that research with increasingly larger language models requires significant financial investments, incurring environmental costs due to the costs of the training procedures [30]. This is also effectively a barrier to where such research is done and who is able to do so. While techniques to compress [84], prune [355], and distill knowledge [187] allow the usage of smaller models by a larger number of researchers, they are not a substitute for training large models from scratch. A number of capabilities seem to emerge only when training models with a large number of weights [356], and that pruning from the beginning does not lead to the same accuracy\(^4\).

Another concern is that the gap between users that create pieces of trustworthy information and the user accessing this information can increase. This might demotivate content creation, as there would be no credit or economic value given to the original content creator. The capabilities of current large language models of creating plausible content might further aggravate this problem as anyone can create and disseminate disinformation through social media and messaging apps, for example, to influence elections [284].

Finally, a critical challenge is to guarantee that conversational search models are not harmful, for example by propagating bias against marginalized groups. The large datasets used to pre-train language models contain a number of problematic patterns such as abusive language, hate speech, gender and race bias, dehumanization and etc [188, 359]. Without mechanisms to detect and control them, the systems will propagate them.

\(^3\)We would like to highlight again that generative approaches could be used to create such a pool of responses.
\(^4\)Frankle and Carbin [95] introduced the lottery ticket hypothesis: randomly initialized neural networks have winning tickets, i.e. sub-networks with a particular set of initial weights that reach the same accuracy of the neural network when trained in isolation. Understanding the circumstances when one can effectively train sparse networks is an active area of research that could lead to the democratization of the field.
8.4 Future Directions

Based on the discussion of the findings of this thesis we provide a number of areas for future work that follow directly from the research questions of this thesis: first-stage retrieval, improving difficulty estimations and their applications, and understanding ranking models. Then we discuss broader directions for future work.

8.4.1 Directions Related to the Main Research Questions

Improving First-stage Retrieval

The quality of a pipeline for conversational search is heavily dependent on the first-stage retrieval step. If there are no relevant responses in the responses retrieved, later re-ranking stages will not be effective. Also, there is a chance there is no relevant response in the entire pool of responses, and thus a challenging problem is detecting such cases. Handling such failures is an area that requires further investigation: a system should not give a response that seems plausible when there is no valid answer, and users might not be satisfied with uninformative “I am unable to answer this request.”. How to maneuver conversations in a direction the system is able to answer is an open area of research.

In the realm of dense retrieval, approaches that take into account multiple dense vectors have shown to be more effective than single vector approaches [165, 185, 264]. This has great potential to improve conversational search, as the input has structure, i.e. different utterances, and more than one speaker (the seeker and the provider), which could be directly used for different representation spaces.

Multi-vector approaches however suffer from the problem of increased computational cost and increased space to store indexes. Another concern with dense methods for first stage-retrieval is that in practice the pool of responses is constantly changing, with novel responses for example. Also, model updates can be expensive, as a naive approach requires calculating the embeddings of the whole collection again—intelligently updating embeddings is a useful direction of research.

The field of supervised sparse retrieval is also quickly developing [71, 94, 105, 191, 216]. Although we provided initial evidence in this thesis on their usage for retrieval, the effectiveness of more complex sparse methods, that perform weighting and expansion for both the dialogue context and the responses, is still unknown.

Another possible venue for research is to combine retrieval with generation methods. While generative approaches to conversational search have limitations we laid out in the introduction, they can be used in conjunction with retrieval. How to combine generated answers in a retrieval pipeline without getting for example hallucinations and incorrect responses is still an open research direction. Such a combination could be done for instance when there is no direct answer in the corpus for the request; to generate a direct answer from a document that was retrieved; to combine multiple responses into one.

There are also other practical problems that prevent the implementation of conversational search systems. Transformer models have high complexity regarding the size of the input sentence—$O(N^2)$ where $N$ is the number of input tokens. Since they are the backbone of many techniques for retrieval and ranking, it is a challenge how to adapt them to

---

Footnote:

The development of conversational search systems that handle more than two speakers is also a developing direction known as conversational collaborative search [17]. This field is the intersection of conversational search and collaborative search [225, 300].
deal with long conversations—for example, BERT accepts a maximum of 512 input tokens. How to model the context of the conversation without using the whole dialogue as input? Transformers that deal with long sequences [29, 170, 321, 385] are incipient and have shown limited success. Approaches that model the entire history of the dialogue will be required to guarantee that the agent is able to remember past utterances in the dialogue. Additionally, given that collections of responses will be constantly growing, e.g. StackExchange receives over 400 new questions and answers per hour on average⁶, learned models for sparse and dense retrieval will require smart ways to perform continual learning and also update their indexes when new responses arrive.

**Estimation of Difficulty and its Applications for Ranking**

There are a number of ways to take advantage of difficulty estimates for improving ranking models. With an accurate prediction of the difficulty of a dialogue, a conversational search pipeline can, for example, decide to ask a clarification question⁷ or to present the results [9]. It can also be used as a feature to classify if there is no valid answer in the pool of responses [92, 251]—a very difficult dialogue might indicate there is no answer.

We explored two techniques in this thesis that consider difficulty estimations, curriculum learning, and risk-aware ranking. Negative sampling is another technique that can benefit from difficulty estimates. Negative candidate responses found using random sampling lead to easy and uninformative training instances. Harder negatives have been shown to improve the effectiveness of ranking models in a number of domains [184, 207, 291]. Approaches to finding negative samples typically deal with model-based difficulty estimates, for example using the ranking model itself [370]. This is likely due to what is difficult depending on what the model has learned at some point in training. Thus, we believe more sophisticated sampling procedures to find negative samples, that considers the model is not static and thus the notion of difficulty evolves during training, are a promising direction for research.

Another related research direction is to use the prior knowledge of an instance difficulty in the loss function. For example, we showed [252] that using a curriculum learning approach for introducing label smoothing in the loss function improved the effectiveness of ranking models. Hofstätter et al. [136] considered a notion of difficulty (the margin of a teacher model) to balance easy and difficult instances of training batches and also used it as the supervision signal in a knowledge distillation setup. The most advantageous way to use difficulty notions as inductive biases for ranking models remains an open question—for example as part of the loss function, as part of the order of the training instances, as part of the negative sampling procedure, or as part of a risk-aware re-ranking strategy.

**Better Understanding of Ranking Models**

An active area of research in natural language processing is devoted to finding the limitations and understanding and explaining black box neural models [76, 182, 408]. One of the concerns which might prevent the adoption of conversational systems is the lack

---

⁷According to Braslavski et al. [39] clarification questions can be used to ask for more information, check a fact, try to reason about the request, ask for more general details, filter and narrow down a specific aspect, and ask for past experience details. In a different taxonomy focused on search systems, Zamani et al. [388] categorized clarification questions into disambiguation, preference elicitation, topic narrowing, and comparison-based.
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8.4 Future Directions

of robustness and understanding of when and why they fail. This is thus a crucial and nascent field for conversational search systems. We provided evidence that rankers are not robust to query variations. We hypothesize that a model which is able to align the representations of equivalent queries and equivalent documents will improve their robustness. In data augmentation, the model is simply given additional training instances to learn such equivalences, e.g. different but equivalent queries are matched against the same document. While more complex approaches have been proposed to align equivalent queries in the embedding space \[57, 407\], further work is necessary as identifying which instances are equivalent for the different types of query variations is a hard and unsolved problem. Additionally, creating datasets with query variations remains an open challenge, as models that do so automatically are prone to shifts in the information need and noise.

A particularly promising way to reason about representations is through the lens of disentangled learning \[58, 132, 142\]. With disentangled representations, the underlying assumption is that the model would benefit from separating (disentangling) the underlying structure of the input into disjoint parts of its representation. Such representation would allow us to model transformations such as query variations, which have an effect on form factors of the representation but that do not affect the factor representing the underlying information need. Another benefit of such representations is that they are interpretable. With a disentangled representation we could calculate a similarity score between a query and a document in terms of different aspects, going beyond a single number to describe their similarity. Initial work \[196\] has applied this idea to recommender systems, in order to provide relevant items with respect to different aspects.

Besides robustness, another important future work direction is to understand ranking model behavior, its potential biases, and weaknesses. Understanding ranking models’ behavior is still an incipient field of research \[49, 209, 265, 283\]. In the particular domain of conversational search, this is a crucial and under-explored task, due to potential risks of employing language models \[30, 299\]. This research direction is closely related to the field of explainability. Some open research questions are: How to explain a response from a conversational search system? Why has the model ranked/generated such a response, where did this information come from? How to increase trust and other potential objectives \[330\], such as persuasiveness and scrutability, an explanation can have?

8.4.2 Broader Directions

Challenges in Generative Approaches

At the time of writing of this conclusion\(^8\), OpenAI released a new language model for dialogue: ChatGPT\(^9\). It is a sibling model to InstructGPT \[241\], which improves over GPT-3 by taking into account human feedback to generate outputs to prompts and also to rank different outputs from the model. Another key difference between ChatGPT and GPT-3 is that it is able to generate answers in a dialogue, as opposed to one-shot answers given to prompts. ChatGPT reached one million users in five days. Users have already found it useful as a tool for learning to code—a case where you can check the correctness of the answers it provides—and as a way to surf through reading material while asking

\(^8\)This chapter was written in December 2022.
\(^9\)https://openai.com/blog/chatgpt/
questions\textsuperscript{10}. Other users claim it to be helpful in scenarios that require creativity such as brainstorming ideas and presenting information.

Enthusiasts claim that ChatGPT will replace Google search entirely\textsuperscript{11} because it answers questions more directly and clearly than search engines. However, a careful analysis of its answers reveals that it is often incorrect, making plenty of mistakes\textsuperscript{12}; all while sounding like reasonable and plausible answers\textsuperscript{13}. This has led for example StackOverflow to ban ChatGPT answers\textsuperscript{14}, “because the average rate of getting correct answers from ChatGPT is too low, the posting of answers created by ChatGPT is substantially harmful to the site and to users who are asking for correct answers”.

The debate around fully generative models replacing search is not new [262, 299]. Language models certainly will be a crucial component of conversational search systems. However, we believe that using them as fully generative models will not be possible to solve the entire conversational search problem, and that retrieval and ranking components have to be part of the equation. As discussed in the introduction, generative models are capable of generating convincing responses with untrue facts—in Figure 1.5 we show how it recommends software that is not available for the operating system that the user asked for. This can be harmful in a number of domains, e.g. in health-related searches. Also, there are a number of ethical concerns which are exacerbated by generative models (see Section 8.3).

Evaluation Challenges
The evaluation of conversational search is a complex problem, where applying traditional search evaluation paradigms, i.e. the Cranfield paradigm [62, 345], is not straightforward [96, 202]. In a conversation, there are an exponential number of paths that a dialogue can evolve to, depending on which utterances are chosen by the information seeker and the system as shown in Figure 8.1. An observed dialogue, as highlighted in pastel yellow, from human-to-human or human-to-machine interaction provides us with only a single path among all possible options. When using this dialogue as ground truth to compare models repeatedly, we miss “counterfactual” [154] paths—what would have happened if the left response was given instead of the right response at the initial turn of the dialogue in Figure 8.1? One direction to improve offline evaluation of conversational search and offering a remedy for such problem is through user simulation [23, 197, 298]. A challenge is to obtain a realistic model that correlates with human interactions while being efficient to run repeatedly.

\textsuperscript{10}The tweet accessible at https://twitter.com/yacineMB/status/1599618855273664515 contains the following: “The new way to learn: Wikipedia on the left, chatGPT on the right. You can surf through material so ridiculously fast while relating it to things you already know. It’s actually speedrunning knowledge uptake. And this is only a non-special purpose v1. Incredible!”

\textsuperscript{11}The tweet accessible at https://twitter.com/jdjkelly/status/1598021488795586561 contains a thread with following initial tweet: “Google is done. Compare the quality of these responses” followed by a number of screenshots of the Google search engine response and the ChatGPT response to the same requests.

\textsuperscript{12}In the following blog post https://vitalik.eth.limo/general/2022/12/06/gpt3.html the author shows how many mistakes ChatGPT makes when helping him solve a coding problem.

\textsuperscript{13}In the following blog post https://aisnakeoil.substack.com/p/chatgpt-is-a-bullshit-generator-but the author argues that ChatGPT output texts that are intended to persuade without regard for the truth.

\textsuperscript{14}https://meta.stackoverflow.com/questions/421831/temporary-policy-chatgpt-is-banned
Additionally, the focus of the NLP field and also IR has been on English-speaking users. We lack multi-lingual datasets and also datasets for specific domains, e.g. scholar searches, medical searches, etc. Large-scale human conversation data is expensive to create, and mapping out different paths of dialogue increases this cost exponentially. While public benchmarks are helpful in advancing the field, they overlook the fact that their collections are static. In reality, the pool of responses will evolve, new content will be added to it, and we need resources to be able to evaluate the effect of content evolution, e.g. Is there a point where answers become outdated and should not be retrieved?

A more complete offline evaluation of a conversational search system would also test different dimensions of the user experience [13, 161], e.g. trust, cognitive load, effort, utility, etc, and would not treat each utterance in a single observed dialogue independently [89]. Given that the majority of research in the field evaluates only small modules or tasks, improving existing evaluation schemes is a key factor to develop better conversational search systems.

In fact, a significant step that needs to be taken for conversational search adoption is to move from purely offline evaluation to online evaluation. User studies are really scarce in this domain and mostly use the wizard-of-oz setup\(^{15}\), partially due to the difficulty in creating practical end-to-end conversational search systems for testing. Given the intrinsic interactive nature of conversational information access, we claim user studies will be essential for the adoption and development of the field.

**Interaction Challenges**

Radlinski and Craswell [273] argued that a conversational search system should display five properties when interacting with users (see Section 2.2): user revealment, system revealment, mixed-initiative, memory, and set retrieval. Six years have passed since the publication of his article, which has proven to be influential as researchers have indeed explored such objectives. For example, in order to achieve user revealment, i.e. the capac-

---

\(^{15}\)A wizard-of-oz experiment is when subjects interact with a system that they believe to be fully automated, but there is actually a human behind it.
ity of helping the user express and discover their true information need, researchers have focused on the problem of asking follow-up and clarification questions [8, 9, 298], that are capable of eliciting users information needs. In conversational recommender systems, this elicitation process has also received attention [141, 272].

Clarification questions are also helpful to achieve mixed-initiative interactions, as the initiative that is typically dictated by the user is taken by the system. There are still open questions that need progress in this area: when to ask for clarification, how to model the ambiguity of the user request and the uncertainty of the system, how to generate/rank clarification questions, and what objective the question has. Another under-explored aspect of mixed-initiative is the system starting a conversation instead of the user. The conversational agent might recommend an item to the user based on contextual information, such as an online event based on the time and date. Important questions that still need to be addressed are how to detect when, why, and how to start such conversations [347]. Despite recent developments [7, 221, 298, 338], enabling truly mixed-initiative conversations is still an open challenge in the field.

Another aspect of the interaction that has received little attention is how to reveal to the user what the system is able to achieve, the reach of its corpus, setting expectations, and thus having the capability of performing system revealment. The capacity of exploring and understanding the corpus is related to the field of exploratory search [244, 362]. Exploration and investigation could potentially occur through multiple conversations with the system, which could help the user in finding and analyzing what is available.

Memory is another crucial aspect of conversational search systems that is still unsolved. An agent should be able to relate to the history of interactions when considering a single conversation and across different conversations the user had with the system. This includes for example creating a long-term profile of preferences, understanding the level of expertise of the user for a certain topic, references to past statements made, and so on. As previously pointed out (see Section 8.4.1), a simple approach to concatenate previous interactions with the system is not viable for transformer-based architectures, which constitute the backbone of solutions to many different tasks related to conversational search. How to model long conversations and previous interactions is still an open question.

Finally, there is still work required to better understand how to present information to users in conversational search. The modality (voice, text, image), the device, and the way to present information in such settings are important factors to be considered when delivering responses. Some open questions are: How to transition between devices? What scenario invites which modality? What is the best length of the response when a certain modality is used?

**Design Challenges**

In Chapter 2 we lay out a number of tasks from different research fields that can contribute to the implementation of a conversational search system. Such components still need to be put together to build a functional system, which raises questions such as how to go from the evaluation of certain tasks to the entire system in real-world settings, and how to better integrate different components in a functional system.

A conversational search system that works in practice needs to be constantly evolving. New conversations and documents should be used to update existing models continually.
Besides the costs attached to updating embeddings (see Section 8.4.1), a naive approach that continues the training procedure can lead to problems such as forgetting previous knowledge that was already learned, i.e. catastrophic forgetting [203]. Additionally, since approaches use a static dataset to train and evaluate models, there is a risk of shifts in the distribution when the system is engaging with real users that have dynamic tasks and settings. Conversations are not predominant in large natural language datasets, which exacerbates such out-of-domain scenarios. Since there is a scarcity of dialogue data compared to unlabeled natural language datasets¹⁶ used to train large language models, an important direction of research is to reduce the dependency on supervised data.

¹⁶For example, https://huggingface.co/datasets has 297 datasets for language-modeling, including C4, a 305GB dataset which is based on a web crawl. Whereas it contains only one conversational dataset. Accessed on 23-12-2022
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1.1 An interaction with a traditional search engine results page (SERP) on the left compared to an information-seeking dialogue on the right (Conversation). The conversation from the right is extracted from the MANtIS dataset we introduce in Chapter 2. 

1.2 On the left, we have an information-seeking conversation solved by conversational search systems. On the right, we have a conversation solved by a conversational recommender system, for which an item (a book) is suggested. 

1.3 Example of two dialogue contexts (left and right) from a single conversation. Each dialogue generates multiple pairs of dialogue contexts and responses according to the number of turns in the dialogue. 

1.4 Two major high-level approaches for conversational search systems: conversation response generation (top) and conversation response ranking (bottom). 

1.5 On the left, we have GPT-3’s (text-davinci-003) answer for the dialogue from Figure 1.1. Although it seems correct, it recommends GlassWire which is not available for Mac computers. On the right, we have ChatGPT, which recommends two firewalls that are not relevant for the information seeker—GlassWire which is not available for Mac, and Little Snitch which was explicitly mentioned as not relevant for being paid. Model responses were obtained on 19-12-2022. 

1.6 Multi-stage pipeline for conversational search composed of the first-stage retrieval step and the second-stage re-ranking step. 

1.7 On the left, we have the pre-training procedure of BERT. On the right, we have BERT fine-tuned as a re-ranker for conversations. 

1.8 On the top we have a sparse retrieval method, while At the bottom we have a dense retrieval method. 

1.9 On the left, we have a cross-encoder that receives both inputs at the same time and classifies the relevance of the input pair. On the right, we have a bi-encoder that encodes sentences separately and calculates a similarity score. 

1.10 Negative sampling task: given a query retrieve non-relevant documents from the collection to be used for the training of neural retrieval and ranking models.
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6.1 Examples of BERT effectiveness drops (nDCG@10 Δ) when we replace the original query from TREC-DL-2019 by an automatic (except for the first two lines that were produced manually) query variation. We focus here on transformations that change the \textit{query syntax}, but not its \textit{semantics}.

6.2 Taxonomy of query variations derived from a sample of the UQV100 dataset. Last column is the count of each query variation found on UQV100 based on manual annotation of tuples of queries for the same information need. Categories in grey change the semantics. * typos were already fixed for the UQV100 pairs.

6.3 Example of applying each query generation method \(M\) for the query ‘\textit{what is durable medical equipment consist of}’ from TREC-DL-2019. Rightmost columns indicate the total percentage of valid queries by automatic query variation method based on manual annotation of queries from the test sets of TREC-DL-2019 and ANTIQUE.

6.4 Statistics of the TREC-DL-2019 and ANTIQUE datasets used to evaluate the robustness of query variations.

6.5 Effectiveness (nDCG@10) of different methods for TREC-DL-2019 and ANTIQUE when faced with different query variations. Bold indicates the highest values observed for each model and ↓/↑ subscripts indicate statistically significant losses/improvements, using two-sided paired Student’s T-Test at 95% confidence interval with Bonferroni correction when compared against the model with original queries. \#\(Q\) is the number of valid query variations (invalid query variations are replaced by the original query).

6.6 Effectiveness (nDCG@10) of different methods when employing rank fusion (RRF) of the rankings obtained by using different sets of queries, e.g. RRF\text{misspelling} fuses queries generated by misspelling methods. Bold indicates the highest values observed for each model and ↓/↑ subscripts indicate statistically significant losses/improvements, using t-test when compared against the same model with the original queries.

7.1 Input and output examples for the probing and downstream tasks considered in the movie domain. For the first task, \textbf{recommendation}, the user input is the history of seen movies, and the output is the recommendation for what to watch next. This task requires a model to match movies that are often seen together by different users—and thus are similar in a collaborative sense. We refer to this as collaborative-based knowledge. The second task, \textbf{search}, requires that a model matches descriptions of the item (item review) with the title. Similarly, the \textbf{genre} requires the model to match the genres of the items with their titles. We refer to this type of knowledge described in the second column as content-based. In \textbf{conversational recommendation} (the downstream task we focus on here), we see that knowing that “\textit{Pulp Fiction}” is a movie often seen by people who saw “\textit{Power Rangers}” (recommendation probe), that it has a good soundtrack (search probe), and that it is from the genres “drama” and “thriller” (genre probe) are helpful information to give a credible and accurate response.
7.2 Examples of the probes used in this paper. We use off-the-shelf BERT’s Masked Language Modelling (MLM) head for predicting tokens, BERT’s Next Sentence Prediction (NSP) head for predicting if the underlined sentence is the most likely continuation of the sentence, and BERT’s last layer hidden representations (CLS pooled and MEAN pooled) for calculating the similarity between two texts (SIM). All probes require no fine-tuning, and thus indicate what BERT learns through its pre-training objectives. The knowledge source for recommendation prompts are interaction datasets, such as users’ movie ratings. For search prompts, we use items’ review data. No underline indicates sentences that are treated as the query, and underline indicates sentences that are treated as the document. Relevant documents for a query have label 1, e.g. document you will also like Lord of the Rings for the query If you liked The Hobbit, while non-relevant have label 0, e.g. document you will also like Twilight for the query If you liked The Hobbit.

7.3 Statistics of the conversational recommendation datasets. We use dialogues extracted from three subreddits: /r/booksuggestions; /r/moviesuggestions; and /r/musicsuggestions. We also experiment with ReDial [186] due to its exact matches with movies.

7.4 Results for BERT genre MLM probe. Bold indicates a statistically significant difference over all other sentence types using a paired t-test with a confidence level of 0.95 and Bonferroni correction.

7.5 Examples of BERT predictions for each of the domains when probing it with the MLM head for item genres. Bold indicates a correct prediction. BERT is able to match domains with common genres (TP-NoTitle template), e.g. books with fantasy and music with rock. Prompt sentences that indicates to BERT it is looking for the genre of items (TP-TitleGenre as opposed to TP-Title) yields better predictions as they avoid general descriptions, e.g. “television, 2003, japanese”.

7.6 Results for the recommendation probes using SIM-based and NSP-based approaches. Bold means statistical significance compared to baselines (paired t-tests with Bonferroni correction and confidence level of 0.95). NSP-based probes are the most effective for all three datasets.

7.7 Results for the search probes using SIM-based and NSP-based approaches. Bold indicates statistical significance compared to all baselines (paired t-tests with Bonferroni correction and confidence level of 0.95). BERT stores more content-based knowledge (search, this table) than collaborative-based knowledge (recommendation, Table 7.6). NSP-based probes are the most effective for all three datasets.

7.8 Results for the conversational recommendation task. We provide the MRR, with the respective standard deviation (for 5 runs). Bold indicates statistical significance compared to all baselines (paired t-tests with Bonferroni correction and confidence level of 0.95). Fine-tuned BERT is remarkably effective for retrieving relevant answers in conversations containing recommendations when sampling 50 negative candidates with BM25.
7.9 Examples of the ReDial dataset for conversational recommendation using either BM25 to sample negative candidates ($ReDial_{BM25}$) or the adversarial generation that replaces the movies from the relevant response with random movies ($ReDial_{Adv}$) but keeps the context. The adversarial candidates requires BERT to be able to chose between different movies, while for the BM25 candidates BERT can use language cues to select the correct response—likely text given the context.

7.10 Fine-tuned BERT results (MRR) for conversational recommendation for the dataset when using different procedures to sample negative candidates. Bold indicates statistical significance compared to other approaches (paired t-tests with Bonferroni correction and confidence level of 0.95). $BERT$ is the model fine-tuned on ReDial, $BERT_{rec}$ multi-tasks between fine-tuning for ReDial and for the recommendation probes and $BERT_{rec}$ multi-tasks between fine-tuning for ReDial and for the search probes.
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