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A B S T R A C T

The austenitization of an initial pearlitic microstructure is simulated using the phase field model to achieve
insight into White Etching Layer (WEL) formation in pearlitic railway steels. The simulations take into account
the resolution of the cementite lamellae within a pearlite colony as well as the presence of pro-eutectoid ferrite.
The austenite growth kinetics and morphology obtained via simulations are compared with dilatometry and
microscopy observations. The influence of 𝛾/𝜃 and 𝛾/𝛼 mobilities on the austenite growth morphology are
studied. The simulations reproduce the microstructural features as well as the experimentally observed kinetics
behavior of austenite formation, involving the correlation between mobilities and nucleation behavior.
1. Introduction

Railway steels are subjected to complex loading conditions during
service due to wheel and rail contact leading to the development of
rolling contact fatigue (RCF), the dominant damage mechanism in
rails [1]. Several studies have identified the microstructural aspects of
RCF damage development in railway steels, such as inclusions, pro-
eutectoid ferrite, and microstructural changes in the rail’s surface,
known as White Etching Layers (WEL) [2–5]. WEL develops due to
wheel and rail contacts and is detrimental to rail service life as it is
associated with preferential sites for crack nucleation and growth due
to its brittle nature [6,7]. For this reason, it is critical to comprehend
the mechanisms that occur during WEL formation in order to design
appropriate methods of reducing or preventing its occurrence.

In the past years, the microstructural features of different WEL
found in railway steel grades have been extensively investigated. As
a result, several hypotheses were developed to explain the mechanisms
of WEL development [8–10]. One of these hypotheses argues that WEL
is formed due to temperature rise during wheel and rail contact [11–
13]. Basically, the wheel and rail contact would generate sufficient heat
to increase the temperature at the rail surface above austenitization
temperatures. The austenite would then be transformed into martensite
during fast cooling, forming the WEL.

However, it is not possible to exactly determine the temperature
profile and mechanical loading during heating of the railway surface
due to the small contact area and very short time scale. This leads to
difficulties when trying to reproduce the field conditions in a laboratory
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setup. Even if the temperature profile would be known, the character-
ization of austenite (𝛾), which is stable at high temperatures, is quite
complex. Therefore, the understanding of austenite formation in such
conditions remains a challenge.

Some studies have experimentally investigated the microstructural
features of austenite formation in pearlite. Speich et al. [14] separated
the kinetics of austenite formation in dual-phase steels into three stages.
First, the nucleation of austenite at ferrite/pearlite interfaces with rapid
growth of austenite into pearlite as it is controlled by C diffusion over
very short diffusion distances. The growth rate is then greatly reduced
when austenite grows into pro-eutectoid ferrite. The final step would be
the Mn equilibration in austenite which is a very long process. Shtansky
et al. [15] focused on the morphology of nucleation and growth of
austenite from pearlite using Transmission Electron Microscopy (TEM).
Nucleation of austenite seemed to occur preferentially at the pearlite
colony boundaries. However, some nuclei were also observed within
the pearlite colonies at pearlitic cementite/ferrite interfaces. They also
noted the different morphologies of the ferrite/austenite front and
the preferential growth of austenite towards one specific neighboring
pearlite colony. Li et al. [16] presented a crystallographic study indicat-
ing that austenite preferentially nucleates at the high angle boundaries
of pearlitic ferrite and it preferentially grows into the adjacent pearlitic
ferrite.

On the other hand, advances in computer simulations of phase
transformations enable the understanding of the effect of different
vailable online 14 July 2023
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Table 1
Chemical composition of R260Mn steel.

Element C Mn Si Cr P S V

wt.% 0.64 1.40 0.29 0.03 0.01 0.01 0.001

conditions on the phase transformation kinetics and morphology. Sev-
eral studies have analyzed the austenite formation from a pearlitic
microstructure using different modeling approaches [14,17–19].

Phase field modeling (PFM) has the advantage of enabling the
simulation of complex growth morphologies [20]. However, not many
studies have reported the use of PFM for simulating austenite formation
from an initial pearlitic structure. Savran [21] and Thiessen et al. [22]
simulated austenite formation from a ferrite-pearlite microstructure but
considered pearlite as supersaturated ferrite with eutectoid carbon con-
tent. On the other hand, Rudnizki et al. [23] used the same approach
while considering pearlite as a phase with mixed properties of ferrite
and cementite. Other studies [21,24,25] considered the resolution of
the cementite lamellae in the pearlite but in a very small domain only
containing two to a maximum of five lamellae in the initial microstruc-
ture. Finally, Militzer et al. [26] simulated austenite formation from a
2D and 3D pearlitic structure taking into account the resolution of the
cementite lamellae. However, no presence of pro-eutectoid ferrite was
considered, and to avoid more complexity, the nucleation behavior as
well as its influence was not analyzed in their work.

The focus of the present work is on the microstructural development
during the wheel and rail contact due to thermo-induced phase trans-
formation without incorporating the effect of plastic deformation. In
order to do so, the austenitization of an initial pearlitic microstructure
is simulated using the phase field model for two different heating rates:
10 and 200 ◦C s−1. The initial domain consists of a pro-eutectoid
ferrite grain which is surrounded by three pearlite colonies with ap-
proximately twenty cementite lamellae each. The domain size is chosen
to resolve the features of cementite lamellae within a pearlite colony
within reasonable limits for the computational time. The austenite
growth kinetics and morphology obtained via simulation are com-
pared with dilatometry and microscopic observations. Moreover, the
influence of 𝛾/𝜃 and 𝛾/𝛼 mobilities on the morphology is studied.

2. Material and experimental procedure

In this study, experiments were performed on R260Mn pearlitic
railway steel which is commonly used in the Dutch railway network.
This steel grade has a close-to-eutectoid chemical composition as ex-
posed in Table 1 with the main alloying elements being C, Mn, and Si.
XRD analysis shows the presence of 89% BCC phase (ferrite) and 11%
cementite. Fig. 1 shows the Fe-C phase diagram for the constant values
of Mn and Si concentrations, calculated using Thermo-Calc version
2021b with TCFE11 database [27]. The dashed vertical line represents
the carbon concentration of R260Mn steel (0.64 wt%) and provides an
estimation for the 𝐴−

1 and 𝐴3 temperatures for equilibrium conditions,
respectively equal to 705 ◦C and 730 ◦C, as indicated by the arrows.

Scanning Electron Microscopy (SEM) shows the presence of pearlite
colonies as well as a small fraction of pro-eutectoid ferrite decorating
the prior-austenite grain boundaries (Fig. 2), which results from a slight
deviation from the eutectoid composition as shown in Fig. 1. From the
SEM analysis in Fig. 2b, an estimation for the interlamellar spacing
and cementite lamella thickness of approximately 150 and 20 nm is
obtained, respectively.

The values of the equilibrium transition temperatures, 𝐴−
1 and 𝐴3,

served as guidelines for the design of dilatometry experiments with low
and high heating rates. In order to investigate the kinetics of pearlite
transformation during fast heating, dilatometric tests were performed
in a Bähr 805 A dilatometer. This instrument uses an induction coil to
heat the sample and detects the length change of the sample with a
linear variable displacement transducer. The power supply is adjusted
2

Fig. 1. Fe-C phase diagram for R260Mn steel obtained using Thermo-Calc software. The
dashed line at 0.64 wt% C represents the carbon concentration in the studied alloy.
Black arrows indicate the estimation for 𝐴−

1 and 𝐴3 temperatures under equilibrium
conditions.

to maintain the desired heating rate. Flat specimens with 1.5 mm
thickness, 4 mm width, and 10 mm length were machined from the
rail piece with the length coinciding with the running direction of
the rail. Two thermocouples were spot welded at the center (TC1)
and edge (TC2) of the specimen length, to investigate the temperature
homogeneity in the sample during the test. The temperature control is
based on TC1.

A first heat treatment (HT) was carried out by heating the specimen
with a high heating rate (200 ◦C s−1) up to 900 ◦C (170 ◦C above
the equilibrium 𝐴3 temperature) followed by quenching. This heat
treatment was performed to determine 𝐴𝑐1 and 𝐴𝑐3, and therefore the
overheating required for the pearlite transformation with respect to
the equilibrium transition temperatures due to fast heating. As will
be explained in section 3, the kinetics of the pearlite to austenite
transformation at high heating rates cannot be extracted from the
dilatometer curve of the specimen subjected to rapid heating. In order
to overcome this, an additional heat treatment (LT) with a lower
heating rate (10 ◦C s−1) up to 900 ◦C was performed, aiming at deriving
the transformation kinetics to fit the simulation results.

Interrupted heating was performed to examine the microstructural
features of austenite during the early stages of transformation. For this
reason, two additional heat treatments with high and low heating rates
were performed with the heating stage interrupted at the onset of the
pearlite to austenite transformation, slightly above the 𝐴𝑐1 tempera-
ture, followed by quenching. The goal of this set of experiments is to
obtain small fractions of martensite (austenite at high temperatures),
which are important for understanding austenite morphology in the
early stages of phase transformation and will serve as guidelines for
validating the simulation results. It also makes it possible to compare
the austenite formed at high and low heating rates. The microstructural
features were observed using a JEOL JSM-6500F scanning electron
microscope after standard metallography sample preparation followed
by chemical etching with Nital 2%. The microstructural analyses were
done in the vicinity of TC1 where the maximum temperature prior to
quenching is measured. Throughout the paper the specimen identifica-
tion has been done in the following manner: Az with A being the type
of heating rate (H or L) and z the peak temperature (in ◦C) reached
prior to quenching.

3. Experimental results

Fig. 3a shows the dilatation and austenite fraction as a function of
temperature for sample H900 where a sharp increase of the dilatation
signal is observed at 773 ◦C. A detailed explanation of the possible
cause of this peak can be found in [28]. In summary, there is a
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Fig. 2. SEM micrographs of the as-received R260Mn railway steel (a) evidencing the
pearlitic microstructure with the red arrow indicating pro-eutectoid ferrite at the grain
boundaries and (b) higher magnification micrograph showing the interlamellar spacing
and lamella thickness.

temperature difference of approximately 60 ◦C between the middle
(TC1) and the edge (TC2) of the dilatometry sample. Besides, the Curie
temperature of this steel (757 ◦C) coincides with the onset of austenite
formation at high heating rates. When the center of the specimen
reaches the Curie temperature (757 ◦C), the edge of the sample is still
60 ◦C below this temperature. Therefore, when the controlling ther-
mocouple located in the center of the sample crosses this temperature,
the equipment increases the power input to maintain the high heating
rate. This causes a sharp increase in the heating rate at the edge of the
sample where the material is still ferromagnetic and consequently the
anomalous peak, due to thermal expansion, in the dilatation curve. Un-
fortunately, this sharp increase of the dilatation coincides with the start
of austenite formation, and that makes it impossible to precisely derive
the value of Ac1, as is usually done from the deviation of the linearity of
the dilatation curve. This peak also interferes with the calculation of the
phase fraction formed, especially at the temperature range highlighted
with a light gray rectangle in Fig. 3a, where the temperature gradi-
ent and heating rates are substantially different between the central
and edge regions. However, the later stage of phase transformation
kinetics (after 50% of austenite is formed) will still be considered as
a reference for the simulations. In this case, we assume that a delay
takes place due to thermal gradients which can be estimated by the
temperature difference between TC1 and TC2 at approximately 11 ◦C
after the pearlite is fully transformed to austenite. At temperatures
above the peak, the decrease in the dilatation signal reflects the ongoing
pearlite-to-austenite transformation. The transformation is complete at
approximately 805 ◦C, the value assigned to Ac3 for a heating rate of
200 ◦C s−1. Fig. 3b presents the dilatation signal and phase fraction of
austenite formed for sample L900, subjected to the lower heating rate of
10 ◦C s−1. As can be seen, both Ac1 and Ac3 are lower than for sample
H900. This means that a higher overheating is necessary for austenite to
form at 200 ◦C s−1 than at 10 ◦C s−1. The influence of the heating rate
and the intercritical temperature shift has been previously reported in
the literature [29].

Fig. 3c shows the temperature profiles recorded from the two ther-
mocouples welded to the samples subjected to intercritical heating with
different heating rates (H751 and L745) followed by quenching. The peak
temperatures measured at the location of TC1 were 751 ◦C and 745
◦C. As these samples were subjected to heating up to the early stage of
austenite formation, there is no discernible divergence from linearity
in the dilatation curves. This is due to the limitation of the equipment
to detect such a small fraction of phase transformation in both heating
and cooling curves.

The microstructures of samples H751 and L745 were examined using
SEM to determine the presence of small martensitic patches (austenite
at high temperatures). These patches provide knowledge on the nuclei
sites and early growth behavior of austenite, which is necessary to fur-
ther investigate the microstructural aspects of austenite formation using
phase field simulations. Fig. 4 shows a series of micrographs of regions
containing transformed patches of martensite in H (a-f) and L
3

751 745
(g-i). Overall, the growth morphology of austenite is quite similar for
both samples. The martensite patches observed are not homogeneously
distributed in the microstructure but rather situated in preferential
locations, such as at pro-eutectoid ferrite boundaries (Fig. 4a,b), inside
pearlite colonies (Fig. 4d,e,g,h) and at the pearlite colonies’ bound-
aries (Fig. 4c,f,i). These preferential sites for austenite nucleation and
growth in pearlitic microstructures have been previously reported in
the literature for different heating rates [16,30].

An additional aspect that can be extracted from these micrographs
is the growth morphology of austenite at the onset of the pearlite to
austenite transformation. The martensite patches that nucleated at the
boundaries show a similar pattern of growing towards the bulk of a
preferential pearlite colony. This trend is observed in Fig. 4c where
the austenite grows mainly towards one specific colony of pearlite.
Fig. 4b shows an enlarged portion containing a martensite patch. The
martensite front (austenite at high temperature) presents a sharp shape,
growing preferentially along the cementite lamellae (white arrow).
That is reasonable as cementite is richer in carbon than ferrite and thus
plays an essential role during austenite growth at high temperatures.
On the other hand, the enlarged region in Fig. 4e accounts for another
growth mechanism highlighted by a white arrow. In this case, the
austenite front is much flatter between the two cementite lamellae.
Moreover, in this case, regions with thinner cementite lamellae can
be observed (black arrow) which are due to partial transformation of
cementite during the austenitization process. These findings have been
previously reported in the literature by Shtansky et al. [15].

In summary, the main microstructural features of austenite growth
in pearlite are:

• Growth along cementite lamellae (sharp front);
• Growth along ferrite (flat front);
• Preferential growth towards a pearlite colony;
• Undissolved cementite inside austenite.

4. Phase-field modeling

4.1. Phase-field theory

The multi-phase field model proposed by Steinbach et al. [31] and
extended to multicomponent alloys by Eiken et al. [32] is used to simu-
late the growth of austenite from an initial pearlitic microstructure. In
this approach, each grain (𝑖) is described by the so-called phase-field
parameter, 𝜙𝑖(𝑥⃗, 𝑡), which can assume the value of 1 if the grain 𝑖 is
present at a location 𝑥⃗ and time 𝑡 or the value of 0 if the grain 𝑖 is not
present. The field parameter varies smoothly at the grain boundaries
from 0 to 1 over a diffuse transition region of width 𝜂. In addition,
each grain has a set of attributes that are relevant for describing the
transformation of interest such as the lattice structure (phase) and the
crystallographic orientation. In the case of a multi-component alloy, a
concentration vector 𝐜(𝑥⃗, 𝑡) is defined to describe the local composition
of alloying elements:

𝑐𝑘(𝑥⃗, 𝑡) =
𝑣
∑

𝑖=1
𝜙𝑖𝑐

𝑘
𝑖 (𝑥⃗, 𝑡) (1)

with 𝑣 being the number of coexisting grains at location 𝑥⃗ and 𝑐𝑘𝑖 the
concentration of solute 𝑘 in the individual grain 𝑖. The time evolution of
𝑣 phase-field parameters describes the kinetics of the phase transforma-
tion and it is obtained by solving the following phase-field equations:

𝜙̇𝑖 =
𝑣
∑

𝑗≠𝑖
𝑀𝜙

𝑖𝑗

⎡

⎢

⎢

⎢

⎣

𝑏𝛥𝐺𝑖𝑗 − 𝜎𝑖𝑗𝐾𝑖𝑗 +
𝑣
∑

𝑗≠𝑖
𝑗≠𝑘

𝐽𝑖𝑗𝑘

⎤

⎥

⎥

⎥

⎦

(2)

where 𝑀𝜙
𝑖𝑗 is the phase-field mobility of the interface between grains 𝑖

and 𝑗, 𝑏 a numerical weight constant, 𝛥𝐺𝑖𝑗 the thermodynamic driving
force, 𝜎 the interfacial energy between grains 𝑖 and 𝑗, 𝐾 the pairwise
𝑖𝑗 𝑖𝑗
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Fig. 3. Dilatation and austenite phase fraction as a function of temperature for samples (a) H900 and (b) L900; (c) Time–temperature graph of L745 and H751 subjected to intercritical
austenitization followed by quenching.
curvature contribution and 𝐽𝑖𝑗𝑘 the triple junction term, which is zero
for 𝑣 = 2. The driving force in Eq. (2) depends on the local composition
𝐜(𝑥⃗, 𝑡). Therefore, Eq. (2) is solved coupled with a set of diffusion
equations, given by

𝜕𝑐𝑘

𝜕𝑡
= ∇

𝑣
∑

𝑖=1

𝜉
∑

𝑙=1
𝜙𝑖𝐷

𝑘𝑙
𝑖 ∇𝑐𝑙𝑖 (3)

𝐷𝑘𝑙
𝑖 =

𝜉
∑

𝑚=1
𝑀𝑐ℎ,𝑘𝑚

𝑖 𝛷𝑚𝑙
𝑖 (4)

in which 𝜉 is the number of alloying elements and 𝛷𝑚𝑙
𝑖 denotes thermo-

dynamic factors used to convert the chemical atomic mobilities 𝑀𝑐ℎ,𝑘𝑚
𝑖

into diffusivity 𝐷𝑘𝑙
𝑖 [32].

The phase-field model is derived as a growth model, in which
the nucleation behavior is considered depending on the input density,
distribution, and growth rate of the nuclei [33]. In commercial software
such as MICRESS®, the nuclei density is controlled by two main param-
eters: shield distance and shield time. The shield distance defines the
minimum distance between nuclei formed within the shield-time inter-
val. The shield time controls the formation of new nuclei, which is only
allowed at the onset of a shield-time interval. For example, if a shield
time t is and shield distance d are considered, simultaneous nucleation
will only occur at every time interval t with a minimum distance of d
between the nuclei. The nucleation occurs when the local overheating
(calculated by Thermo-Calc based on the local composition) is higher
than the overheating required for nucleation, which is one of the input
parameters.

4.2. Simulation conditions

2D phase-field simulations were performed to study the pearlite
to austenite transformation in an Fe - 0.64 wt% C - 1.4 wt% Mn
4

ternary alloy during heating at 10 and 200 ◦C s−1. The MICRESS®
(version 7.123, Access e.V., Aachen, Germany) software [34] was used
to solve the phase-field equations (Eq. (2) coupled with Eq. (3)) and
enable the simulation of microstructure morphology and alloy element
distribution in time and space.

The construction of the simulated initial microstructure is done by
taking the 2D SEM micrograph (Fig. 2a) as a reference, see Fig. 5.
However, the large domain from the SEM micrograph would impose a
challenge in resolving the cementite lamellae because of the extensive
simulation time. Due to this limitation, a smaller domain of approxi-
mately 6x × 6 μm2 is considered as the initial microstructure. As can
be seen from Fig. 5, the domain contains the boundary region of three
pearlite colonies with the resolved cementite lamellae parallel to each
other within each colony. In one portion of the colonies, some gaps
were placed between cementite segments, one of which is highlighted
with a black arrow. This feature is incorporated to take into account
the discontinuities observed in the pearlite as it is not a perfectly
continuous structure. The interlamellar spacing corresponds to the one
measured in the as-received material (150 nm). Moreover, the presence
of pro-eutectoid ferrite in the boundary region observed in the SEM
micrograph (Fig. 2) is also taken into account.

The grid size was set to 0.01 μm with the interface thickness
(𝜂) corresponding to three grid cells. Isolated boundary conditions
were assumed in all simulations. The composition of ferrite and the
cementite lamellae was set equal to the equilibrium conditions at 700
◦C. The temperature profile applied for dilatometry experiments was
employed. The only modification is that the beginning temperature for
the simulation is set to 735 ◦C and 719 ◦C for 10 ◦C s−1 and 200
◦C s−1, respectively, in order to shorten simulation time as no phase
transformation occurs below these temperatures.
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Fig. 4. Scanning electron microscopy image of martensitic patches found in samples H751 (a-f) and L745 (g-i). White arrows in (b) and (e) indicate sharp- and flat-front growth
of austenite, respectively. Black arrows in (b) and (e) show the nuclei of austenite and the undissolved cementite, respectively. Dashed lines in (c) and (h) highlight the pearlite
boundary.
Fig. 5. Initial microstructure with the resolved cementite lamellae in the pearlitic
microstructure used in the phase field simulations.

Table 2 presents the kinetics parameters assumed in the simulations.
The 𝛼∕𝛼, 𝛼∕𝜃, and 𝛾∕𝛾 interface mobilities are considered to be very low
in order to limit the study to the analysis of 𝛾∕𝛼 and 𝛾∕𝜃 interfaces. For
𝛾∕𝛼 and 𝛾∕𝜃 interfaces, the mobility is considered to be temperature
dependent according to the Arrhenius relation:

𝑀 = 𝑀0 exp
(

− 𝑄
𝑅𝑇

)

(5)

where 𝑄 is the activation energy for interface motion (140 kJmol−1

[35]), 𝑅 the gas constant (8.31 JK−1mol−1) and 𝑀0 the pre-exponential
factor. The pre-exponential factor and, consequently, the mobilities
of the 𝛾∕𝜃 and 𝛾∕𝛼 interfaces play an important role in the final
morphology of the austenite front. The same counts for the interface
energies. However, accurate values of mobility and interfacial energy
are still missing. For this reason, values in the same order of magnitude
as reported in the literature [36,37] were chosen, considering that
the microstructural evolution is in agreement with the experimental
5

observations. The interfacial energies and the pre-exponential factor
values of the mobilities of the different grain boundaries and interfaces
are reported in Table 2.

MICRESS® also requires input parameters for the nucleation of
austenite nuclei such as the maximum number of nuclei, shield time,
and shield distance. The combination of these parameters defines the
nuclei density, which can strongly affect the final result, especially for
simulations with small domains. In the current study, all simulations
considered two possible nucleation sites for austenite:

• at 𝛼∕𝛼 grain boundaries (pro-eutectoid ferrite/pearlitic ferrite or
pearlitic ferrite/pearlitic ferrite);

• at 𝛼∕𝜃 interfaces (pro-eutectoid ferrite/cementite or pearlitic fer-
rite/cementite).

The simulations consider a very small pearlitic domain which makes
it impossible to obtain a good estimation for the austenite grain sizes
and relate these to the experimental values. As a result, no correlation
can be made between the experimental grain sizes and the nucleation
rate [38]. Consequently, the nucleus density together with interface
mobility was set in order to fit the phase fraction curve for each
simulation.

MICRESS allows the attribution of a parameter 𝜃 for each grain in
2D simulations. This parameter can be used to control the anisotropy of
the mobility in order to accomplish non-isotropic growth of grains. In
this paper, when a new austenite nucleus is set at the boundary of two
colonies, a 𝜃 value is assigned to it. MICRESS code allows assigning
to a new grain a 𝜃 value which is related to 𝜃 of one of the two
neighboring parent ferrite grains, randomly selected. As a result of the
assumed anisotropy, the nuclei exhibit a distinctive growth pattern,
predominantly growing towards a specific pearlite colony rather than
displaying isotropic growth.

Thermodynamic data are required to evaluate from the local con-
centration the overheating to set the nuclei of the austenite phase (a
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Table 2
Kinetic parameters used in the simulations with MICRESS®.

Interface 𝛼∕𝛼 𝛼∕𝜃 𝛾∕𝛼 𝛾∕𝜃 𝛾∕𝛾

Interfacial energy (Jm-2) 0.70 0.50 0.60 0.40 0.70
Interface mobility (m4J-1s-1) 5 x 10-16 5 x 10-16 𝑀(𝑇 ) 𝑀(𝑇 ) 5 x 10-16
Fig. 6. (a) Austenite phase fraction as a function of temperature obtained experimentally (black solid curve) and via phase field simulation with different pre-exponential factors
for 𝛾∕𝜃 mobility (colored lines with symbols) and (b) Number of austenite nuclei as a function of temperature for each simulation with different pre-exponential factors of 𝛾∕𝜃
mobility. The unit of the interface mobilities is m4J−1s−1.
a
F
t
p
p
a
p
e
f
p
s
p
k
c
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new nucleus is set when the critical nucleation overheating, assigned
as an input parameter, is exceeded), the driving force for the austen-
ite growth, and also the diffusivity and partitioning of the alloying
elements into the coexisting phases in the diffuse interface under quasi-
equilibrium constraint (equal chemical potential at the interface). The
evaluation of this constraint is done by minimization of the multi-
phase Gibbs free energy, calculated from Calphad databases via the
TQ-interface of the Thermo-Calc software.

4.3. Simulation results

4.3.1. Effect of 𝛾∕𝜃 mobility
The two-dimensional (2D) phase-field simulations presented in this

section aim at understanding the effect of the 𝛾∕𝜃 mobility on the
growth morphology of the austenite. To achieve this, the
pre-exponential factor of the 𝛾∕𝛼 interface mobility (𝑀𝛾∕𝛼

0 ) is set at
a value equal to 10−6 m4J−1s−1 while the pre-exponential factor of the
𝛾∕𝜃 interface mobility (𝑀𝛾∕𝜃

0 ) varies for each simulation. Four values of
𝑀𝛾∕𝜃

0 are considered, ranging from 10-8 to 10−5 m4J−1s−1. It is impor-
tant to note that the exact values of interface mobility and nucleation
parameters are unknown. A strong correlation emerges when achieving
agreement between experimental and simulated fraction curves.

The choice of parameters is based on fitting the austenite fraction
of the simulations with different 𝑀𝛾∕𝜃

0 conditions to the one obtained
experimentally (Fig. 3b). A change in mobility leads to changes in
the kinetics of the phase transformation. To overcome this, the nuclei
density is adjusted for each simulation to obtain a good fit to the
experimental results. As no experimental information regarding the
nucleation rate is available, a shield time of 1.0 s is assumed as an
input parameter for all simulations while the nuclei density is adjusted
to obtain a proper kinetics representation. In addition, all simulations
consider a heating rate of 10 ◦C s−1 in accordance with the experiment
(Fig. 3b). This means that new nuclei are allowed to form at intervals
equal to 1.0 s (10 ◦C intervals on the temperature scale).

Fig. 6a shows the austenite fraction as a function of temperature
for the experimental and simulated conditions. As can be seen, the
simulated curves accurately replicate the overall kinetics of the trans-
formation observed experimentally. Fig. 6b presents the number of
austenite nuclei as a function of temperature considered for each pre-
exponential mobility factor. The nucleation occurs in two events for
6

s

all simulations. The first happens at the onset of the simulation (735
◦C) and is marked by a lower density of nuclei in order to achieve the
slower kinetics observed at the beginning of the phase transformation,
see Fig. 6a. The second nucleation event takes place at 745 ◦C which
corresponds to the increase in the kinetics of austenite formation. The
faster kinetics is due to an increase in austenite nuclei density and
austenite/pearlite interface area. No further nucleation occurs until the
end of the simulation and the kinetics is controlled only by the growth
of the existing nuclei.

The analysis of the nuclei density in Fig. 6 shows that a further
increase of the interface mobility above a threshold value does not re-
quire an adjustment of the nucleation setting to fit the kinetics, meaning
that the austenite formation occurs under diffusion control. Diffusion
during austenite formation will be discussed later, in Section 4.3.2. On
the other hand, lower mobilities imply mixed-mode growth, so both in-
terface mobility and diffusion play a significant role in the kinetics. For
this, it is necessary to increase the nuclei density in order to compensate
for the lower mobility such as observed for 𝑀𝛾∕𝜃

0 equal to 10-7 and 10-8

m4J−1s−1. In summary, austenite formation can be characterized as a
mixed-mode transformation for lower mobilities (𝑀𝛾∕𝜃

0 equal to 10-7

and 10-8 m4J−1s−1) but shifts towards diffusion controlled for higher
mobilities (𝑀𝛾∕𝜃

0 equal to 10−6 and 105 m4J−1s−1).
The dilatometry results highlight a decrease in the kinetics of

ustenite formation at the final stages of the austenite formation, see
ig. 6a. This behavior is attributed to the growth of austenite into
he pro-eutectoid ferrite which occurs at a much lower rate than into
earlite due to long-range carbon diffusion [39]. For this reason, the
ro-eutectoid ferrite regions are expected to transform to austenite at
later stage and at a lower rate than the pearlite. However, it is not

ossible to fully control the nuclei positions in the simulation nor differ-
ntiate between austenite/pro-eutectoid ferrite and austenite/pearlitic
errite interfaces. This leads to nucleation and growth occurring in the
ro-eutectoid ferrite at 745 ◦C, reducing its effect by the end of the
imulation. Although it was not possible to fit the simulation curves
roperly in this portion of the experimental curve, a reduction of the
inetics was still achieved, providing a good representation of the
hange in kinetics.

In Fig. 7, the simulated microstructure evolution at 750 ◦C (a) and
60 ◦C (b) for different 𝑀𝛾∕𝜃

0 are depicted. These stages are repre-
entative of the early and intermediate stages of austenite formation.
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Fig. 7. (a,b) Simulated microstructural evolution at t = 1.5 s and 2.5 s for different 𝛾∕𝜃 pre-exponential factors (𝑀 𝛾∕𝜃
0 ) with red grains representing the austenite phase. (c) 𝜃

parameter for t = 5 s (fully transformed microstructure) for different 𝑀 𝛾∕𝜃
0 (m4J−1s−1), with colors indicating the 𝜃 parameter (see Section 4.2).
At 750 ◦C differences are seen in the growth morphology of austenite
(red grains) due to differences in mobility. For higher values of 𝑀𝛾∕𝜃

0 ,
the grains nucleated within the pearlite (black arrows) show a sharp
front that has also been observed experimentally, see Fig. 4b. This
morphology changes to a more equiaxial round shape by decreasing
𝑀𝛾∕𝜃

0 . For 𝑀𝛾∕𝜃
0 equal to 10-8 m4J−1s−1, the cementite is encapsulated

by the surrounding austenite (see black arrow in Fig. 7a) instead of
being completely transformed, such as observed for the other cases.

The nuclei located at the colony boundaries (white arrows) not
only grow towards the bulk of the pearlite colony but also along
the colony boundaries. The preferential growth towards one specific
pearlite colony is due to the mobility anisotropy considered in this
study and is in accordance with experimental observations. The growth
front of these nuclei has a more continuous appearance for higher mo-
bilities, suggesting that the austenite front moves at approximately the
same rate as the cementite dissolution. On the other hand, lower 𝛾∕𝜃
interface mobilities lead to a flat austenite growth front. In this case,
the austenite grows preferentially into the ferrite within two adjacent
cementite lamella due to the higher mobility of the 𝛾∕𝛼 interface. In
this case, the velocity of the 𝛾∕𝜃 interface is reduced, leading to a
delay of the cementite dissolution with the growth of austenite. This
flat growth is also experimentally evidenced in partially transformed
pearlite microstructures, see Fig. 4e.

At the end of the simulation, both pearlite and pro-eutectoid ferrite
are transformed into austenite. The 𝜃 parameter of the final grains
is depicted in Fig. 7c. Adjacent austenite grains with the same 𝜃
parameter can appear in micrographs as a single austenite grain which
was transformed into martensite during quenching. As expected, the
nuclei density has a clear effect on the final austenite grain size. As
previously mentioned, lower mobility requires a higher nuclei density
in order to achieve the same kinetics. Consequently, the austenite grain
size decreases with decreasing mobility. The morphology of the grains
7

is also influenced in this case, changing from a more polygonal to an
elongated shape during the phase transformation.

4.3.2. Diffusion processes
Fig. 8 shows the carbon profile in 𝛾 and 𝛼 of a small portion of the

simulated microstructure for the highest and lowest 𝑀𝛾∕𝜃
0 mobilities

at 743 and 751 ◦C, respectively. As can be seen, carbon concentration
gradients in 𝛾 and 𝛼 are present regardless of the interface mobility.
For high mobilities, a sharp austenite front is observed with higher
carbon contents at the 𝛾∕𝜃 interface region while lower carbon contents
are present at the 𝛾∕𝛼 interface. At this condition, carbon does not
have enough time to homogenize in the fast-growing austenite, which
leads to carbon concentration gradients within the austenite grain. As
cementite is the main carbon source for austenite growth, the locations
near cementite are enriched in carbon.

On the other hand, if the lowest 𝑀𝛾∕𝜃
0 is considered, the austenite

front has a flat shape. In this case, the front growth is compromised
as the rate of cementite dissolution is lower than the formation rate of
austenite from ferrite, leading to the carbon source (cementite) being
located behind the austenite growth front. Also in Fig. 8, the carbon
content in 𝛼 is depicted. While a slight enrichment of 𝛼 is seen for both
mobilities, a bigger variation is seen for the higher mobility.

To have a better insight into the carbon distribution behavior in
austenite during growth, the carbon concentrations at 𝛾∕𝛼 and 𝛾∕𝜃
interfaces were analyzed for the simulation with high 𝛾∕𝜃 mobility
(𝑀𝛾∕𝜃

0 = 10−5 m4J−1s−1). Fig. 8b displays the carbon content in 𝛾 at T
= 739.65 ◦C. As can be seen, the austenite nucleus has mainly grown
along the cementite lamella at which it nucleated and laterally towards
the neighboring pearlitic ferrite. Above this temperature, the growing
austenite encounters an additional carbon source in the adjacent ce-
mentite lamella at the top right-hand corner of Fig. 8b, highlighted with
a white arrow. This leads to 𝛾 being saturated in carbon at this location
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Fig. 8. (a) Carbon content in austenite (𝛾) and ferrite (𝛼) for highest and lowest 𝑀𝛾∕𝜃
0 (m4J−1s−1); (b) Carbon content in 𝛾 at T = 739.65 ◦C for simulation with 𝑀𝛾∕𝜃

0 = 10−5

m4J−1s−1.
Fig. 9. (a) Carbon concentration in 𝛾 at the 𝛾∕𝜃 interface along A-B line (see Fig. 8b) and 𝛾∕𝛼 interface along A-C line (see Fig. 8b) and the respective equilibrium values as a
function of temperature; (b) Velocity of 𝛾∕𝜃 (along A-B line) and 𝛾∕𝛼 (along A-C line) interfaces as a function of temperature.
and consequently changes the carbon concentration gradients within 𝛾.
Due to the complex topology of the pearlitic structure with additional
carbon sources playing a role in the austenite growth at different time
steps, a representation of the overall growth of 𝛾 is impossible. For
this reason, two line profiles are chosen to represent the local behavior
of 𝛾∕𝜃 (A-B line) and 𝛾∕𝛼 (A-C line) interfaces, represented by black
arrows in Fig. 8b. Fig. 9a presents a comparison between the carbon
content in equilibrium and the carbon content obtained via simulation
at the 𝛾∕𝜃 and 𝛾∕𝛼 interfaces. The equilibrium carbon contents (𝐶𝛾∕𝜃

𝑒𝑞
and 𝐶𝛾∕𝛼

𝑒𝑞 ) are calculated based on the linearization data of the Fe-C-Mn
phase diagram provided at the onset of the MICRESS simulation. The
plotted interface values consider the carbon content of the last austenite
point prior to the diffuse interface region along both A-B (𝐶𝛾∕𝜃) and A-
C (𝐶𝛾∕𝛼) lines for different temperatures. Fig. 9b shows the interface
velocity of both 𝛾∕𝜃 (A-B) and 𝛾∕𝛼 (A-C) interfaces as a function of
temperature. The overall velocity of the 𝛾∕𝜃 interface is much higher
than the one observed in the case of 𝛾∕𝛼 due to its proximity to the
carbon source.

As can be seen from Fig. 9a, the austenite is supersaturated in
carbon at both 𝛾∕𝜃 and 𝛾∕𝛼 interfaces up to approximately 737 ◦C. This
is due to the small size of the 𝛾 nucleus in the vicinity of 𝜃 (carbon
source) leading to local enrichment of 𝛾 and additional driving force
for the interface movement of austenite into the low-carbon ferrite.
For this reason, a higher interface velocity is observed for the 𝛾∕𝛼
interface at this temperature range and it decreases with the growth of
the austenite nucleus and the consequent decrease of carbon content
towards equilibrium.
8

From 737 ◦C to approximately 739 ◦C, the carbon content at both
interfaces stabilizes around the equilibrium value as the austenite
grows both along the cementite (carbon source) and ferrite (low in
carbon). In this region, the interface is expected to move at a rate
controlled by carbon diffusion within the austenite and the velocity
stabilizes. However, this behavior changes for temperatures above 739
◦C where an increase of the carbon content and the velocity of the 𝛾∕𝛼
interface are observed. Fig. 10a shows the carbon content in austenite
at 739.45 and 739.85 ◦C with D-E and D’-E’ lines located parallel to
the moving 𝛾∕𝛼 interface between two cementite lamellae. The carbon
profiles along these two lines are plotted in Fig. 10b. At 739.45 ◦C, 𝛾
is enriched in carbon at the vicinity of point D (carbon source) and a
gradual decrease of carbon is seen towards point E due to lack of time
for the carbon to homogenize in 𝛾. However, at 739.85 ◦C, both D’ and
E’ regions are enriched in carbon. At this point, the austenite reaches
an additional carbon source at the neighboring cementite lamella.
This carbon diffuses towards the low-carbon austenite near the 𝛾∕𝛼
interface, causing an increase of the carbon content at the 𝛾∕𝛼 interface,
see Fig. 9a. As a result, an increase in the velocity of the 𝛾∕𝛼 interface
is observed, as shown in Fig. 9b.

4.3.3. Effect of 𝛾∕𝛼 mobility
In this section, the effect of 𝛾∕𝛼 mobility on the transformation

kinetics is presented. To so do, the 𝛾∕𝜃 mobility was considered equal
to 10−6 m4J−1s−1 while variations of 𝛾∕𝛼 interface mobility were
implemented. It was noted that one order of magnitude changes in
𝛾∕𝛼 mobility lead to a substantial increase in the kinetics of phase
transformation and consequently impossibility to fit the experimental
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Fig. 10. (a) Carbon content in 𝛾 at 739.45 ◦C and 739.85 ◦C for simulation with 𝑀 𝛾∕𝜃
0 = 10−5 m4J−1s−1. (b) Carbon profile in 𝛾 across D-E line (T = 739.45 ◦C) and D’-E’ line

(T = 739.85 ◦C).
Fig. 11. (a) Austenite phase fraction as a function of temperature obtained experimentally (black solid curve) and via phase field simulation with different pre-exponential factors
for 𝛾∕𝛼 mobility (colored lines with symbols) and (b) Number of austenite nuclei as a function of time for each simulation with different pre-exponential factors of 𝛾∕𝛼 mobility
(m4J−1s−1).
curves. For this reason, lower variations of this interface mobility are
assumed for this study.

In Fig. 11a the simulated and experimental austenite fraction as a
function of temperature is presented. With a low 𝛾∕𝛼 interface mobility
it is possible to accurately fit the experimental curve, while high mobil-
ity imposes difficulties in fitting the curve, mainly at later stages of the
phase transformation. Besides that, with a low mobility it is possible
to properly capture the change in kinetics during pro-eutectoid ferrite
transformation. In the pro-eutectoid ferrite region, only 𝛾∕𝛼 interfaces
are present. By reducing the 𝛾∕𝛼 interface mobility, the movement
of this interface is limited and will occur at a lower rate than 𝛾∕𝜃
interface motion. Consequently, the growth rate into the pro-eutectoid
ferrite will be lower than in the pearlite region where both interfaces
are present, leading to a good correspondence with the experimental
kinetics. The nuclei density corresponding to each condition is shown
in Fig. 11b. A much higher nuclei density is needed if lower 𝛾∕𝛼
mobilities are considered. This reflects the effect of this mobility on
the growth kinetics of austenite as the grains will grow at a lower rate
and consequently new nuclei are allowed to form.

The changes in the microstructural features are seen in Fig. 12. In
the case where the 𝛾∕𝛼 mobility is slightly higher than the 𝛾∕𝜃 mobility,
the flat growth front is observed. On the other hand, lower values of
𝛾∕𝛼 mobility relative to 𝛾∕𝜃 mobility cause the sharp front growth
morphology with the cementite being consumed at a considerably
higher rate than the growth into the pearlitic ferrite. As the final
austenite grains are related with the nuclei density, more polygonal
shapes are seen for higher 𝛾∕𝛼 mobilities in which the nuclei density
is low. In summary, the mobility of both 𝛾∕𝜃 and 𝛾∕𝛼 interfaces influ-
ence the kinetics and morphology of austenite formation. In the real
9

material, variations in mobility occur due to interface characteristics
such as crystallographic orientation and local chemical composition.
This is why different growth morphologies are seen in the real ma-
terial (Fig. 4). The combination of these factors can lead to different
microstructural features during austenite growth.

4.3.4. Simulation with 200 ◦ Cs−1

This section presents the results obtained for a simulation with a
heating rate of 200 ◦C s−1. The simulation is set to start at 720 ◦C
which is below the expected Ac1 temperature. The mobility values of
𝛾/𝛼 and 𝛾/𝜃 interfaces are 3.5 𝑥 10−5 m4J−1s−1. A higher mobility
is needed in order to fit the experimental curve for higher cooling
rates. This increase is required because MICRESS input mobility is not
a representation of the intrinsic mobility of the interface but rather
an effective parameter that incorporates the effects of various model
simplifications [38]. This effective mobility can vary with the evolution
of phases involved and various aspects have been reported to have an
effect on the effective mobility in MICRESS, such as heating/cooling
rates, grid size and space dimension of the simulations (2D or 3D) [38,
40,41]. As the interface mobilities are assumed to be equal, the growth
morphology shows a flat growth, see Fig. 13a.

In Fig. 13, the experimental and simulated phase fractions are
compared. As explained in Section 3, the experimental phase fraction at
high heating rates is affected by the thermal gradient of the dilatometry
sample. However, it can still provide an estimation of the kinetics of the
phase transformation at the later stages of transformation as depicted
in Fig. 13c. At first glance, it appears that the simulation occurs
with higher kinetics than the experiments. As indicated in Section 3,
a temperature lag of 11 ◦C is estimated for experiments with 200
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Fig. 12. (a,b) Simulated microstructural evolution at t = 1.5 s and 2.5 s for different 𝛾∕𝛼 pre-exponential factors (𝑀 𝛾∕𝛼
0 ) with red grains representing the austenite phase. (c)𝜃

parameter for t = 5 s (fully transformed microstructure) for different 𝑀 𝛾∕𝛼
0 (m4J−1s−1), with colors indicating the 𝜃 parameter (see Section 4.2).
Fig. 13. (a) Phase evolution and (b) carbon content in austenite (top) and ferrite (bottom) of a selected area (black square) for simulation considering 200 ◦C s−1 at t = 0.19 s
(758 ◦C). (c) Austenite fraction as a function of temperature obtained experimentally and via simulation at a heating rate of 200 ◦C s−1.
◦C s−1 which is the same order of magnitude as the difference observed
between the simulated and experimental curves (16 ◦C).

A stronger carbon concentration gradient is observed both in austen-
ite and ferrite (Fig. 13a) than obtained for simulations with lower
heating rate (Fig. 8a). This is caused by the shorter time for carbon
diffusion in the microstructure due to the very high heating rate.
As previously mentioned, carbon concentration gradients influence
the movement of the 𝛾∕𝛼 and 𝛾∕𝜃 interfaces as regions with high
carbon content account for an additional driving force for interface
10
movement. These carbon content inhomogeneities can lead to the
formation of different microstructures during cooling. For example,
the martensite start temperature is related to the carbon content in
the parent austenite which means that martensitic transformation can
occur at different temperatures during cooling. Moreover, if the local
carbon content leads to the martensite start temperature being below
room temperature, then austenite will be stable at room temperature
after cooling, characterizing the so-called retained austenite in these
regions. Furthermore, the carbon content determines the strength of
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the martensite. These effects become even more important if several
partial austenitization and quenching steps are considered, such as rails
are most likely subjected to in field conditions.

5. Conclusion

The combination of experimental and phase-field simulation anal-
ysis of the austenite formation from a pearlitic microstructure was
presented in this paper. The results show that:

• Austenite nuclei formed at heating rates of 10 and 200 ◦C s−1

show similar growth morphologies. The main microstructural
aspects observed are flat and sharp austenite front, nucleation
at colony boundaries and within the colonies, and preferential
growth towards a pearlite colony.

• Phase-field simulations of austenite growth from a pearlitic mi-
crostructure capture these different morphological features de-
pending on the values of the 𝛾∕𝛼 and 𝛾∕𝜃 interface mobilities.
A flat growth front with undissolved cementite is obtained when
𝑀𝛾∕𝜃 is lower than 𝑀𝛾∕𝛼 while a sharp front is seen for higher
𝑀𝛾∕𝜃 values.

• 𝑀𝛾∕𝛼 has a stronger influence on the kinetics of pearlite to
austenite transformation than 𝑀𝛾∕𝜃 . Lower 𝑀𝛾∕𝛼 reproduces the
exact change in kinetics observed at the later stages of pearlite to
austenite transformation observed experimentally. At this point
the growth of austenite is controlled by the rate of pro-eutectoid
ferrite dissolution which is much lower than pearlite due to lack
of carbon.

• 𝑀𝛾∕𝜃 mainly affects the growth morphology of austenite. This mo-
bility dictates the rate of cementite dissolution and consequently
the carbon source for austenite growth.

• Carbon concentration gradients are observed in both austenite
and ferrite for simulations with both 10 and 200 ◦C s−1. This
gradient is much stronger for higher heating rates, which is due to
the lack of time for carbon to homogenize in austenite. These car-
bon gradients can lead to inhomogeneities in the microstructure
during intercritical heating and cooling such as rails are subjected
to in the field.
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