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Abstract: Multilevel extensions of overlapping Schwarz domain decomposition preconditioners of Generalized Dryja–Smith–Widlund (GDSW) type are considered in this paper. The original GDSW preconditioner is a two-level overlapping Schwarz domain decomposition preconditioner, which can be constructed algebraically from the fully assembled stiffness matrix. The FROSch software, which belongs to the ShyLU package of the Trilinos software library, provides parallel implementations of different variants of GDSW preconditioners. The coarse problem can limit the parallel scalability of two-level GDSW preconditioners. As a remedy, in the past, three-level GDSW approaches have been proposed, which can significantly extend the range of scalability. Here, a multilevel extension of the GDSW preconditioner is introduced and analyzed. Finally, parallel results for the implementation in FROSch for up to 40 000 cores of the SuperMUC-NG supercomputer at Leibniz Supercomputing Centre (LRZ) and to 48 000 cores of the JUWELS supercomputer at Jülich Supercomputing Centre (JSC) are presented.
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1 Introduction

We consider multilevel extensions of overlapping Schwarz domain decomposition preconditioners of Generalized Dryja–Smith–Widlund (GDSW) type [7]. The original GDSW preconditioner is a two-level overlapping Schwarz domain decomposition preconditioner [37] with an energy-minimizing coarse space and well-understood convergence for a wide range of model problems [6, 7, 9, 20]. Moreover, there has been recent development regarding adaptive GDSW coarse spaces [14], which are related to the GenEO (Generalized Eigenvalues in the Overlaps) coarse spaces [35, 36]. An important feature of the GDSW coarse space is that it can be constructed algebraically from the fully assembled stiffness matrix; in particular, it does neither require a coarse triangulation nor Neumann matrices for the subdomains. Adaptive GDSW spaces are generally not algebraic as they require local Neumann matrices; however, an algebraic extension has recently been developed in [23]. Versions of the GDSW preconditioners are implemented in parallel in the FROSch software [15, 17], which is part of the Trilinos software library [41]. The parallel scalability of the two-level GDSW preconditioner [6, 7, 9, 20] is limited by the direct solution of the coarse problem. Therefore, we have considered three-level extensions, where
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the coarse problem is solved inexactly by applying another two-level GDSW preconditioner. Note that GDSW coarse spaces of reduced dimension (RGDSW) \cite{9,20} also show an improved parallel scalability compared with standard GDSW. Two-level GDSW preconditioners are typically suitable for thousands of cores, while two-level RGDSW preconditioners can scale to tens of thousands of cores. For large numbers of subdomains, however, the coarse problem of both methods may become too large to be solved by a sparse direct linear solver.

In \cite{18,19}, three-level GDSW/RGDSW preconditioners have been introduced for two- and three-dimensional problems and first results have been presented. Furthermore, in \cite{21}, the partitioning of the coarse problem has been discussed. In \cite{22}, we discuss the three-level implementation in FROSch in detail and show parallel results for scalability up to 220,000 cores on the ALCF Theta supercomputer and 85,000 cores of the SuperMUC-NG supercomputer. Our GDSW implementation in FROSch is related to other parallel implementations of scalable overlapping Schwarz methods \cite{24,31}. The three-level GDSW and RGDSW approaches are also related to three-level (or multilevel) BDDC methods \cite{2,30,34,38}.

2 Model Problem

We consider the weak formulation associated with the Poisson model problem on a two-dimensional domain \( \Omega \):

\[
\text{find } u \in H^1_0(\Omega) \text{ such that } \quad a(u, v) = \int_\Omega \rho \nabla u \cdot \nabla v = \int_\Omega f v = f(v) \quad \text{for all } v \in H^1_0(\Omega),
\]

where \( \rho(x) > 0 \) for all \( x \in \Omega \) and uniform in a subdomain \( \Omega_i \). For simplicity, we assume that \( \rho(x) \equiv 1 \). For the boundary conditions, we consider a Dirichlet boundary condition on a measurable subset \( \partial \Omega_D \) on \( \partial \Omega \) and a Neumann boundary condition on the remaining boundary \( \partial \Omega_N = \partial \Omega \setminus \partial \Omega_D \). We use piecewise linear finite elements on a shape regular triangulation. In the following, we denote the finite element space by \( V^h \).

For the construction of a two-level overlapping Schwarz preconditioner, we need a decomposition into overlapping subdomains \( \Omega_i' \). In practice, we start with a decomposition into non-overlapping subdomains \( \Omega_i \); see also the left image of Figure 1 for a visualization. In order to obtain \( \Omega_i' \), we extend each non-overlapping subdomain \( \Omega_i \) by \( q \) layers of elements. We then obtain the overlap \( \delta = qh \).

3 The Two-Level GDSW Preconditioner

The GDSW coarse space \( V^0 \) is spanned by basis functions defined by their values on the interface \( \Gamma \) of the non-overlapping decomposition. We extend the values on the interface discrete harmonically to the interior of each subdomain such that the energy is minimized; cf., e.g., \cite[Section 4.4]{37}. The interface values are chosen as restrictions of the nullspace of the global Neumann matrix to the interface components, vertices \( v \) and edges \( e \). We extend each vertex basis function \( \theta_v(x) \) and edge basis functions \( \theta_e(x) \). See also Figure 1 (right) for a visualization of the interface coarse components.

Following the theory of overlapping Schwarz methods, we define a splitting of \( u \in V^h \) by

\[
u = \sum_{i=0}^N R_i^T u_i, \quad \{ u_i \in V_i, \ 0 \leq i \leq N \},
\]

where the coarse function \( u_0 = 1 \) is chosen as

\[
u = \sum_{v \in \Omega} \theta_v(x) u(v) + \sum_{e \in \Omega} \theta_e(x) \bar{u}_e,
\]

where \( \sum_{v \in \Omega} \) is the sum over all vertices on the interface and \( \sum_{e \in \Omega} \) the sum over all edges on the interface, respectively. Here, \( \bar{u}_e \) indicates the average of \( u \) over the edge. Finite element discretization yields a linear equation system of the form

\[
Kv = f.
\]
Figure 1: Structured decomposition of a two-dimensional domain (left) and corresponding coarse mesh, consisting of vertices (black dots) and edges (thicker black lines), for the GDSW coarse space (right). Image in parts taken from [22, Figure 1].

Then the preconditioned operator can be written in the following form:

\[ P_{\text{GDSW}} = M_{\text{GDSW}}^{-1}K = \Phi K_0^{-1}\Phi^T K + \sum_{i=1}^{N} R_i^T K_i^{-1} R_i K, \]

where \( K_0 = \Phi^T K \Phi \) and \( K_i = R_i K R_i^T \) are the coarse matrix and the local subdomain matrices on the overlapping subdomains, respectively. The matrix \( \Phi \) contains the coarse basis functions as columns, which span the coarse space \( V^0 \). In particular, we have

\[ \Phi = \begin{pmatrix} \Phi_I \\ \Phi_I \end{pmatrix} = \begin{pmatrix} -K_I^{-1}K_{II}\Phi_I \\ \Phi_I \end{pmatrix}, \]

where \( K_{II} \) and \( K_{II} \) are submatrices of \( K \), if ordered with respect to the interior (I) and interface (II) degrees of freedom,

\[ K = \begin{pmatrix} K_{II} & K_{II} \\ K_{II} & K_{II} \end{pmatrix}. \]

Note that \( K_{II} = \text{diag}(K_{II}) \) is a block-diagonal matrix, where \( K_{II} \) corresponds to the \( i \)-th non-overlapping subdomain. Therefore, the extensions can be computed independently and concurrently for all subdomains. For scalar elliptic problems and the general case of a decomposition into John domains [13], the condition number of GDSW preconditioner is bounded by

\[ \kappa(M_{\text{GDSW}}^{-1}) \leq C \left( 1 + \frac{H}{h} \right) \left( 1 + \log \left( \frac{H}{h} \right) \right)^2, \]

where \( H \) is the diameter of the subdomains, \( h \) the typical diameter of a finite element, and \( \delta \) is the overlap; \( C \) is a constant independent of the other problem parameters; cf. [6, 7]. The theory of GDSW preconditioners also provides a condition number bound, e.g., for the case of compressible elasticity in three dimensions; cf. [8]. Note that, if not defined otherwise, in the following, \( h \) is the diameter of the smallest finite element and \( H \) the largest diameter of the non-overlapping subdomains.

4 Multilevel Extension for the GDSW Preconditioners

For a large number of cores and thus a large number of subdomains, the solution of the coarse problem of the GDSW preconditioner may not be efficient any more. To overcome the scaling bottleneck arising from using a sequential or parallel direct solver on the second level of the GDSW preconditioner, we apply the GDSW preconditioner recursively to the coarse problem [18, 19]. A similar approach is also used in other multilevel domain decomposition methods [2, 27, 30, 31, 33, 34, 38] and, of course, in multigrid methods [12]. To specify the different levels of the preconditioner, we introduce new indices. We change the common order of numeration, known from the theory of overlapping Schwarz methods. Each index corresponds to the respective level of the preconditioner such that the coarse space of the two-level method becomes \( V_0 \); hence it is the second level. The
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Figure 2: Structured decomposition of a two-dimensional computational domain $\Omega$ into non-overlapping subdomains $\Omega_1^{(m-1)}$, a zoom into one overlapping subdomain $\Omega_1^{(m-1)'}$ consisting of subdomains $\Omega_1^{(m-2)}$ (left middle). Furthermore, we show the zoom into one overlapping subdomain $\Omega_1^{(1)'}$ of the first level (right). For all coarser levels ($k > 1$), the degrees of freedom correspond to vertices $\nu_i$ and edges $\epsilon_k$ of the non-overlapping decomposition. This figure is based on [18, Figure 1].

Figure 3: Grid and decomposition into non-overlapping subdomains on the coarser levels $k$ and $k+1$. The dots correspond to the vertices and the line segments between the dots to the edges. Note that the dots on level $k$ correspond to the vertices of the decomposition into the subdomains $\Omega_1^{(k+1)}$. We use the index $k$ since it corresponds to the degrees of freedom on level $k$.

numbering of the space thus follows the numbering of the levels, i.e., the coarse space on level $m$ of the $m$-level GDSW preconditioner is denoted by $V^{(m)}$. For each application of the preconditioner, we need an additional layer of decomposition. We therefore decompose the computational domain into $N^{(k)}$ subdomains $\Omega_j^{(k)}$ with diameter $H^{(k)}$ on level $k$. Each subdomain consists of a union of subdomains from the previous level,

$$\Omega_j^{(k)} = \bigcup_{i: \Omega_i^{(k-1)} \subset \Omega_j^{(k)}} \Omega_i^{(k-1)}.$$  

As for the construction of the two-level GDSW preconditioner, we add $q^{(k)}$ layers of subdomains of level $k-1$ to $\Omega_j^{(k)}$ to obtain the overlapping subdomains $\Omega_j^{(k)'}$. We denote the overlap by $\delta^{(k)} = q^{(k)} H^{(k-1)}$ as we have done for the two-level method; see Figure 2 for an illustration of the decomposition into the $m$ levels and Table 1 and Figure 3 for an overview of the notation for the respective level of the preconditioner.

Over all levels, we obtain a family of subspaces $V^{(k)}$, $k = 1, \ldots, m$, where each subspace $V^{(k)}$, $k < m$, is decomposed into $V^{(k)}$, $j = 1, \ldots, N_k$, the subspaces corresponding to the overlapping subdomains $\Omega_j^{(k)'}$. We introduce the new index for the level identification as well to the aforementioned restriction operators $R_j$ such that

$R_j^{(k)} : V^{(k)} \rightarrow V_j^{(k)}$,
where $V_j^{(k)}$ is the local subspace of $V^{(k)}$ to the overlapping subdomain $\Omega_j^{(k)}$. We define the $m$-level GDSW preconditioner

$$
M_{\text{ML-GDSW}}^{(1)} = \Phi_1^{(2)} \
\Phi_2^{(3)} \quad \Phi_2^{(3)T} + \sum_{j=1}^{N_{(2)}} R_j^{(2)T} K_j^{(2)} R_j^{(2)} \
\vdots \
\Phi_{m-1}^{(m-1)} K_m^{(m-1)} \Phi_{m-1}^{(m-1)T} + \sum_{j=1}^{N_{(m-1)}} R_j^{(m-1)T} K_j^{(m-1)} R_j^{(m-1)} \
\Phi_m^{(m)} + \sum_{j=1}^{N_{(m)}} R_j^{(m)T} K_j^{(m)} R_j^{(m)}
$$

where $K^{(k)} = \Phi_{k-1}^{(k)} K^{(k-1)} \Phi_{k-1}^{(k)T}$ is the $k$-th coarse matrix related to the coarse space $V^{(k)}$, which is spanned by the coarse basis function contained in $\Phi_{k-1}^{(k)}$. Here, $K_j^{(k)} = R_j^{(k)T} K_j^{(k)} R_j^{(k)}$ are the local subproblem matrices corresponding to the subdomain $\Omega_j^{(k)}$.

### 4.1 Condition Number Bound for the Multilevel Extension

In order to establish a condition number bound, we follow the theory of two-level overlapping Schwarz methods given in [37, Chapters 2 and 3]. The proof is a direct extension of the proof given in [6, 7]. Following the standard notation of additive Schwarz methods, we define, on the finest level $k = 1$, corresponding to (3.1), a decomposition of $u$ by summing over all levels,

$$
u = \mathcal{R}(m)^T \mathcal{U}(m) + \sum_{k=1}^{m-1} \sum_{i=1}^{N_k} \mathcal{R}_i^{kT} \mathcal{U}_i^{(k)}
$$

where $\mathcal{R}(m)^T : V^m \rightarrow V^h$ is the interpolation from the coarse space on level $m$ to the standard finite element space $V^h$. In detail, $\mathcal{R}(m)^T$ is built from the coarse basis functions such that $\mathcal{R}(m)^T = \Phi_{m-1}^{(m)} \Phi_{m-2}^{(m-1)} \ldots \Phi_2^{(3)} \Phi_1^{(2)}$. Correspondingly, we have $\mathcal{R}(k) = R_{k-1}^{(k)} \Phi_{k-2}^{(k)} \Phi_{k-3}^{(k-1)} \ldots \Phi_2^{(3)} \Phi_1^{(2)}$.

We consider the higher levels $k, k \geq 2$, where we operate on the GDSW function space. Similar to (3.1), we define a splitting of $\mathcal{U}^{(k)}$, $k \geq 2$, by

$$
\mathcal{U}^{(k)} = \mathcal{R}_{k}^{(k)T} \mathcal{U}_{k}^{(k)} + \sum_{j=1}^{N_k} \mathcal{R}_j^{(k)T} \mathcal{U}_j^{(k)}
$$

where $\mathcal{U}_0^{(k)} = \mathcal{U}_0^{(k+1)}$, $R_j^{(k)T} : V^{(k)} \rightarrow V^{(k)}$ and $R_0^{(k)T}$ defines the interpolation from the higher level to the next lower level,

$$
R_0^{(k)T} : V^{(k+1)} \rightarrow V^{(k)}
$$
For the analysis, it is now essential to estimate the constant in the Stable Decomposition; see, e.g., [37, Assumption 2.2 and Lemma 2.5]; see also the early pioneering work of Lions on the Alternating Schwarz Method [28, 29]. Therefore, we need to find an estimate for $C^2_0$ in

$$a(\mathbb{I}^{(m)}, \mathbb{I}^{(m)}) + \sum_{j=k}^{m-1} \sum_{j=1}^{n(k)} a_h^{(k)}(\mathbb{I}_j^{(k)}, \mathbb{I}_j^{(k)}) \leq C^2_0 a(u, u), \quad (4.1)$$

where we sum over the coarser levels and where $a_h^{(k)}(u, v) = \int_{\Omega^{(k)}} \mathbb{I} \cdot \nabla u \cdot \nabla v$. To obtain an estimate for $C^2_0$, we consider each level separately. The discrete Sobolev inequality is an essential tool to bound the functions $\mathbb{I}^{(k)}$ as a sum of vertex and edge functions. It is an important tool in the theory of iterative substructuring methods [4, 37]. We give the formulation presented in [37, Lemma 4.15]. Let $H^{(k)}$ be the maximum diameter of the non-overlapping subdomains on the current level $k$; see also Figure 3.

**Lemma 4.1 (Discrete Sobolev Inequality).** Let $a$ be any convex combinations of $u(x)$, with $x \in \Omega_1$ a bounded domain in the plane of diameter $H$. Then, for any $u \in V^h$,

$$\|u\|_{L^2(\Omega_i)}^2 \leq C(1 + \log(H/h))\|u\|_{H^1(\Omega_i)},$$

$$\|u - a\|_{L^2(\Omega_i)}^2 \leq C(1 + \log(H/h))\|u\|_{H^1(\Omega_i)}^2.$$  

Different proofs are given in [3–5] and also [37, Lemma 4.15]. Note, however, that we need these bounds for the different, non-standard basis functions occurring in GDSW. We therefore formulate our next assumption.

**Assumption 4.1.** There exists a constant $C^{(k)}_{\text{sub}}$ such that

$$\|u^{(k)}\|_{L^2(\Omega_i)}^2 \leq C^{(k)}_{\text{sub}} \|u^{(k)}\|_{H^1(\Omega_i)}^2 \quad \text{for all } u^{(k)} \in V^{(k)}.$$

The constant $C^{(k)}_{\text{sub}}$ depends on the ratio between the sizes $H^{(k)}$ of the non-overlapping subdomains $\Omega_j^{(k)}$ and the element size $h$.

We will prove these assumptions and the assumptions stated below for GDSW and RGDSW type basis functions elsewhere, where will also give more details on the constants.

For the coarser levels, we define the function $\mathbb{I}^{(k)}$ as a sum of the vertex and edge functions, as in [37, (5.13)],

$$\mathbb{I}^{(k)}(x) = \sum_{v_k \in \Omega} \mathbb{I}_v^{(k)}(x) + \sum_{e_k \in \Omega} \mathbb{I}_e^{(k)}(x),$$

where

$$\mathbb{I}_v^{(k)}(x) = \mathbb{I}^{(k-1)}(v_k) \theta_{v_k}(x),$$

$$\mathbb{I}_e^{(k)}(x) = \mathbb{I}^{(k-1)}(e_k) \theta_{e_k}(x)$$

and where $\overline{\mathbb{I}^{(k-1)}}$ is the average over an edge $e_k$. Besides Lemma 4.1, an estimate of the $H_1$-seminorm and $L^2$-norm of the edge functions is needed to establish a bound for the functions $\mathbb{I}^{(k)}$. We recall the estimate for the edge function $\theta_{e_k}$ used to construct $\mathbb{I}^{(2)}$ given in [26], which was first given in [10].

**Lemma 4.2.** Let $\Omega_1 \subset \mathbb{R}^d$ be a John domain [13] with diameter $H^{(1)}$, let $\Omega_2 \subset \partial \Omega_1$ be an edge, and let $\theta_{e_2} \in V^h(\Omega_1)$ be a finite element function which equals 1 at all nodes of $\theta_{e_2}$, vanishes at the other nodes on $\partial \Omega_1$, and is discrete harmonic in $\Omega_1$. We have

$$|\theta_{e_2}|_{H^1(\Omega_1)}^2 \leq C(1 + \log(H^{(1)}/h)),$$

$$\|\theta_{e_2}\|_{L^2(\Omega_1)}^2 \leq CH^{(1)}/(1 + \log(H^{(1)}/h)).$$

The edges of the respective level of the edge function $\theta_{e_k}$ is defined correspondingly to $\theta_{e_2}$. The values in the interior of the subdomains are defined by a GDSW function interpolation. We define a linear interpolation operator $I^k$ to the coarse space $V^{(k)}$ by

$$I^k(h)(x) = \sum_{v_k \in \Omega} h(v_k) \theta_{v_k}(x) + \sum_{e_k \in \Omega} \overline{h}_{e_k} \theta_{e_k}(x).$$
Assumption 4.2. There exists a constant $C_{\theta_k}$, which depends on the ratio of $H^{(k)}$ and $h$ and which bounds the energy of the edge function $\theta_{e_k}$ and satisfies the estimate for the $L^2$-norm such that
\begin{align}
|\theta_{e_k}|_{H^1(\Omega_j^k)}^2 & \leq C_{\theta_k}, \quad (4.5) \\
\|\theta_{e_k}\|_{L^2(\Omega_j^k)}^2 & \leq H^{(k)} C_{\theta_k}.
\end{align}

The estimate for the functions $l^{(k)}_j$, $k = 1, \ldots, m$, is built on the same arguments; thus we discuss an arbitrary level in the hierarchy as an example. Using (4.2), we obtain, for the vertex contributions of $l^{(k)}_j$ (see (4.3)),
\begin{align}
|l^{(k)}_j(x)|_{H^{(k)}(\Omega_j^{(k-1)})^2} & = |l^{(k-1)}(V_k)\theta_{V_j}(x)|_{H^{(k)}(\Omega_j^{(k-1)})^2} \leq |l^{(k-1)}(V_k)\theta_{V_j}(x)|_{H^1(\Omega_j^{(k-1)})^2} \\
& \leq \|l^{(k-1)}(V_k)\theta_{V_j}(x)\|_{H^1(\Omega_j^{(k-1)})^2} \\
& \leq C_{\text{Sub}}(k-1) \|l^{(k-1)}\|_{H^1(\Omega_j^{(k-1)})^2} \quad (4.2)
\end{align}

and the edge contributions (see 4.4),
\begin{align}
|l^{(k)}_j(x)|_{H^{(k)}(\Omega_j^{(k-1)})^2} & = |l^{(k-1)}(\theta_{e_k})\theta_{V_j}(x)|_{H^{(k)}(\Omega_j^{(k-1)})^2} \leq |l^{(k-1)}(\theta_{e_k})\theta_{V_j}(x)|_{H^1(\Omega_j^{(k-1)})^2} \\
& \leq \|l^{(k-1)}\|_{L^\infty(\Omega_j^{(k-1)})^2} \|\theta_{V_j}(x)\|_{H^1(\Omega_j^{(k-1)})^2} \\
& \leq C_{\text{Sub}}(k-1) \|l^{(k-1)}\|_{H^1(\Omega_j^{(k-1)})^2} \quad (4.2), (4.5)
\end{align}

Combining (4.6) and (4.7), the coarse function is bounded by
\begin{align}
|l^{(k)}_j|_{H^{(k)}(\Omega_j^{(k-1)})^2} & \leq C_{\text{Sub}}(k-1) C_{\theta_k} \|l^{(k-1)}\|_{H^1(\Omega_j^{(k-1)})^2}
\end{align}

The $L^2$-norm is removed by subtracting the integral mean value of $l^{(k-1)}$ over each subdomain $\Omega_j^{(k-1)}$. It remains to consider the parts of (4.1) associated with the local subspaces $V_j^{(k)}$. For the estimate of the first level of overlapping subdomains, we refer to the proof of [37, Lemma 3.12], which allows the estimate of the parts related to the local spaces $V_j^{(1)}$ that depends on $1 + \frac{C_G}{\omega^{(1)}}$. Parts of the proof for the local subspaces depend on the finite elements functions being linear. Furthermore, the proof indicates a dependency on the coarser level since the function restricted to one overlapping subdomain $\Omega_j^{(1)}$ can be expressed as $u_j = R^{(1)}(\theta^{(1)}_j \omega^{(1)})$, where $\theta^{(1)}_j$ is a partition of unity as defined in [37, Lemma 3.4] and $\omega^{(1)} = u - l^{(1)}$. However, on the higher levels $k = 2, \ldots, m - 1$, the functions are not standard piecewise linear finite elements functions; instead, we operate on the GDSW function space. Following the ideas for the standard case, we make the following assumption.

Assumption 4.3. There exist constants $C^{(k)}$ and $C_{\theta_k}$, which depend on the next higher level and on the ratio of the subdomain size $H^{(k)}$ and the overlap $\delta^{(k)}$, such that
\begin{align}
\sum_{j=1}^{N_j^{(k)}} a^{(k)}_j (l^{(k)}_j, l^{(k)}_j) \leq C^{(k)} C_{\theta_k}.
\end{align}

Performing and combining the estimates given above for the coarse levels, we can estimate the coarsest level as well as the coarse overlapping levels such that we obtain
\begin{align}
C^2 \leq \prod_{k=1}^{m} C^{(k-1)}_{\text{Sub}} C_{\theta_k} C^{(k)} C_{\theta_k}
\end{align}

for the constant in the Stable Decomposition. In summary, we obtain the following estimate for the condition number bound of the m-level GDSW preconditioner.

Theorem 4.1. For $\Omega \subset \mathbb{R}^2$ being decomposed into John domains, the condition number of the m-level GDSW preconditioner is bounded by
\begin{align}
\kappa(M^{-1}_{\text{ML-GDSW}} K) \leq C \prod_{k=1}^{m} C^{(k-1)}_{\text{Sub}} C_{\theta_k} C^{(k)} C_{\theta_k},
\end{align}

where $C^{(k)}_{\text{Sub}} C_{\theta_k}$ depend on the ratio of the subdomain sizes $H^{(k)}$ and the elements size $h$. The constant $C_{\theta_k}$ depends on the ratio of the overlap $\delta^{(k)}$ and the subdomain size $H^{(k)}$. 

The theorem indicates that, with each additional level, the condition number bound rises. Therefore, we expect the condition number as well as the number of iterations to increase with an increasing number of levels. This assumption is confirmed by our numerical results presented in Section 5.1. Note that a theory of multilevel GDSW may, possibly, also be built on the theory of inexact subdomain solvers as in [11].

5 Numerical Results

For the numerical and parallel evaluation of the multilevel extension, we consider our Laplacian model problem presented in Section 2 in two dimensions with a generic right-hand side vector of ones $\begin{pmatrix} 1 & \ldots & 1 \end{pmatrix}^T$. For the assembly of the stiffness matrix, we employ the Trilinos package Galeri [40]; we use the default boundary conditions of Galeri, that is, homogeneous Dirichlet boundary conditions on the whole boundary $\partial \Omega$. The parallel implementation of the multilevel extension is included in the Fast and Robust Overlapping (FROSch) preconditioner framework [15, 17] of the Trilinos software library [41]. We refer to [22] for a detailed description of the additions to the software in order to apply the multilevel extension. As a Krylov iteration method, we apply the preconditioned conjugate gradient method (PCG) provided by the Trilinos package Belos (BelosPseudoBlockCG) [39] with a relative stopping criterion $\|r_k\|_1/\|r_0\|_2 \leq 10^{-6}$, where $r_k$ is the residual after the $k$-th iteration and $r_0$ the initial residual. The implementation offers a condition number estimate using the tridiagonal matrix constructed in the Lanczos process. We solve the arising subproblems using PardisoMKL [1] interfaced through the Trilinos package Amesos2 [32]. In all of our numerical experiments, on all levels, each subdomain is assigned to a specific MPI rank and processor core. We performed all numerical tests on the GCS supercomputer SuperMUC-NG.

5.1 Numerical Scalability of the Multilevel Extension

In this section, we present the numerical results supporting the condition number bound (4.8) in Theorem 4.1. Here, we use a structured decomposition on all levels. According to (4.8), each level introduces additional constants to the bound; thus we expect the condition number to increase with each additional level. Applying the preconditioner with two to five levels, we obtain an increase for the estimated condition number from 42.66 for two levels to 294.51 for five levels; see the table in Figure 4. From two to three levels and three to four level, the condition number more than doubles. However, from four to five levels, the rise is not so severe. The number of iterations confirms the results of an increasing condition number bound with each recursive application of the GDSW preconditioner; although the increase in the number of iterations is not as strong as the increase for the condition number $\kappa(M^{-1}K)$. For our setup, the size of the coarsest problem $\dim(K^{(k)})$ reduces by more than 90% with each recursive application of the preconditioner; see the table in Figure 4 (right). This coincides with the objective to extend the scalability of the preconditioner. In Section 5.2, we discuss the weak parallel scalability of the implementation. Considering (4.8), classically, we expect a logarithmic dependency on the ratio of the size of the subdomains $H^{(k)}$ and the element size $h$. Moreover, we expect a linear dependency on the ratio of the size of the subdomains $H^{(k)}$ and the overlap $\delta^{(k)}$.

Correspondingly, we perform test runs varying the parameters of the preconditioner. For this study, we apply three- and four-level GDSW preconditioners. We only vary the parameters of the levels one, two, and three. Applying the fourth level, we keep the parameters fixed. Note that the computation of the overlap is performed in an algebraic fashion such that the size of the overlap deviations from the geometric value are possible in certain geometric configurations. Indeed, we note that deviation of all geometric values is inherent to the algebraic construction, and therefore, in this paper, the values for ratios of the subdomains sizes, element sizes, and the overlaps are always approximations.

We first vary the parameters from the first level. Assembling the stiffness matrix using the Galeri package, we set the number of nodes on each subdomain and not the number of elements. Thus, it follows that $H^{(1)}/h$ is an approximate value.
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Figure 4: Experimental condition number and number of iterations for the GDSW preconditioner in two dimensions using two to five levels. We apply the preconditioner to the Laplace model problem. The number of subdomains on the first level and the number of cores is $N_1 = 16\,384$. We always choose $180^2$ nodes for each non-overlapping subdomain $\Omega^{(1)}$. The number of subdomains on the coarser levels is chosen such that $4^2$ subdomains $\Omega^{(k-1)}_j$ form $\Omega^{(k)}_j$. Thus we have $H^{(2)}/H^{(1)} = 4$, $H^{(3)}/H^{(2)} = 4$, and $H^{(4)}/H^{(3)} = 4$. We choose $\delta^{(1)} = 4h$ and $\delta^{(k)} = 1$, $k = 2, 3, 4$.

<table>
<thead>
<tr>
<th>Level</th>
<th>$\dim(K^{(k)})$</th>
<th>$\kappa(M^{-1})$</th>
<th>Iter</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>48,641</td>
<td>42.66</td>
<td>52</td>
</tr>
<tr>
<td>3</td>
<td>2,945</td>
<td>110.99</td>
<td>90</td>
</tr>
<tr>
<td>4</td>
<td>161</td>
<td>238.37</td>
<td>125</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>294.51</td>
<td>132</td>
</tr>
</tbody>
</table>

Figure 5: Numerical scalability, semi-logarithmic plot, varying $H^{(1)}/h$ for the multilevel GDSW methods with three and four levels. We apply the preconditioner to the two-dimensional Laplace model problem. The number of subdomains on the first level and the number of cores is $N_1 = 16\,384$. The other parameters determining the condition number bound are kept constant such that we have $H^{(2)}/H^{(1)} = 4$, $H^{(3)}/H^{(2)} = 4$, and $H^{(4)}/H^{(3)} = 4$. For the fourth level, we chose 16 cores, thus $H^{(3)}/H^{(2)} = 8$, and we chose $H^{(1)}/\delta^{(1)} = 8$.

In Figure 5, we vary the number of degrees of freedom per subdomain. The results for the three- and four-level method indicate a polylogarithmic dependency on $H^{(1)}/h$, which is consistent with our expectations considering (4.8) and our assumptions. As expected, the experimental condition number for the four-level method is higher, precisely by factor of around $2.7$. The number of Krylov iterations increases slowly. For the three-level method, the number of iterations increases from 77 to 86 and for the four-level method from 117 to 127; see also the table in Figure 5.

The condition number bound (4.8) depends on the overlap on the different levels. We first consider a change of the overlap $\delta^{(1)}$ on the first level. The results presented in Figure 6 indicate the linear dependency on $H^{(1)}/\delta^{(1)}$, consistent with our expectations. For this test, the estimated condition number of the four-level method is higher by a factor of $1.9$. Note that, for the test varying $H^{(1)}/h$, the value for $H^{(3)}/H^{(2)}$ was higher, and thus a larger increase from three to four levels is expected. The increase of the number of iterations is similar. In particular, we obtain an increase from 73 to 80 for the three-level method and from 86 to 96 for the four-level method; see also the table in Figure 6.

We move forward to the coarse level parameters $H^{(2)}$ and $\delta^{(2)}$. Changing the overlap $\delta^{(2)}$ on the second level, we expect a linear dependency, which is consistent with the results presented in Figure 7. The factor for the increase in the condition number from three to four levels is $1.5$; see also the column $\kappa(M^{-1}K)$ in the table.
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Figure 6: Numerical scalability varying $H^{(1)}/\delta^{(1)}$ for the multilevel GDSW methods with three and four levels. We apply the preconditioner to the two-dimensional Laplace model problem. The number of subdomains on the first level and the number of cores is 4,096. We choose $H^{(1)}/h = 120$ such that the problem size is 58 982 400. The other parameters determining the condition number bound are kept constant such that we have $H^{(2)}/H^{(1)} = 4$ and $H^{(2)}/\delta^{(2)} = 4$. For the fourth level, we chose 16 cores, thus $H^{(3)}/H^{(2)} = 4$, and we chose $H^{(3)}/\delta^{(3)} = 4$. The dotted line is a least square fit of a linear function to the data.

<table>
<thead>
<tr>
<th>$H^{(1)}/\delta^{(1)}$</th>
<th>3 levels</th>
<th>4 levels</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\kappa(M^{-1}K)$</td>
<td>$\kappa(M^{-1}K)$</td>
<td>$\kappa(M^{-1}K)$</td>
</tr>
<tr>
<td>4</td>
<td>73.55</td>
<td>73</td>
</tr>
<tr>
<td>5</td>
<td>74.50</td>
<td>74</td>
</tr>
<tr>
<td>10</td>
<td>78.51</td>
<td>74</td>
</tr>
<tr>
<td>15</td>
<td>82.13</td>
<td>76</td>
</tr>
<tr>
<td>30</td>
<td>92.17</td>
<td>80</td>
</tr>
</tbody>
</table>

Figure 7: Numerical scalability varying $H^{(2)}/\delta^{(2)}$ for the multilevel GDSW methods with three and four levels. We apply the preconditioner to the two-dimensional Laplace model problem. The number of subdomains on the first level and the number of cores is 16,384. We choose $H^{(1)}/h = 80$ such that the problem size is 104 857 600. The other parameters determining the condition number bound are kept constant such that we have $H^{(2)}/H^{(1)} = 32$ and $H^{(1)}/\delta^{(1)} = 40$. We choose $H^{(3)}/H^{(2)} = 2$. The overlap $\delta^{(3)}$ is chosen such that only the degrees of freedoms on the interface are shared among the processes. The dotted line is a least square fit of a linear function to the data.

<table>
<thead>
<tr>
<th>$H^{(2)}/\delta^{(2)}$</th>
<th>3 levels</th>
<th>4 levels</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\kappa(M^{-1})$</td>
<td>$\kappa(M^{-1})$</td>
<td>$\kappa(M^{-1})$</td>
</tr>
<tr>
<td>4</td>
<td>102.14</td>
<td>78</td>
</tr>
<tr>
<td>8</td>
<td>126.23</td>
<td>91</td>
</tr>
<tr>
<td>16</td>
<td>154.64</td>
<td>99</td>
</tr>
<tr>
<td>32</td>
<td>196.64</td>
<td>104</td>
</tr>
</tbody>
</table>

Figure 8: Numerical scalability, semi-logarithmic plot, varying $H^{(2)}/H^{(1)}$ for the multilevel GDSW methods with three and four levels. We apply the preconditioner to the two-dimensional Laplace model problem. To vary $H^{(2)}/H^{(1)}$, we change the number of cores. The overlap on all levels is kept constant such that $H^{(1)}/h = 100$, $H^{(1)}/\delta^{(1)} = 25$, and $H^{(2)}/\delta^{(2)} = 4$. The size of the largest problem in this study is 256 000 000. For the fourth level, we chose 4 cores, thus $H^{(3)}/H^{(2)} = 4$, and we chose $H^{(3)}/\delta^{(3)} = 4$.

<table>
<thead>
<tr>
<th>$H^{(2)}/H^{(1)}$</th>
<th>3 levels</th>
<th>4 levels</th>
</tr>
</thead>
<tbody>
<tr>
<td># cores</td>
<td>$\kappa(M^{-1}K)$</td>
<td>$\kappa(M^{-1}K)$</td>
</tr>
<tr>
<td>8</td>
<td>4,096</td>
<td>97.16</td>
</tr>
<tr>
<td>12</td>
<td>9,212</td>
<td>106.06</td>
</tr>
<tr>
<td>16</td>
<td>16,384</td>
<td>112.17</td>
</tr>
<tr>
<td>20</td>
<td>25,600</td>
<td>116.79</td>
</tr>
</tbody>
</table>
in Figure 7. The smaller value compared to the other tests is consistent with the smaller value for $H^3 / H^2$. The slope in the number of iterations and condition number bound is higher than the slope obtained for the variation of $H^3 / S^1$. The condition number almost doubles changing $H^3 / S^2$ from 4 to 32 for both methods.

We considered a variation of $H^2 / H^1$ as well. Varying $H^2 / H^1$, we expect a linear graph on semilogarithmic scale, as we expect $C_{S^1}$ to be logarithmically dependent on the ratio of the subdomain and element sizes. This is confirmed by the results presented in Figure 8. The number of iterations increases by 12 for the three-level method and 11 for the four-level method; see the column $\text{Iter}$ in the table of Figure 8. In total, our experiments confirm the expected linear and logarithmic dependencies. Furthermore, every additional level increases the experimental condition number as well as the number of iterations, confirming the estimate for the condition number bound with the assumptions made for the constants.

5.2 Weak Parallel Scalability Study

The FROSch framework has shown good weak parallel scalability employing three levels for the Laplace and linear elasticity model problem [16, 18, 19, 22] up to the order of 100 000 subdomains and cores. Here, we show new weak parallel scalability results in two dimensions, applying the most recent parallel implementation of the three-level method in FROSch. We compare the results to the standard two-level method scaling from 900 to 40 000 cores. For the decomposition of the coarse level, we compare an explicit structured decomposition to the decomposition obtained by partitioning the coarse problem by the parallel hypergraph method (PHG) provided by the Trilinos package Zoltan2 [42]. The partitioning of the coarse problem by Zoltan2 is the default procedure for the multilevel extensions in FROSch as described in [22]. For linear elasticity, good parallel scalability results have been obtained using PHG in [16, 22]. In all tests, we have 200 nodes on each subdomain; thus the largest problem is of size 1 600 000 000 degrees of freedom. Typically, the two-level method will fail for a large number of cores since the direct solver will run out of memory when factorizing the coarse problem. Here, the subdomain problems are chosen quite small in order to leave a substantial amount of main memory for the factorization of the coarse problem in the two-level method. We will then be able to compare the estimated condition numbers for the two-level and the three-level method also for a large number of cores. We set the overlap $\delta^{(1)} \approx 10h$. The overlap on the coarser level is set to one ($\delta^{(2)} \approx 1H^{(1)}$). The number of subdomains on the higher level is always approximately smaller by a factor of 100. The coarse problem is solved on a subset of processes for the three-level method, while for the two-level method, the problem is solved using the PardisoMKL direct solver on a single process. The communication is performed in two steps for the two-level method and in a single step for the three-level method. For a detailed description of the communication pattern used in FROSch, we refer to [22]. With respect to the time to solution and the weak parallel scalability, our results in Table 2 and Figure 9 show very similar results for the two-level and the three-level methods for the problem parameters and the range of processor cores considered here. This is mostly due to our scalar two-dimensional problem with a setup using small subdomains, which still allows the two-level method to factorize the coarse problem. Nevertheless, for a larger number of cores, the performance of the two-level method will eventually degrade before failing to factorize the coarse problem.

In the following, we discuss the numerical results for the different methods and the computation time. By $\text{Solver Time}$, we denote the sum of the time to build the preconditioner ($\text{Setup Time}$) and of the time for the Krylov iterations ($\text{Krylov Time}$). According to the theory, we can expect numerical scalability, which is what we observe; see, e.g., Figure 10. We further expect the three-level method to have higher estimated condition numbers as well as iteration counts. Our assumptions are confirmed by the results of our tests; see Figure 10 and Table 2. For the largest test, we obtain an experimental condition number of 30.95 for the two-level method and 129.78 for the three-level method and a structured decomposition into subdomains $\Omega^{(2)}$. Consistent therewith, we obtain higher iteration counts using three levels (100 iterations for 40 000 cores) than using the standard method (48 iterations for 40 000 cores). It also seems that the two-level method approaches the asymptotic bound earlier than the three-level method; see Table 2, columns $\text{Iter}$ and $\kappa(M^{-1}K)$. However, employing PHG for the partitioning of the coarse problem, the number of iterations increases for the three-level method by a factor of 1.5. The unstructured decomposition on the coarse level has no effect on the two-level method since, in this case, the
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### Two-level GDSW

<table>
<thead>
<tr>
<th>#subdom. (Ω₁)</th>
<th>#subdom. (Ω₂)</th>
<th>(k(M^{-1}K))</th>
<th>Iter</th>
<th>Solver Time</th>
<th>Parallel eff.</th>
</tr>
</thead>
<tbody>
<tr>
<td>900</td>
<td>9</td>
<td>30.90</td>
<td>45</td>
<td>3.84 s</td>
<td>100%</td>
</tr>
<tr>
<td>1600</td>
<td>16</td>
<td>30.91</td>
<td>45</td>
<td>3.92 s</td>
<td>98%</td>
</tr>
<tr>
<td>6400</td>
<td>64</td>
<td>30.93</td>
<td>47</td>
<td>4.73 s</td>
<td>81%</td>
</tr>
<tr>
<td>10000</td>
<td>100</td>
<td>30.94</td>
<td>47</td>
<td>4.82 s</td>
<td>80%</td>
</tr>
<tr>
<td>32400</td>
<td>324</td>
<td>30.95</td>
<td>48</td>
<td>7.77 s</td>
<td>49%</td>
</tr>
<tr>
<td>40000</td>
<td>400</td>
<td>30.95</td>
<td>48</td>
<td>7.64 s</td>
<td>50%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(\kappa(M^{-1}K))</th>
<th>Iter</th>
<th>Solver Time</th>
<th>Parallel eff.</th>
</tr>
</thead>
<tbody>
<tr>
<td>900</td>
<td>9</td>
<td>4.24 s</td>
<td>91%</td>
</tr>
<tr>
<td>1600</td>
<td>16</td>
<td>4.51 s</td>
<td>85%</td>
</tr>
<tr>
<td>6400</td>
<td>64</td>
<td>5.26 s</td>
<td>73%</td>
</tr>
<tr>
<td>10000</td>
<td>100</td>
<td>5.83 s</td>
<td>66%</td>
</tr>
<tr>
<td>32400</td>
<td>324</td>
<td>7.05 s</td>
<td>54%</td>
</tr>
<tr>
<td>40000</td>
<td>400</td>
<td>6.49 s</td>
<td>59%</td>
</tr>
</tbody>
</table>

### Three-level GDSW

<table>
<thead>
<tr>
<th>(\kappa(M^{-1}K))</th>
<th>Iter</th>
<th>Solver Time</th>
<th>Parallel eff.</th>
</tr>
</thead>
<tbody>
<tr>
<td>900</td>
<td>9</td>
<td>4.84 s</td>
<td>79%</td>
</tr>
<tr>
<td>1600</td>
<td>16</td>
<td>5.02 s</td>
<td>76%</td>
</tr>
<tr>
<td>6400</td>
<td>64</td>
<td>5.89 s</td>
<td>65%</td>
</tr>
<tr>
<td>10000</td>
<td>100</td>
<td>6.39 s</td>
<td>60%</td>
</tr>
<tr>
<td>32400</td>
<td>324</td>
<td>8.33 s</td>
<td>46%</td>
</tr>
<tr>
<td>40000</td>
<td>400</td>
<td>10.42 s</td>
<td>37%</td>
</tr>
</tbody>
</table>

**Table 2:** Weak parallel scalability for the Laplace model problem in two dimensions on SuperMUC-NG. We apply the preconditioner with two and three levels. On the second level, we apply an unstructured decomposition by Zoltan2, which we denote by PHG. We have 200² nodes on each subdomain. The parameters determining the condition number are chosen such that \(\delta^{(1)} = 10h\), \(H^{(2)}/H^{(1)} = 10\), and \(\delta^{(2)} \approx H^{(1)}\). By *Solver Time*, we denote the time to build the preconditioner (*Setup Time*) and to perform the Krylov iteration (*Krylov Time*). The parallel efficiency is computed considering the fastest method for 900 cores (3.84 s) as a baseline.

**Figure 9:** Weak scalability results for the *Solver Time* with a structured decomposition (left) and an unstructured decomposition by Zoltan2 (right) of the coarser level.

**Figure 10:** Weak numerical scalability for the Laplace model problem in two dimensions using a structured decomposition on both levels (left) and using an unstructured decomposition on the coarse level (right). Corresponding data in Table 2.
Table 3: Dimension of the coarse problem corresponding to the data in Table 2. By Struct., we denote the structured decomposition of the coarser level, and by PHG, we denote the unstructured partitioning by Zoltan2 using the parallel hypergraph (PHG) method.

<table>
<thead>
<tr>
<th>#subdom.($\Omega_1$)</th>
<th>#subdom.($\Omega_2$)</th>
<th>dim($K_2$)</th>
<th>dim($K_3$)</th>
<th>Struct. dim($K_3$)</th>
<th>PHG dim($K_3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>900</td>
<td>9</td>
<td>2581</td>
<td>16</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>1600</td>
<td>16</td>
<td>4641</td>
<td>33</td>
<td>49</td>
<td></td>
</tr>
<tr>
<td>6400</td>
<td>64</td>
<td>18881</td>
<td>161</td>
<td>255</td>
<td></td>
</tr>
<tr>
<td>10000</td>
<td>100</td>
<td>29601</td>
<td>261</td>
<td>438</td>
<td></td>
</tr>
<tr>
<td>32400</td>
<td>324</td>
<td>96481</td>
<td>901</td>
<td>1557</td>
<td></td>
</tr>
<tr>
<td>40000</td>
<td>400</td>
<td>119201</td>
<td>1121</td>
<td>1964</td>
<td></td>
</tr>
</tbody>
</table>

coarse problem is solved in a single process. Moreover, we note that the experimental condition number is higher for the unstructured decomposition. This is also reflected in the numbers of iterations; see Figure 10 (right). Scaling from 900 to 40 000 cores, the condition number more than doubles ($\kappa = 96.01$ for 900 cores, $\kappa = 220.48$ for 40 000 cores), while the number of iteration increases from 83 to 147; see Table 2. Considering the Solver Time, all methods are very fast such that the time stays below 10 s, except for 40 000 cores (10.42 s) and a partition of the coarse problem by Zoltan2. Nevertheless, for the structured case, the three-level method is faster reaching 32 400 cores. Based on the sizes of the coarse problem, presented in Table 3, we expect the three-level method to scale, while the two-level method will reach its scalability limit. For 40 000 cores, the coarse problem of the two-level method is larger than 100 000 degrees of freedom, whereas dim($K_3$) = 1 121 (structured) and dim($K_3$) = 1 964 (PHG). Thus, also the default partitioning in FROSch is expected to outperform the two-level method for a higher number of cores.

For a detailed description of the additional steps to be performed to partition the coarse problem by PHG, we refer to [22]. Note that these steps include communication. In addition, the size of the coarse problem increases using PHG; see Table 3.

Parallel Scalability on JUWELS

We performed further weak parallel scalability test on the supercomputer JUWELS at the Jülich Supercomputing Centre (JSC). The results are listed in Table 4. The setup of the test is as on SuperMUC-NG. On JUWELS, however, we use an algebraic construction of the interface on the first level and the unstructured decomposition by Zoltan2 with the PHG partitioning method on the coarse level. This application of FROSch is completely algebraic. As a result, we see small differences for the experimental condition number as well as for the number of Krylov iterations.

For $H/h = 200$, the two-level method fails for 40 000 cores and more; see Table 4. The three-level method can solve the problem on 48 400 cores; however, the parallel efficiency is low since the local problems are too small. For $H/h = 400$, the method shows a better parallel efficiency; however, we only have results for up to 10 000 cores; see Table 5.

6 Conclusion

We have introduced a multilevel extension to the overlapping Schwarz GDSW preconditioner. For our scalar elliptic model problem, we have established a condition number bound, where each recursive application of the preconditioner degrades the bound. This is similar to multilevel BDDC methods. The bound is based on three assumptions involving constants depending on parameters of the preconditioner. The standard estimates cannot be used since the bounds are needed for GDSW basis functions. To make the dependency on the parameters explicit for these functions remains future work.
We have used the parallel implementation of the GDSW preconditioner included in the FROSch framework for our numerical tests. The results in our numerical study, using up to five levels, are consistent with the theory. The results for the weak parallel scalability study show that both the two- and three-level methods show a comparable performance for the problem parameters and the number of cores considered here. For a larger number of cores, we expect the three-level method to outperform the two-level method as in [16, 22].

With respect to the parameters of the multilevel method, it remains to be investigated which choice is most efficient, depending on the application. In practice, we often found that using a small overlap (even a single element) is most efficient in terms of the time to solution even if it results in a larger number of iterations. This is the case since it saves significant time in the factorizations of the local subdomain problems. With respect to the number of levels, our strategy currently is to increase the number of levels when a significant portion of the computing time is spent in the coarse problem. However, this may not be the most efficient strategy, and this needs to be tested in the future for different types of problems.
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