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Abstract
In contrast to conventional acquisition practices, simultaneous source acquisition allows

for overlapping wavefields to be recorded. Relaxing the shot schedule in this manner has

certain advantages, such as allowing for faster acquisition and/or denser shot sampling.

This flexibility usually comes at the cost of an extra step in the processing workflow,

where the wavefields are deblended, that is, separated. An inversion-type algorithm for

deblending, based on the focal transform, is investigated. The focal transform uses an

approximate velocity model to focus seismic data. The combination of focusing with

sparsity constraints is used to suppress blending noise in the deblended wavefield.

The focal transform can be defined in different ways to better match the spatial sam-

pling of different types of marine surveys. To avoid solving a large inverse problem,

involving a large part of the survey simultaneously, the input data can be split into sub-

sets that are processed independently. We discuss the formation of such sub-sets for

ocean bottom node and streamer-type acquisitions. Two deblending experiments are

then carried out. The first is on numerically blended ocean bottom node field data.

The second is on field-blended towed streamer data with a challenging signal over-

lap. The latter experiment is repeated using curvelet-based deblending for comparison

purposes, showing the virtues of the focal deblending process. Several challenges of

basing deblending around the focal transform are discussed as well as some suggestions

for improved implementations.

K E Y W O R D S
data processing, noise, signal processing, seismic acquisition

INTRODUCTION

Nearly simultaneous source acquisition, also referred to

as blended acquisition (Berkhout, 2008), differs from con-

ventional acquisition in that seismic wavefields originating

from different sources are allowed to overlap in the recorded

seismic traces. In conventional acquisition minimal overlap

is ensured by requiring that a sufficiently long time interval

passes between two consecutive source activations. Blending

acquisition relaxes this requirement, allowing more flexibility

This is an open access article under the terms of the Creative Commons Attribution-NonCommercial-NoDerivs License, which permits use and distribution in any medium, provided
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in deciding the number of shots, the shot density and the

effective acquisition time of a survey (Abma & Foster, 2020;

Hampson et al., 2008). By reducing the time required to

carry out the acquisition, a blended survey can reduce the

amount of recorded noise (Berkhout & Blacquière, 2013;

Moore et al., 2013). Reducing acquisition time can also help

schedule the survey such that it is compliant with environ-

mental and other regulations that place limits on survey

duration. This can be especially important in marine surveys.

If, instead, blended acquisition is used to increase the number
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2 KONTAKIS AND VERSCHUUR

of source activations, better sub-surface illumination (Abma

& Foster, 2020; Berkhout et al., 2010) can be achieved via

denser source sampling and having a wider aperture. This can

lead to sub-surface illumination with better angle coverage

(Blacquière et al., 2012).

The increased shot scheduling flexibility allowed by

blended acquisition comes at the cost of having to process

blended wavefields. One way of achieving this is by modify-

ing standard processing blocks, such as multiple elimination

(Doulgeris, Blacquière, et al., 2012), deghosting (Wu et al.,

2016) and migration (Castellanos et al., 2016; Chen et al.,

2017; Dai et al., 2011; Li et al., 2016; Tang & Biondi, 2009) to

directly handle a blended input. The more popular approach,

however, is to apply a wavefield separation/deblending proce-

dure as an independent step, early in the processing workflow.

At the acquisition stage, source activation is usually con-

figured to happen in a way that aids the deblending effort.

For land acquisition, time and space separation between each

overlapping shot can be taken advantage of when deblend-

ing. Deblending sometimes further benefits from assigning

different sweeps to the seismic sources participating in the

acquisition. For marine acquisition, a shot schedule of semi-

random inter-shot delays is commonly used (Abma & Foster,

2020). Shot scheduling and characteristics such as sweep pro-

files define a blending code. The blending code can be used

to construct the blending operator, a linear map that maps the

desired unblended data to the actually recorded blended data.

Deblending methods can be classified depending on how they

use this blending operator.

A first approach is to apply the adjoint of the blending

operator to the recorded data, followed by a denoising step.

Then, the signal to be extracted will become coherent while

the blending noise (the interference from other shots) will stay

incoherent. The denoising step takes advantage of the incoher-

ence of the blending noise to remove it. Examples of denoising

methods used include median filtering (Chen, 2014; Gan

et al., 2015; Huo et al., 2012; Y. Liu et al., 2009; Zhang et al.,

2013; Z. Liu et al., 2014; Zhan et al., 2015), median filter-

ing after the normal moveout (NMO) correction (Baardman

& van Borselen, 2012; Chen et al., 2015), filtering in the

wavelet domain (Yu et al., 2017) and using prediction-error

filters (Spitz et al., 2008). Recently, deep learning methods

have been proposed to tackle the denoising part. Convolu-

tional neural networks (Sun et al., 2020) and U-Nets (Sun

et al., 2022) can be trained to map data contaminated with

blending noise to clean, denoised data.

The alternative approach is to explicitly have the deblended

data honour the blending equation. This is done via a usu-

ally iterative, constrained/regularized inversion process. The

additional constraints or regularization terms ideally select a

solution of the blending equation where blending noise leak-

age is minimal. For this purpose, Ayeni et al. (2009) use

non-stationary dip filters. Doulgeris et al. (2010); Mahdad

et al. (2011); Doulgeris, Mahdad, et al. (2012) use a flexi-

ble combination of thresholding and frequency–wavenumber

coherency pass filters to progressively estimate and remove

blending noise. Zu et al. (2017) use plane wave destruc-

tion filtering (Fomel, 2002) in combination with least-squares

inversion to achieve separation. Leader and Biondi (2014)

extend the imaging condition of reverse time migration

(RTM) and use RTM as a deblending tool. Beasley et al.

(2016) and Moore et al. (2016, 2017) suggest replacing

the inner product operation with a robust version that dis-

criminates against outliers such as impulsive blending noise,

guiding the inversion process to a more favourable solution.

Transforms that have been used for sparsity-based deblend-

ing include Fourier (Abma et al., 2015; Sen et al., 2014),

seislets (Chen et al., 2014; Gan et al., 2015), curvelets (Zu

et al., 2016), the Radon family (Akerberg et al., 2008; Ayeni

et al., 2011; Ibrahim & Sacchi, 2013, 2015; Trad et al., 2012)

and multifrequency array steering (Ji et al., 2012). Trans-

form combinations are also possible. Peng and Meng (2016)

use both a linear Radon and a wavelet transform in their

deblending process. Instead on basing their dictionary on

mathematical transforms, Zhou et al. (2013) use dictionary

learning to extract it from seismic data. Deep learning solu-

tions can also be used in iterative, inversion-based deblending.

Zu et al. (2020) use an iterative inversion similar to that of

Mahdad et al. (2011) but with deblended data estimates gen-

erated by a combination of convolutional and deconvolutional

neural network layers. B. Wang et al. (2022) use iterative

inversion and a multi-resolution U-Net to take advantage of

the multiscale nature of seismic data. Deep neural network–

based approaches can also be used for gradient denoising in

iterative schemes, both in a supervised (K. Wang, Mao, et al.,

2022; K. Wang & Hu, 2022) and in an unsupervised (K. Wang,

Hu, et al., 2022) fashion.

Another way to attack the ill-posed nature of the deblend-

ing problem is to assume that the deblended solution will be

low rank, that is, few singular values will have significant

magnitude when calculating an appropriate singular value

decomposition. This can be viewed as an alternative form

of sparsity that operates on singular values. This form of

sparsity provides us an extra avenue for constraining the

deblending problem. An attractive feature of rank reduction

methods is that they do not require choosing a dictionary.

They do, however, require sorting the elements of the solution

into a tensor that exhibits the low-rank property. A popular

choice is to form a Hankel matrix out of monochromatic fre-

quency slices of data in the frequency-space domain (Cheng

& Sacchi, 2013, 2015; Maraschini et al., 2012). Another

approach is to sort the data based on mid-point/half offset

coordinates and construct a hierarchically semi-separable

matrix from frequency slices (Wason et al., 2014; Kumar

et al., 2015). Properly resorted time domain slices are also

an option, as demonstrated in Kumar et al. (2016). Since
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FOCAL DEBLENDING 3

calculating large singular value decompositions is expensive,

computationally cheaper alternatives are sometimes used.

For this reason, Cheng and Sacchi (2016) replace singular

value decompositions with randomized QR decompositions.

This paper centres around focal deblending, an inversion-

type algorithm that is based on the focal transform (Berkhout

& Verschuur, 2010; Kutscha & Verschuur, 2012). The focal

transform uses an approximate velocity model of the sub-

surface and wavefield redatuming to transform a dataset

recorded at the surface into a collection of datasets approxi-

mately focused at chosen depth levels. The focusing operation

allows us to implicitly take advantage of the coherency of

the signal to be extracted and, with the help of a sparsity-

promoting objective function, discriminate against incoherent

blending noise. The focusing process is based on an NMO

velocity model. Even though a more detailed interval velocity

model – such as one recovered by tomographic methods or full

waveform inversion – would be a better choice when it comes

to focusing, such models are often not available at the very

beginning of the processing chain where deblending will be

applied. By picking a few energetic events, an NMO veloc-

ity model can also be constructed from moderately blended

seismic data.

The first application of focal deblending used the double

focal transform (Kontakis & Verschuur, 2014). A combina-

tion with the linear Radon transform to better handle events

with linear moveout was investigated in Kontakis and Ver-

schuur (2015). When applying an inversion-type deblending

process, one of the challenges is to handle the large-scale

inversion with vast amounts of data involved. To ease the

computational burden, the concept of ‘smart sub-sets’ was

introduced later, that is, specially chosen sub-sets of the

recorded data, in combination with a suitable definition of the

focal transform domain. The concept was first used to process

simple synthetic data mimicking a towed streamer acquisition

(Kontakis & Verschuur, 2016). In Kontakis et al. (2016), a

deblending comparison between the double focal transform

(using one-way propagation operators) and the single-sided

focal transform (using two-way propagation operators) can be

found. The single-sided focal transform was then used in the

smart sub-set implementation of focal deblending for ocean

bottom node (OBN) surveys (Kontakis & Verschuur, 2017a).

A focal-curvelet hybrid approach was investigated in Kontakis

and Verschuur (2017b) on synthetic data. In Cao et al. (2019),

a greedy matching pursuit solver is compared against spectral

projected gradients for the purpose of focal deblending.

In this work, all theory from previous publications, per-

taining to marine data processing with focal deblending, is

aggregated in one place. The OBN example found in Kontakis

and Verschuur (2017a) is revisited, this time using a blend-

ing code that leads to a more difficult deblending problem. In

addition, a new, challenging towed streamer example is pre-

sented. Unlike all previously processed datasets, this one was

blended in the field rather than numerically. The deblending

result is then compared with a result produced using sparse

curvelet deblending.

This paper is organized as follows. First, the two variants

of the focal transform are introduced, as well as the focal

deblending optimization problem. The smart sub-set strategy

is then described (the Method section). The method is then

applied on the two different datasets, each with a separate

sub-set configuration (the Examples section). Finally, certain

challenges of redatuming-like approaches for deblending are

discussed (the Discussion section).

METHOD

The blending equation

For the purposes of this paper, we adopt the convention of

representing recorded seismic data as a set of monochromatic

frequency slices, following closely the convention introduced

in Berkhout (1982). We first consider the case of a non-

blended survey. In particular, we assume that the survey is

defined by a set  of 𝑛s unique shot locations and a set  of

𝑛r unique receiver locations

 = {𝐱r1, 𝐱
r
2,… , 𝐱r

𝑛r
}, (1)

 = {𝐱s1, 𝐱
s
2,… , 𝐱s

𝑛s
}, (2)

where 𝐱s
𝑛
= (𝑥s

𝑛
, 𝑦s

𝑛
, 𝑧s

𝑛
) and 𝐱r

𝑚
= (𝑥r

𝑚
, 𝑦r

𝑚
, 𝑧r

𝑚
) are unique

source and receiver coordinates, respectively. In a practi-

cal acquisition, not all possible combinations of source and

receiver locations are realized but rather only a sub-set  ⊆

 ×  . In the temporal frequency domain, the pressure sam-

ples 𝑝(𝐱r
𝑚
, 𝐱s

𝑛
;𝜔) at angular frequency 𝜔 can be arranged into

a matrix 𝐏(𝜔) as follows:

[𝐏(𝜔)]𝑚,𝑛 =
{

𝑝(𝐱r
𝑚
, 𝐱s

𝑛
;𝜔) if (𝐱r

𝑚
, 𝐱s

𝑛
) ∈ ,

0 otherwise.
(3)

The notation [𝐏]𝑚,𝑛 is used for the (𝑚, 𝑛)-th element of matrix

𝐏. Under this arrangement, each column (row) of 𝐏 is a fre-

quency slice of a common shot (receiver) gather. Note that in

order to keep equations concise, the 𝜔-dependency for matri-

ces will not be marked explicitly, except in definitions and

when needed to avoid confusion.

In a blended acquisition, 𝐏 is not what is directly recorded

but is rather what is ideally recovered by the deblending pro-

cedure. Blended data 𝐏bl are recorded instead, the two being

related to each other via the blending equation

𝐏bl = 𝐏𝚪. (4)
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4 KONTAKIS AND VERSCHUUR

We assume here that 𝐏bl is not contaminated by noise gener-

ated by sources unrelated to the survey. The blending operator

𝚪 maps unblended to blended data, and for a blending code

based on time delays its elements are given by

[𝚪(𝜔)]𝑚,𝑛 =
⎧⎪⎨⎪⎩
exp(−𝑗𝜔𝜏𝑚,𝑛) if the 𝑚th shot participates in

the𝑛th blended shot gather,

0 otherwise.

(5)

The quantity 𝜏𝑚,𝑛 is the time delay of the source activated at

the 𝑚th shot location when recording the 𝑛th blended shot

gather. Unless shot repetition is used (Wu et al., 2015), 𝚪
will have a single nonzero element per row and a total of 𝑛bl
columns, usually with 𝑛bl < 𝑛s. Continuous shooting can be

thought of as an extreme case, where there is only one blended

gather, that is, 𝑛bl = 1 from which all deblended gathers must

be extracted.

The adjoint of the blending operator is given by 𝚪H, with H

denoting the complex conjugate transpose of a matrix. Apply-

ing it to the blended data produces the pseudo-deblended data

𝐏ps

𝐏ps = 𝐏bl𝚪H. (6)

Pseudo-deblending for time-delay codes, sometimes referred

to as combing (Abma et al., 2015), is the combined action

of two operations: (a) copying each blended gather as

many times as the number of shots participating in its

formation and (b) time shifting each copy in a way that

undoes the shift introduced by the time-delay code during

acquisition.

The difficulty in extracting 𝐏 from 𝐏bl or 𝐏ps stems from

the fact that more often than not 𝚪 has non-trivial nullspace.

Then, the blending equation (4) on its own does not con-

strain the problem enough to provide a unique solution for

𝐏. The approach followed here to deal with this problem is

to indirectly take advantage of the fact that 𝐏 is a wave-

field, a significant part of which is generated by scattering in

the sub-surface.

The double focal transform

The double focal transform was introduced by Berkhout and

Verschuur (2010) and used in Kutscha and Verschuur (2012)

for data interpolation. To define the transform, 𝐾 pairs of

depth levels 𝑧𝑘 and associated normal moveout (NMO) veloc-

ities 𝑐𝑘 are chosen. These are usually chosen based on the

depths of strong reflectors in the medium. If this informa-

tion is not available from previous surveys, it can be estimated

using semblance analysis on pseudo-deblended data, or pick-

ing 𝐾 strong reflection events and fitting hyperbolae of the

form

𝑡𝑘,𝑚,𝑛 =
√

(𝑡apex
𝑘

)2 + ||||𝐱r𝑚 − 𝐱s
𝑛
||||22∕𝑐2𝑘, (𝐱r

𝑚
, 𝐱s

𝑛
) ⊆ ,

𝑘 = 1, 2,… , 𝐾 (7)

to the picks. The hyperbolae are parameterized by 𝑡
apex
𝑘

, the

intercept with the time axis at zero offset and the NMO

velocity 𝑐𝑘. Each sample 𝑡𝑘,𝑚,𝑛 is a pick at a trace with

receiver coordinates 𝐱r
𝑚

, source coordinates 𝐱s
𝑛

and is asso-

ciated with the 𝑘th chosen event. The parameters (𝑡apex
𝑘

, 𝑐𝑘)
can be fitted using least-squares regression on the picks. If a

semblance plot is picked instead, the picks will provide the

pairs (𝑡apex
𝑘

, 𝑐𝑘) directly. Once these parameters are available,

the depth levels 𝑧𝑘 can be calculated from the pair, using the

relationship 𝑧𝑘 = 𝑐𝑘𝑡
apex
𝑘

∕2.

For each of these depth levels, a two-dimensional (2D) focal

grid of 𝑛q points,

[𝑘] = {𝐪[𝑘]1 ,𝐪[𝑘]2 ,… ,𝐪[𝑘]
𝑛q
} (8)

is defined, with 𝐪[𝑘]𝑚 = (𝑥q
[𝑘]
𝑚 , 𝑦

q[𝑘]
𝑚 , 𝑧𝑘). The [𝑘] exponent

marks the depth level associated with each grid. A strategy

for constructing the grid 𝑥- and 𝑦-coordinates is to define

a bounding box around the source–receiver mid-point coor-

dinates and place a rectangular grid over the bounding box.

The intersections of the grid lines then define the focal grid

points. The 𝑥- and 𝑦-coordinates can be different per grid, if

this is desired.

The purpose of the focal grids is to help represent the

dataset recorded at the surface as a superposition of fictitious

datasets originating from the 𝐾 focal grids and redatumed

to the surface. These fictitious datasets will be referred to as

focal sub-domains. Reconstructing the surface data from the

𝐾 focal sub-domains 𝐗D
𝑘

takes the form

𝐏 =
𝐾∑
𝑘=1

𝐖−
𝑘
𝐗D
𝑘
𝐖+

𝑘
. (9)

The redatuming procedure is carried out with the aid of

two one-way extrapolation operators, also referred to here as

focal operators. The focal operator 𝐖+
𝑘

handles downgoing

propagation. Its elements are given by

[
𝐖+

𝑘
(𝜔)

]
(𝑙,𝑛) =

𝑧𝑘

4𝜋

(
1
𝑑3qs

+ 𝑗𝜔

𝑐𝑘𝑑
2
qs

)
exp

(
−
𝑗𝜔𝑑qs

𝑐𝑘

)
, (10)

𝑑qs =
||||||𝐪[𝑘]𝑙

− 𝐱s
𝑛

||||||2. (11)

The elements of 𝐖+ can be recognized as samples of the ver-

tical derivative of a Green’s function from a fictitious source

at 𝐱s
𝑛

to focal grid point 𝐪[𝑘]
𝑙

in a homogeneous medium with
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FOCAL DEBLENDING 5

F I G U R E 1 Reconstructing a surface trace by redatuming the focal sub-domains at each depth level to the surface. For simplicity, only one

lateral dimension is shown.

velocity 𝑐𝑘. Upward propagation is handled by a similarly

defined operator

[
𝐖−

𝑘
(𝜔)

]
(𝑚,𝑙′) =

𝑧𝑘

4𝜋

(
1
𝑑3rq

+ 𝑗𝜔

𝑐𝑘𝑑
2
rq

)
exp

(
−
𝑗𝜔𝑑rq

𝑐𝑘

)
, (12)

𝑑rq =
||||||𝐱r𝑚 − 𝐪[𝑘]

𝑙′
||||||2. (13)

The difference is that now the focal grid points are linked to

the receiver locations. The focal sub-domain 𝐗D
𝑘

is defined as[
𝐗D
𝑘
(𝜔)

]
(𝑙′,𝑙) = 𝑋D

𝑘
(𝐪[𝑘]

𝑙′
,𝐪[𝑘]

𝑙
, 𝜔), (14)

𝑋D
𝑘
(𝐪[𝑘]

𝑙′
,𝐪[𝑘]

𝑙
, 𝜔) being a frequency sample of wavefield gen-

erated by a fictitious source at 𝐪[𝑘]
𝑙

and recorded by a fictitious

receiver placed at 𝐪[𝑘]
𝑙′

. The distance between them is the sub-

surface offset. The key property of 𝐗D
𝑘

that will be exploited

for deblending is the following. Primary reflections present

in 𝐏 that are caused by reflectors in the plane 𝑧 = 𝑧𝑘 will

be mapped close to the diagonal of 𝐗D, provided that (a) 𝑐𝑘
approximates the true velocity model sufficiently and (b) the

focal grid covers the locations where the reflectors are present.

This enables some amount of compression, as primary reflec-

tions that appear as hyperbolic surfaces in three-dimensional

time-domain data can be represented by relatively few ele-

ments in 𝐗D. Yet more informative are time-domain slices

𝐗̂D
𝑘
(𝑡) that can be extracted via the inverse Fourier transform

𝐗̂D
𝑘
(𝑡) = ∫

+∞

−∞
𝐗D
𝑘
(𝜔)e𝑗𝜔𝑡d𝜔. (15)

In the time domain, primary reflections from the 𝑧 = 𝑧𝑘 plane

will map to a band-limited spike centred (time-wise) at the

𝑡 = 0 slice 𝐗̂D
𝑘
(0), if the velocity model is exactly correct and

the wavelet was zero-phased. In that case, 𝐗̂D
𝑘
(0) becomes an

angle-dependent reflectivity image at depth 𝑧𝑘, which is the

link of the focal transform concept with seismic migration

(Berkhout and Verschuur, 2010).

In Equation (9), surface data are reconstructed from sub-

surface data and can be thought of as a process of defocusing

(see Figure 1). Focusing data into the sub-surface is then the

adjoint operation,

𝐗D
𝑘
≈ 𝐖−

𝑘
H𝐏𝐖+

𝑘

H
, 𝑘 = 1, 2,… , 𝐾. (16)

When applied to 𝐏, the complex-conjugate transpose of the

focal operators removes traveltime from events and focuses

reflections originating from 𝑧 = 𝑧𝑘. An example of the

focusing effect can be seen in Figure 2.

The single-sided focal transform

The double focal transform, as presented earlier, uses two

one-way operators to handle upgoing and downgoing wave-

field extrapolation, from the surface to each chosen depth

level. Thus, it requires pre-stack data with proper source

and receiver sampling. Another possibility, which we explore

here, is to use one two-way operator that extrapolates from the

surface to some depth level 𝑧𝑘 and back to the surface. This

implies that this new extrapolation operator must include scat-

tering in some form, unlike the case of the one-way operators.

The concept of using two-way operators is along the thinking

found in Berkhout and Verschuur (2006) and can be written

as

𝐏 =
𝐾∑
𝑘=1

𝐖−
𝑘
𝐈𝐖+

𝑘
𝐗S
𝑘
=

𝐾∑
𝑘=1

𝐖±
𝑘
𝐗S
𝑘
, (17)

where 𝐈 is the identity matrix, representing here a locally

reacting flat plane reflector at 𝑧 = 𝑧𝑘 with unit reflectivity

everywhere. The two-way operator 𝐖±
𝑘
= 𝐖−

𝑘
𝐈𝐖+

𝑘
mod-

els downward propagation through a homogeneous medium,

reflection by a fictitious reflector at the plane 𝑧𝑘 and upward

propagation towards the surface. Each column of the focal

sub-domain 𝐗S
𝑘

can be understood as a virtual source array

that generates a signal that propagates in the homogeneous

medium and generates a component of the corresponding col-

umn of 𝐏. Apart from having a separate two-way operator,
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6 KONTAKIS AND VERSCHUUR

(a) (b)

F I G U R E 2 (a) One shot gather of an artificial surface dataset with five primary reflection events, in the time domain. (b) The same shot record

was extracted from the redatumed dataset and focused at the depth level of the third reflector. The numbers match corresponding events. The third

event has been compressed, with most energy concentrated at zero time/sub-surface offset.

each depth level is associated with a different virtual source

array. The total 𝐏 is given by summing all 𝐾 components.

One of the main advantages of the single-sided formu-

lation is that this can be applied on a single shot record

or common receiver gather, as the focusing happens only

on one side of the acquisition grid. However, the focusing

properties will depend both on the reflector geometry as well

as the velocity accuracy, as in the formulation the reflector

geometry is assumed to be flat, represented by the identity

matrix. The double-sided focal transform is more versatile,

but – as stated earlier – requires good sampling in sources and

receivers. Depending on the data acquisition and the chosen

sub-set, an optimum choice of focal transform strategy can

be made.

Focal deblending

Combining the blending equation (4) with the inverse focal

transform (9) yields

𝐏bl =
𝐾∑
𝑘=1

𝐖−
𝑘
𝐗D
𝑘
𝐖+

𝑘
𝚪. (18)

Deblending then becomes a problem of solving for the focal

sub-domains 𝐗D
𝑘

, rather than for 𝐏 directly. The purpose of

this detour is to leverage focusing and the sparse represen-

tation of seismic events in the focal domain to discriminate

against solutions that contain blending noise. The assumption

being made here is that solutions 𝐗̂D
debl,𝑘 that are free of blend-

ing noise are sparser in the space-time domain than those that

include it. We promote such sparse solutions by solving the

basis pursuit denoising problem (van den Berg & Friedlander,

2008)

{
𝐗D

debl,𝑘(𝜔𝑙)
||| 𝑙=1,2,…,𝑛f ,
𝑘=1,2,…,𝐾

}
= argmin 𝐗D

𝑘
(𝜔𝑙),

𝑙=1,2,…,𝑛f ,
𝑘=1,2,…,𝐾

{
𝐾∑
𝑘=1

𝑛t∑
𝑖=1

||||||𝐗̂D
𝑘
(𝑡𝑖)

||||||S
}

subject to

𝑛f∑
𝑙=1

|||||
|||||𝐏bl(𝜔𝑙) −

(
𝐾∑
𝑘=1

𝐖−
𝑘
(𝜔𝑙)𝐗D

𝑘
(𝜔𝑙)𝐖+

𝑘
(𝜔𝑙)

)
𝚪(𝜔𝑙)

|||||
|||||F ≤ 𝜎. (19)

Here 𝜎 is a parameter that controls the maximum allowed mis-

fit between estimated and observed blended data, 𝑛f is the

number of frequency slices and 𝑛t is the number of time slices.

The notation

||𝐀||S ∶=
∑
𝑚,𝑛

|[𝐀](𝑚,𝑛)|, ||𝐀||F ∶=

(∑
𝑚,𝑛

|[𝐀](𝑚,𝑛)|2)1∕2

(20)

is used for the sum norm and Frobenius norm of a matrix 𝐀,

respectively. The sum norm promotes sparse solutions, which

favours preserving the strong components of the focal sub-

domains in the deblended result. Ideally, blending noise will

not focus equally well due to its incoherent nature and will

end up getting suppressed. The optimization takes place over

all frequencies and focal sub-domains simultaneously, as one

single inversion. The inversion can be handled by iterative

solvers, such as SPGL1 (van den Berg & Friedlander, 2008).

The deblended data are then given by applying the inverse

focal transform to the deblended focal sub-domains

𝐏debl =
𝐾∑
𝑘=1

𝐖−
𝑘
𝐗D
debl,𝑘𝐖

+
𝑘
. (21)
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FOCAL DEBLENDING 7

Similar expressions can be derived for the single-sided focal

transform by replacing 𝐖−
𝑘
𝐗D
𝑘
𝐖+

𝑘
with 𝐖±

𝑘
𝐗S
𝑘

in (19) and

(21).

Choosing suitable sub-sets

As is most often the case in seismic processing, focusing

benefits from having dense source and receiver sampling

in all every dimension. In such an ideal scenario, using

the entire dataset in the deblending inversion, as is implied

in (19), is desirable. It is very rare, however, that each

dimension is equally well-sampled in a realistic acquisition.

Instead, some dimensions will be coarsely sampled, possi-

bly with very irregular spacing too. As sparsely sampled

dimensions will not contribute significantly when focusing,

there is motivation to work with well-sampled acquisition

sub-sets instead. If the deblending problem could be reduced

to a series of smaller, independent, blending problems,

this is also beneficial in terms of computational resources

needed.

Fortunately, a well-known property of the blending opera-

tion can be used to form independent sub-sets of the original

data. The property to take advantage of is that each common

receiver gather is blended independently. This becomes evi-

dent from the blending equation (4). Because of the way the

data are organized in 𝐏, each of its rows represents a common

receiver gather. The blending operator 𝚪 acts independently

per row, deblending each row of 𝐏bl could be treated as a

separate deblending problem.

Defining suitable sub-sets will depend on the type of acqui-

sition. For an OBN-type acquisition, receiver sampling is

usually sparse and irregular, with source sampling usually

much denser. A convenient sub-set then can be formed by

considering each node station together with all shots fired

while it is recording. For streamer acquisitions, we can make

use of the good inline sampling and consider pseudo-2D

sub-sets. These are formed by each streamer and the related

shots.

Apart from the input data, it is also possible to use the

sub-set concept when designing a focal grid. The ideal grid

would have dense grid point coverage over the survey area

and possibly extend away from it. This however can be rather

costly, especially when extensive sub-surface offsets are used.

To combat this, the grid can be also chosen based on the data

sub-set, by taking advantage of the fact that the most signif-

icant amount of scattering recorded by the receivers in the

data sub-set will be a localized part of the sub-surface. The

optimal choice will depend on the sub-surface structure, but

using the mid-point coordinates formed by the sources and

the receivers participating in the sub-set is a good starting

point. For the OBN and streamer cases examined in this paper,

a line was fitted through the mid-points pertaining to a sub-

F I G U R E 3 Acquisition layout for the OBN example. The black

triangles and black lines indicate the nodes and source trajectories,

respectively. The extracted shot locations appear in red and the

associated receiver node in green. The used focal grid is shown in

magenta.

set by linear regression. The focal grid was then constructed

either on the line itself or on a narrow strip parallel to the

line.

EXAMPLES

Numerically blended ocean bottom node data

The first example also explores focal deblending for ocean

bottom node (OBN) data. The data used in the example were

acquired by GEOMAR and provided by TEEC. The so-called

race-track shooting acquisition layout can be seen in Figure 3.

From the total acquisition two shot lines of 700 locations were

extracted, the corresponding traces all associated with a par-

ticular receiver node. The selected receiver node and shot

lines are marked with green and red colour, respectively, in

Figure 3. For the OBN case, each common receiver gather

naturally forms an independent sub-set. The survey was shot

using a dense shot sampling of 6.25 m, on average. Note that

in the figures mentioned below, traces have been sub-sampled

by a factor of 3 for plotting purposes.

The acquisition was done conventionally, without blend-

ing. To create a blended dataset, we assume that there are two
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8 KONTAKIS AND VERSCHUUR

F I G U R E 4 The blending code for the OBN example. Each column contains the delay times for a particular blended shot record. Red and black

dots represent the first and second shots, respectively.

(a)

(b)

F I G U R E 5 OBN example: (a) unblended data and (b)

pseudo-deblended data. The visible spatial aliasing effect is only a

visual effect as only one out of three traces is plotted.

source vessels, each of which takes care of its own part of

the source locations. Each shot was assigned a random time

delay code with delays ranging from 0.1 to 0.4 s, with the

second sub-set of shots occurring roughly 2.5 s after the

first. The delays for each blended shot gather can be seen in

Figure 4.

The original, unblended data as well as the data after

pseudo-deblending are shown in Figure 5a,b. The time

sampling interval was 4 ms, and 3 s of data are kept.

A line along the mid-points defined by the extracted part

of the survey acts as a focal grid. In total 735 grid points

with a spacing of 7 m are used, for a total of 5138 m. The

points are highlighted with a magenta colour in Figure 3.

T A B L E 1 Velocities and corresponding zero-offset

traveltimes/depths for the focal operators used in the ocean bottom node

example.

Operator # Velocity (m/s) Traveltime (s) Depth (m)

1 1482 0.700 519

2 1449 0.740 536

3 1426 0.770 549

4 1593 1.000 797

5 1800 1.540 1386

The grid points in this line define also the sub-surface off-

set sampling. Since this dataset involves only one receiver, the

single-sided focal transform is used for deblending. Five focal

sub-domains, defined by the velocities listed in Table 1, were

used for focusing/defocusing. Note that the given depth val-

ues in Table 1 are only approximations based on the normal

moveout (NMO) velocities.

After 600 SPGL1 iterations, the deblended result seen in

Figure 6a is obtained. Traces from three out of five focal sub-

domains are plotted in Figure 7a–c. The difference from the

unblended data in Figure 6b shows some leakage around the

sea bottom reflection event; however, most of the blending

noise has been effectively suppressed. The remaining blend-

ing noise has a laterally inconsistent character, which makes it

unlikely to significantly affect migration. As the ground truth,

𝐏true is available for this example; it is possible to assess the

deblending quality via the signal-to-blending noise ratio

SNRdB = 10 log10

( ∑
𝜔
||||𝐏true||||2F∑

𝜔
||||𝐏debl − 𝐏true||||2F

)
. (22)

Here, the achieved SNRdB was 26.3 dB.
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FOCAL DEBLENDING 9

(a)

(b)

F I G U R E 6 OBN example: (a) deblended data and (b) difference

between unblended and deblended data, amplified by a factor of 5.

(a)

(b)

(c)

F I G U R E 7 OBN example: part of the (a) first, (b) second and (c)

fifth focal sub-domain. Similar to the double focal transform, when

focusing is achieved most high-amplitude coefficients are concentrated

in a small zero time-centred area.

F I G U R E 8 Streamer example, selected part of the field-blended

acquisition. Red crosses: shot locations; black triangles: receivers on

extracted streamer; magenta dots: focal grid points for each airgun

sub-set. The numbers indicate the activation pattern used by the three

airguns. Note that the 𝑥-axis is exaggerated here for plotting purposes.

Field-blended streamer data

The next deblending example is conducted on a sub-set of

the Carlsen 3D dataset, provided by TGS. Unlike the pre-

vious example, in which numerical blending was used, here

the data were blended in the field, as a result of the time

interval between subsequent shots. The marine streamer

geometry used in the acquisition is depicted in Figure 8. Three

airguns were fired sequentially, the first and second activated

33 times and the third 32 times, yielding a total of 98 com-

mon shot gathers in the sub-set. The average inline spacing

between shots was 37.5 m. The streamer inline spacing for

the hydrophones was 12.5 m. Focal deblending was used to

deblend up to an offset of 2 km (145 traces per shot), where

events exhibit the most curvature and the focal transform is

most effective at deblending.

Each shot was fired on average every 5.5 s, with random

time dithering in the range of approximately −0.7 to +0.7

s. Shot records with a length of 11 s were extracted from

the continuous recording. The extraction took place start-

ing from the time instant each source was activated, which

then became time zero for the extracted record. This proce-

dure is equivalent to pseudo-deblending as defined in (6),

followed by truncation of the pseudo-deblended records at the

desired length. The firing times of each shot participating in a
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10 KONTAKIS AND VERSCHUUR

F I G U R E 9 The blending code for the field-blended streamer data

example. Each column contains the delay times of each shot present in

the time window of a particular pseudo-deblended gather. The red,

black and green dots correspond to shots by airguns 1, 2 and 3,

respectively.

pseudo-deblended shot record can be seen in Figure 9. As the

firing times shown are relative, the shot record considered as

signal always has a relative time delay of 0 s. The shot records

appearing as blending noise have positive delays. In principle,

there is also blending noise from previous shots. The assump-

tion made here is that blending noise from previous shots

is negligible.

Three different shot gathers before preprocessing are shown

in Figure 10, each from a different airgun. The deblending

problem is challenging as strong events overlap with weak

events of the previous shot. In the first half second, the direct

wave and a strong, low-frequency event dominate in ampli-

tude. The latter is probably related to the airgun bubble effect.

Such events will not be effectively focused by the focal trans-

form and will tend to dominate the inversion due to their high

amplitude. As such, it is better to remove them beforehand to

prevent additional blending-noise leakage.

To remove the direct wave and the low-frequency event

seen in the near offset, a combination of time windowing and

Gabor filtering was used. A time window was constructed

based on the time break of the direct wave and the sea-bottom

reflection. The common shot gathers pertaining to each air-

gun were summed, and the result was divided by the number

of shot gathers. This stacking process produced an estimate of

the direct wave, which mostly stacked constructively within

the window. The direct wave estimate was extracted using

the previously mentioned time window and was subsequently

subtracted from each gather. This action removed most of the

direct wave arrival from the shot gathers. The low-frequency

event as well as parts of the direct wave still remaining

were removed by thresholding in the Gabor time-frequency

domain (Spratt, 1988). The data within the time window were

transformed to the Gabor domain, where 21% of the highest

magnitude components were set to zero. An inverse Gabor

transform of the thresholded time-frequency spectrum, fol-

lowed by time windowing, produced an estimate of the data

with the unwanted events removed. This estimate, in com-

bination with the blending code, made it possible to also

subtract these events consistently from all other copies of each

common shot gather appearing in the pseudo-deblended data.

To keep the numerical effort and amount of memory

required at an affordable level, low-pass filtering up to 45

Hz was performed, followed by subsampling of the dataset

from 4 to a 12-ms time sampling interval. The result of this

preprocessing can be seen in Figure 11. Comparing with

Figure 10, the presence of the direct wave and low-frequency

noise is greatly reduced within the first half second. Since

this processing was performed per common shot gather with

a known blending code, the events removed by process-

ing could also be removed from the blended gather copies

such that the processed result was still consistent with the

blending equation.

The preprocessed data were given as input for focal

deblending. The dataset was divided into three sub-sets, each

sub-set containing all shot gathers associated with the same

airgun. A focal grid was constructed for each sub-set by sam-

pling a linear segment fitted using the common mid-point

coordinates pertaining to each sub-set. The focal grid points

were spaced 5 m apart along the linear segment, the total

length of which was approximately 5 km. At each grid point,

the locations of all other points on the same line within a

500 m radius were used to define local sub-surface offsets.

The focal grids used are depicted in Figure 8 as magenta

points. The sub-set arrangement used here is ‘pseudo-2D’, in

the sense that it consists of a line of shots, a line of receivers

and a line grid for the focal, similar to what would happen for a

2D line survey. In reality, the sub-set deviates from being truly

2D due to the presence of some feathering and the fact that the

shot and the receiver lines have some distance between them.

Placing focal points on a line rather than a grid reduces com-

putational cost but can come at the expense of less focusing

for events that originate from the same depth plane but away

from the focal grid line.

An independent set of focal sub-domains was used for each

sub-set. The associated focal operators used the same veloc-

ities/depths for all three sub-sets, but different focal grids for

each sub-set. The list of velocities and depths for the eight

focal operators is given in Table 2. The moveout for a focal

operator may approximately match that of a multiple rather

than a primary event. This is in principle not an issue, as long

as the focal operator helps reconstruct all events to be part of

the deblended data. The double focal transform was used in

the inversion problem, and a total of 2000 SPGL1 iterations,

taking 16 days for 15 thousand data traces and 4.5 million

focal traces on a single 24-core workstation.

The fact that the majority of the events that are responsible

for most of the blending noise are in the window from 0 to

5 s is information that can be used to help minimize blend-

ing noise leakage in two ways. The first is to use data-domain

weighting and give higher weight to residuals of events occur-

ring before 5 s. In this way, they contribute more to the
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FOCAL DEBLENDING 11

F I G U R E 1 0 Streamer example, pseudo-deblended common shot gathers from the Carlsen 3D dataset, before preprocessing. The number

below each gather indicates the airgun number it is associated with. The direct wave and a low-frequency event, likely related to the airgun bubble,

are indicated with a blue and red arrow, respectively.

T A B L E 2 Velocities and corresponding zero-offset

traveltimes/depths for the focal operators used in the streamer example.

Operator # Velocity (m/s) Traveltime (s) Depth (m)

1 1480 0.46 339

2 1572 0.61 483

3 1677 0.76 634

4 1515 1.03 781

5 1499 1.49 1114

6 1589 1.75 1393

7 1577 6.00 4731

8 1670 8.00 6680

𝓁2-norm of the residual, making it more likely that they will be

explained before the penalized blending noise copies appear-

ing after 5 s. The data-domain weights used here take the

form of a sigmoid function having the value 1 before 5 s,

transitioning to the value 0.1 after 5 s.

The second possibility, used here in conjunction with the

first, is to use focal-domain penalty weights to discourage

inclusion of events occurring away from 𝑡 = 0 s in the focal

domain, as most signal is expected around the origin while

blending noise maps elsewhere. For this particular example,

the weight increased linearly in the positive and negative time

direction, starting from 1 at 0 s and ending at 10 at ±5 s.

Note that the focal-domain weights are used to implement a
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12 KONTAKIS AND VERSCHUUR

F I G U R E 1 1 Streamer example, pseudo-deblended common shot gathers from the Carlsen 3D dataset, after preprocessing. The number below

each gather indicates the airgun number it is associated with. The blue and red arrows indicate the locations of the removed events for the first gather.

weighted 𝓁1-norm; therefore, unlike in the data-domain case,

a higher weight should be interpreted as higher penalty.

As a comparison, the same deblending experiment was

repeated using sparse curvelet deblending (Wason et al., 2011;

Zu et al., 2018). The streamer receivers were binned according

to their 𝑥-coordinate, forming bin gathers in which the blend-

ing noise was incoherent. The 2D curvelet transform was set

up to use four scales and up to 16 wedge angles. Data-domain

weights of the same form as the ones used in focal deblend-

ing were also applied in the curvelet deblending, except that

they transitioned from the value 1 to the value 0.8 after the 5 s

mark. A total of 600 SPGL1 iterations were used for curvelet

deblending, with a runtime of approximately 3 h.

Three deblended gathers can be seen in Figure 12 for

focal deblending and Figure 13 for curvelet deblending. These

correspond to the gathers shown in Figure 11. Despite the

challenging blending problem, a lot of the blending noise has

been removed by focal deblending, although there is some

noticeable blending noise leakage. This is especially evident

in the near offset traces. The linear moveout events featured

prominently from 5 to 11 s in the deblended result are likely

to be a combination of blending noise and transform-related

artefacts. Still, a major reduction in blending noise is achieved

and original reflection information is recovered that was not

visible before. Comparing the deblended gathers from the two

methods, it appears that the character of the leaked blending

noise is different, with that from focal deblending being lower

frequency than that from curvelet deblending.

Because focal sub-domains are not straightforward to inter-

pret, we extract the zero-offset trace for each grid point,
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FOCAL DEBLENDING 13

F I G U R E 1 2 Streamer example, deblended common shot gathers using focal deblending. The number below each gather indicates the airgun

number it is associated with.

which makes it possible to form image-like gathers, as seen in

Figure 14 for four focal sub-domains. These can reveal sub-

surface structure and help redesign the focal grid, if needed.

The last traces correspond to the grid points furthest from the

shot locations. The lower amplitudes seen in this part of the

figure hint at lower sub-surface illumination. This is expected,

as grid points get further away from source–receiver mid-

points. For this particular example, these extra grid points

were included to be able to reconstruct weak back-scattered

events with opposite dips, present in the large offsets of the

input data. From both figures, it can be seen that the focal

sub-domains contribute to some extent to events happening

away from their target depth.

Events associated with deep reflectors can be very weak to

distinguish in pre-stack gathers. In order to assess the recovery

of reflector-related information after deblending in the 5 to 11

s time window, stacking was performed after NMO correction

was performed to the data, for both deblending methods. After

rotating coordinates such that they are aligned with the 𝑦-axis,

the dataset was split into common mid-point bins with dimen-

sions 100 m × 12.5 m. The NMO-corrected traces within each

bin were then to produce a stack gather.

For comparison purposes, the same stacking procedure

was repeated with the pseudo-deblended input data. The

stacked input and stacked deblended output for focal and

curvelet deblending are shown in Figure 15a–c, respectively.

A linear time gain was applied to amplify the deeper events.

In both cases, some blending noise leakage is clearly visible

even after deblending and is associated with the near-offset

blending noise seen relatively consistently in most deblended

gathers. Due to the low number of shots, the stacking power

is not enough to reveal weak events in the areas marked by

red arrows. In the mid-offsets, however, certain reflectors

that were completely masked by blending noise input become
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14 KONTAKIS AND VERSCHUUR

F I G U R E 1 3 Streamer example, deblended common shot gathers using curvelet deblending. The number below each gather indicates the

airgun number it is associated with.

discernible. These are indicated with green arrows in Figure,

15b,d, showing the possibility to recover some sub-surface

information generating weak events even after the 5-s mark.

This can be seen more clearly in Figure 15c,e, where linear

Radon and curvelet filtering has been applied to attenuate

blending noise leakage and transform artefacts. Note that the

better separation achieved by focal deblending has produced

reflectors that are more clearly visible in the middle part of

the stack sections.

DISCUSSION

Accuracy of the velocity model

The choice to use picked normal moveout (NMO) velocities

for defining the focal operators makes their implementation

relatively simple and straightforward. It also makes the

method more suitable for application on data acquired in

new areas, for which pre-existing sub-surface models do

not yet exist. Assuming a moderate amount of blending

noise, the NMO velocities can be picked directly from

pseudo-deblended data. Relying on a simple velocity model,

however, comes at a cost. An obvious one is imperfect

focusing, as errors in the velocity model translate to errors in

calculated traveltimes from the sub-surface focal grid points

to the sources and receivers at the surface level. Erroneous

traveltimes will compromise focusing power to some extent,

due to sub-optimal trace stacking. This, in turn, may make

sparsity promotion less effective as a strategy for suppressing

blending noise leakage.

A possible remedy would be to move towards a more accu-

rate velocity model and use more finely spaced depth levels,
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FOCAL DEBLENDING 15

(a) (b)

(c) (d)

F I G U R E 1 4 Streamer example, focal sub-domain zero local offset gather for the first airgun sub-set: (a) first sub-domain, (b) third

sub-domain, (c) fifth sub-domain and (d) seventh sub-domain. Note the different time axes for each plot.

that is, move closer to migration. The focal sub-domains then

could be made to have a shorter time extent and their content

would approximate more closely interface reflectivity at par-

ticular depth levels. A more sophisticated modelling engine,

such as joint migration inversion could be then used to not

only produce primary events from the focal sub-domains but

also the associated multiples as well as a suitable velocity

model (Berkhout, 2014). This leads to a more compressed rep-

resentation of the surface data, as multiples would not need to

be represented as fictitious primary events, as is currently the

case. Accurate velocities would be important for this, as inac-

curacies would produce multiples that do not match in time

those present in the recorded data, especially when modelling

higher orders of multiples.

Range of the focal operators

As currently implemented, the focal transform is based on

constant-velocity wavefield propagators. In the frequency–

wavenumber (FK) domain they take the form exp(𝑗(𝜔2∕𝑐2 −
𝑘2
𝑥
− 𝑘2

𝑦
)1∕2𝑧). For (𝑘2

𝑥
+ 𝑘2

𝑦
)1∕2 > |𝜔∕𝑐|, the propagator is

in the evanescent region, exponentially decaying in ampli-

tude. Due to limited floating point precision, the oper-

ator essentially takes the value zero for high wavenum-

bers, which creates an effective nullspace. In other words,

the operator functions as an FK filter, and the associ-

ated focal sub-domain cannot fully represent events which

have a spectral content that exceeds 𝜔∕𝑐 in the FK

domain.
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16 KONTAKIS AND VERSCHUUR

(a) (b) (c)

(d) (e)

F I G U R E 1 5 Streamer example, stacked data: (a) before deblending, (b) after focal deblending, (c) after filtering the focal deblending stack,

(d) after curvelet deblending and (e) after filtering the curvelet deblending stack. A combination of linear Radon and curvelet filtering was used in

both cases to remove noise leakage at the edges and transform artefacts. Red arrows indicate areas of excessive blending noise leakage. Green arrows

indicate recovered reflectors. Orange arrows point at what are likely transform artefacts.
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FOCAL DEBLENDING 17

This is a double-edged sword when it comes to deblend-

ing. The positive aspect is that part of the blending noise will

be filtered out too. This is a consequence of the random time

delay code, which makes blending noise in common receiver

gathers incoherent and broad-spectrum. The negative aspect

is that part of the signal may not be recoverable. Worse, if

the blending noise associated with that part of the signal is

mapped to wavenumbers below |𝜔∕𝑐|, then it may enter the

solution as (and only as) blending noise.

This issue is not limited to the focal transform but may

occur whenever the ground-truth deblended data cannot be

represented as a linear combination of the atoms of the cho-

sen dictionary, for example, when a linear Radon transform

with insufficient coverage of ray parameters is used. For the

case of the focal transform, the problem can be partially reme-

died by making sure that one of the focal operators is chosen

with a velocity 𝑐 that accommodates for the events in the data

with the slowest moveout.

Shape of the focal transform atoms

In the time-space domain, each atom of the dictionary defined

by the focal transform has a hyperbolic moveout. This makes

the focal transform good at capturing the curved near-offset

part of events as well as diffractions. It struggles, however, to

explain very local features, such as sudden changes in ampli-

tude. These can be caused by anomalies in the gain settings of

hydrophones or differences in airgun strength between shots.

These issues would need to be resolved before deblending, as

a separate step. This is probably true for most transform-based

deblending algorithms. The atoms themselves in principle

extend spatially to infinity, but geometric spreading somewhat

limits in practice this extent, making the atom more localized.

Still, very local features can be difficult to explain as the com-

position of few atoms. This is an area where having a concept

of scale, such as that shared by the wavelet and curvelet fam-

ily of transforms, can be beneficial (Kontakis & Verschuur,

2017b).

It should be noted, however, that the capability of explain-

ing very local features also has a disadvantage when time

delay codes are used for blending. The problem is that occa-

sionally blending noise will itself manifest as local feature, for

example, as an amplitude spike surrounded by lower ampli-

tude events. If such a feature can be sparsely explained by

a few atoms in the dictionary then that makes it more likely

that noise will find its way into the solution when sparsity

constraints are used.

Computational cost

Another important criterion for assessing seismic processing

tools is their computational cost. We assume for simplic-

ity that the survey has an approximately equal 𝑛r = 𝑛s = 𝑛

unique source/receiver coordinate and that the focal grid is

also defined by 𝑛 points. Then, each focusing/defocusing

step requires approximately 2𝐾𝑛f𝑛
3 complex multiplications,

needed to carry out the two matrix–matrix multiplications in

(9), 𝑛f being the number of frequency slices and𝐾 the number

of focal sub-domains. The focusing and defocusing opera-

tions may need to be performed multiple times per each of the

several hundreds of iterations. The number of arithmetic oper-

ations roughly scales with the third power in terms of survey

size. This estimate is rather pessimistic, as usually the source

and receiver dimensions are rarely equally well-sampled in

practice. The computational cost is still rather steep.

A way to remedy this is to work with sub-sets of the data, as

was done for the examples discussed in this paper. This does

not change the scaling properties of the problem but reduces

𝑛, which can have a significant impact on execution time.

A way to improve the scaling with respect to survey size is

to use fast multipole methods (FMM) (Cheng et al., 2006)

to carry out matrix multiplications involving 𝐖−
𝑘

and 𝐖+
𝑘

.

The FMM reduces the numerical effort required for matrix–

vector multiplications by exploiting the low-rank properties of

matrices constructed as in (10) and (12). The main challenge

with the FMM is the rather sophisticated implementation

that is required, compared to the straightforward approach of

implementing (9) as described in the Method section.

CONCLUSIONS

A deblending method based on seismic data focusing was pre-

sented. By using a focal operator based on a velocity model,

prior knowledge can be included to enhance focusing, while

a sparse inversion engine ensures that the unblended data can

be effectively described. Instead of solving one large inverse

problem, a proposal for using smart sub-sets of the seismic

data and of the focal domain was made, depending on the

acquisition layout. The field data examples on ocean bot-

tom node and streamer acquisitions indicate that the focal

transform can help remove a significant amount of blend-

ing noise. Due to the need for sub-surface offsets and full

redatuming-like steps, however, the computational cost can

be considerable. Using the focusing properties of the seismic

wavefields is an interesting alternative approach to wavefield

separation, which is especially beneficial for the curved parts

of the wavefields.
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