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A B S T R A C T   

ChatGPT is a highly advanced AI language model that has gained widespread popularity. It is trained to un
derstand and generate human language and is used in various applications, including automated customer 
service, chatbots, and content generation. While it has the potential to offer many benefits, there are also con
cerns about its potential for misuse, particularly in relation to providing inappropriate or harmful safety-related 
information. To explore ChatGPT’s (specifically version 3.5) capabilities in providing safety-related advice, a 
multidisciplinary consortium of experts was formed to analyse nine cases across different safety domains: using 
mobile phones while driving, supervising children around water, crowd management guidelines, precautions to 
prevent falls in older people, air pollution when exercising, intervening when a colleague is distressed, managing 
job demands to prevent burnout, protecting personal data in fitness apps, and fatigue when operating heavy 
machinery. The experts concluded that there is potential for significant risks when using ChatGPT as a source of 
information and advice for safety-related issues. ChatGPT provided incorrect or potentially harmful statements 
and emphasised individual responsibility, potentially leading to ecological fallacy. The study highlights the need 
for caution when using ChatGPT for safety-related information and expert verification, as well as the need for 
ethical considerations and safeguards to ensure users understand the limitations and receive appropriate advice, 
especially in low- and middle-income countries. The results of this investigation serve as a reminder that while AI 
technology continues to advance, caution must be exercised to ensure that its applications do not pose a threat to 
public safety.   
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1. Introduction 

Artificial Intelligence (AI) applications are transforming our way of 
living. A notable example is OpenAI’s widely popular large language 
model based on Generative Pre-Trained Transformer 3.5 (GPT-3.5), 
known simply as ChatGPT, which has been in the media spotlight in 
early 2023 (e.g., Heikkilä, 2023, January 17; Sundar, 2023, January 14). 
ChatGPT is a fine-tuned version of OpenAI’s GPT-3.5 for chatbot ap
plications. Therefore, it can follow a conversation and create a natural 
interactive flow, unlike previous models. When queried, ChatGPT de
scribes itself as “a type of artificial intelligence trained to understand 
and generate human language”. In simpler terms, ChatGPT is designed 
to generate human-like and open-ended conversations. It can be used in 
various applications, such as automated customer service, chatbots, and 
content generation. The model behind ChatGPT had most likely about 
175 billion parameters and was trained on large datasets with more than 
570 GB of text (499 billion tokens), based on the released information 
about the earlier versions of the model (Brown et al., 2020). ChatGPT 
utilizes this model to capture the context of a given input and generate a 
response that is coherent and relevant to the query (Haluza & Jungwirth, 
2023). 

ChatGPT is not the first conversational agent (e.g., chatbot). Large 
technology companies have generated their own language models, such 
as Meta’s Blenderbot, DeepMind’s Sparrow, and Google’s LaMDA. 
ChatGPT is considered one of the most advanced AI language models to 
date. It can generate coherent and contextually relevant text, answer 
questions, create summaries, and even engage in a conversation with a 
human. Importantly, despite its sophistication, ChatGPT is still classified 
as a narrow AI, otherwise known as weak AI. Hypothetically, general AI 
could achieve any task that a human can, whilst ChatGPT is limited to 
the datasets it was trained on and therefore lacks awareness about other 
topics (Kelly et al., 2022b). Indeed, in the words of OpenAI CEO: 
“ChatGPT is incredibly limited, but good enough at some things to create 
a misleading impression of greatness. It’s a mistake to be relying on it for 
anything important right now. It’s a preview of progress; we have lots of 
work to do on robustness and truthfulness” (Altman, 2022). 

Despite these acknowledged limitations, ChatGPT has become a 
media phenomenon with millions of articles and a growing user base 
(even in its current beta version). This can be seen in Fig. 1, which shows 
the relative search interest to the highest point on the chart worldwide of 
ChatGPT compared to the terms AI and chatbot. Its popularity is such 
that at times the authors of this paper were unable to engage with 
ChatGPT, with the site stating, “Currently we are receiving more re
quests than we are comfortable with! To try your request again, come 
back in a short while and reload this page”. Recent media coverage 
highlights that access to ChatGPT is becoming increasingly easier, with 
many internet browsers, such as Bing, continuously developing ways to 
integrate ChatGPT (Dayaram, 2023). Multiple Google Chrome exten
sions for ChatGPT have also been released in January 2023. Emerging 
technologies such as ChatGPT can empower humans but can also 
introduce potential risks. As such, there is a need to understand this 
technology’s role in the future and identify potential risks. 

As ChatGPT is still relatively new, few investigations have examined 
how, and in what circumstances, people use this technology. When 
asked, ChatGPT responds that it is commonly used for text generation, 
language translation, and content summarisation. For instance, in 
December 2022, a viral tweet described how ChatGPT was linked to a 
Gmail account that assisted Ben Whittle, a pool installer with dyslexia, in 
sending professional and polite emails (Harwell et al., 2022). Whittle 
now uses ChatGPT daily to send messages to his clients and credits it 
with helping his company sign a major contract worth $260,000 (Har
well et al., 2022). Furthermore, AI researcher, Jeremy Howard, came to 
see ChatGPT as a valuable personal tutor for his 7-year-old daughter 
(Metz, 2022). Indeed, opinion pieces have explored the possibility of this 
technology ending academic essays, homework, and take-home exams 
(Marche, 2022; Roose, 2022). More recently, emerging evidence sug
gests that ChatGPT could potentially produce simplified radiological 
reports accessible to patients to improve patient-centred care in radi
ology and other health domains (Jeblick et al., 2022). Given the level of 
attention this new AI app has received, we expect further examples 
describing how ChatGPT could benefit society to emerge. 

A natural question for research on an AI language model chatbot 
such as ChatGPT is “how appropriate is its responses to user questions?” 
Chen et al. (2022) studied how an earlier iteration of ChatGPT respon
ded to critical social issues, such as climate change and the Black Lives 
Matter movement. Through analysing 30,000 conversations with 3,290 
individuals of various demographic backgrounds, the researchers found 
that minority opinion holders had the worst experience with ChatGPT 
(Chen et al., 2022). Interestingly, these minorities were more likely to 
change their opinion regarding social issues after their conversation 
with ChatGPT (Chen et al., 2022), which indicates that chatbots can 
influence people and that some groups may be more susceptible to be 
influenced by chatbots. This capacity to influence users can be risky, 
considering the potential for inaccurate information that is inherent to 
language models. Similar to other technology, like social robots, that 
imitate humans, ChatGPTs potential to influence users also raises ethical 
issues concerning deception and manipulation (Sharkey & Sharkey, 
2021; Sparrow & Sparrow, 2006). ChatGPT does not function only on 
factual information but rather on a mix of both factual and non-factual 
information. Therefore, the generated content could be incorrect. And 
yet, these sophisticated conversational agents can present information in 
a professional and convincing manner. Traditionally, a user could have 
determined the credibility of a message from a variety of clues, one of 
which was the quality of the written text (Slater & Rouner, 1996). 
However, given a machine-generated well-written message that mixes 
factual and non-factual information, a user may find it challenging to 
determine the credibility of the information. 

Another issue is that ChatGPT appears to be susceptible to producing 
biased and wrongful responses. For instance, in January 2023, AI 
scholar Melanie Mitchell tweeted a screenshot of a conversation with 
ChatGPT that showed the chatbot promoting the work of a singular 
paper in response to various questions (see Fig. 2). In the discussion, 
ChatGPT incorrectly states that the article has been cited 25,000 times. 
The paper in question has been cited less than 3,500 times upon fact- 

Fig. 1. Popularity of ChatGPT compared to the terms AI and chatbot last 90 days (as of 3 February 2023) (Source: Google Trends).  
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Fig. 2. Excerpt from Melanie Mitchell’s Tweet. (Source: Mitchell, 2023).  
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checking. While Mitchell jokes that the chatbot is using ‘product 
placing’, this example offers an insight into the potential for ChatGPT to 
be wrongfully used to promote a singular source, which limits and ob
structs knowledge from users. In another example of wrongful infor
mation, Haluza and Jungwirth (2023) found that when asked to list the 
ten most influential societal megatrends, ChatGPT cited only one valid 
source. The remaining sources were either partially invalid (e.g., wrong 
source information) or non-existent (Haluza & Jungwirth, 2023). 
Without fact-checking these sources, users may be led to believe false 
claims and misinformation. This has serious consequences when 
considering the prevalence of students using this chatbot for academic 
purposes (Marche, 2022). More research on the extent of potential 
misinformation is warranted, as the popularity of ChatGPT shows that it 
might currently be used to consult on a broad range of topics. It is 
particularly of concern that little is known about ChatGPT’s potential to 
communicate safety–critical information and provide recommenda
tions. Especially when there are already reports of people using ChatGPT 
to inform health behaviour such as exercise programs (Williams, 2023). 
An in-depth analysis of potential inaccuracies and biases can help to 
inform strategies to manage risks emerging from ChatGPT. 

2. The present study 

The aim of the present study is to explore the capabilities of AI-based 
language models such as ChatGPT when providing responses to ques
tions about various common safety-related topics such as distraction, 
fatigue and burnout. At the initial login, ChatGPT provides a warning 
which includes the statement that “It is not intended to give advice”. To 
enter the site, the user must click ’next’ to acknowledge and clear the 
message. This is a point of concern, as research has long established that 
people using the internet rarely comply or pay attention to such warn
ings. For example, Krol et al. (2012) conducted an experiment where 
participants encountered a download warning in their laptops and still 
downloaded the risky file, even when they did see the warning. Addi
tionally, once you are in the OpenAI site and interacting with the 
chatbot, there are no further warnings or reminders concerning the 
system not being intended as a source of advice. Specifically, when 
questioned for advice, such as using the questions in this study, ChatGPT 
does not re-warn users that it is not intended to provide advice. It is 
currently unclear how much users trust the responses they receive and 
whether this trust would be impacted by warnings about advice being 
included in the response to a user query. Overall, there are some signs of 
concern as it has been reported in the media that people are relying on 
ChatGPT to source health- and safety–critical information. For example, 
an article published by the MIT Technology Review has recently claimed 
that users are already querying ChatGPT to create exercise programs 
(Williams, 2023), which of course, if incorrect, could be harmful for the 
individuals (e.g. risk of musculoskeletal injuries). 

A multidisciplinary consortium of experts with direct experience and 
leadership in a safety concern, as demonstrated by their track record and 
expertise in the field, was created as part of the present study. All experts 
are practising researchers at various stages of their academic careers. 
Participation required each expert to engage in a conversation with 
ChatGPT regarding a safety concern via the following URL: https://openai. 
com/blog/chatgpt/. A total of nine brief case studies were developed as 
part of this investigation. Case studies were selected keeping in mind two 
conditions: (1) an issue that a lay person could ask, and (2) a safety concern 
clearly identified in media and safety science research. The interactions 
with ChatGPT took place from 22 January to 31 January 2023. 

The experts were asked to assume the role of a general member of the 
public with doubts or curiosity about the safety risks of a particular 
situation or behaviour, and to also query how to increase their safety 
given such a situation or behaviour. All the interactions with ChatGPT 
followed these two question archetypes. Generally, queries were 
formulated once in independent chats made for each one of the experts, 
with the questions asked in the same order. 

Once the ChatGPT responses were obtained, the experts individually 
analysed the appropriateness of the responses based on their knowledge 
of the available research or other official sources. Each case study was 
prepared individually by the relevant expert/s on that particular topic. 
Then, each expert reviewed their own analysis and asked for clarifica
tion from the other experts where needed. This process also helped to 
increase the validity of the case study analyses. Once all case study 
analyses were completed, themes from the analyses were then syn
thesised in the Discussion section. This methodology allowed for specific 
discussion in every case but also to generalise the findings across 
different uses of ChatGPT for knowledge retrieval and advice. 

3. Case studies 

3.1. Road transport safety: Mobile phone use while driving 

In the first case study, ChatGPT was asked about the safety of using a 
phone while driving and strategies to use the phone safely. ChatGPT 
correctly identified that mobile phone use while driving is a risky 
behaviour that increases crash risk. This is the consensus of the body of 
literature in distracted driving (Regan & Oviedo-Trespalacios, 2022; 
Oviedo-Trespalacios et al., 2016). ChatGPT also claimed that texting is a 
behaviour of particular concern as it requires manual, visual, and 
cognitive attention from the driver. This is quite a specific and singular 
focus as there are many other activities that drivers can do on their 
phones that require manual, visual, and cognitive attention such as so
cial media use, browsing the internet, dialling a phone number, or even 
changing a song. A potential explanation for this response is that the 
largest body of the literature has focused on texting as a behaviour 
(Regan & Oviedo-Trespalacios, 2022; Oviedo-Trespalacios et al., 2020a, 
2020b). It is important to keep in mind that the main safety risk as a 
result of mobile phone use comes from diverting visual attention to a 
secondary task (Oviedo-Trespalacios et al., 2016). Importantly, it is 
unclear whether ChatGPT is using exposure data (i.e. the prevalence of 
behaviours on the road) to qualify if a behaviour should be of particular 
concern or not, which could make this claim irresponsible from a risk 
management perspective. 

An aspect of the response concerning risk data is that ChatGPT ap
pears to use the National Highway Traffic Safety Administration 
(NHTSA), a US-based organisation, when explaining that phone use 
while driving is a leading cause of road crashes. However, causes for 
crashes can vary among jurisdictions depending on psychosocial, tech
nological, legal, and infrastructural factors (Das et al., 2021; McIlroy 
et al., 2021). Thus, phone use while driving might not be a leading cause 
for crashes in some jurisdictions. This can be important in a scenario 
where ChatGPT’s output may be used to inform policy concerning the 
allocation of resources for safety. ChatGPT’s output needs to be 
considered in the context of the data used. 

ChatGPT provided recommendations about how to safely engage in 
mobile phone use while driving. The overall sentiment of the response is 
that drivers should try to avoid phone use while driving as much as possible 
and only when strictly necessary should strategies to enable phone use 
while driving be considered. This approach follows a harm reduction 
paradigm which was recently proposed specifically for the case of mobile 
phone use while driving (Senserrick et al., 2021). The recommendations 
included strategies well-reported in the literature to reduce distraction- 
related risks such as using hands-free/voice controls or avoiding phone 
use when driving in heavy traffic or bad weather (Simmons et al., 2016; 
Oviedo-Trespalacios et al., 2016; Onate-Vega et al., 2020). However, 
ChatGPT did speculate concerning phone use when waiting at red traffic 
lights by mentioning that it is not safe. This is still contested in the litera
ture (Oviedo-Trespalacios et al., 2019a) and ChatGPT appeared to be 
rather confident with its response. Additionally, some high profile in
terventions such as the use of applications to prevent mobile phone use 
while driving were missing from the advice given (Oviedo-Trespalacios 
et al., 2019b, Oviedo-Trespalacios et al., 2020a, 2020b). 

O. Oviedo-Trespalacios et al.                                                                                                                                                                                                                 
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3.2. Drowning prevention: Drowning risk in children 

In the second case study, ChatGPT was asked about the child 
drowning risk and how to keep children safe around the water. Although 
the broad term of children, rather than children of a specific age group, 
was used, ChatGPT correctly identified that children under five are the 
age group at highest risk of drowning, which is supported by literature 
from a range of countries (Franklin et al., 2020; Peden et al., 2021; 
Rahman et al., 2019). The answer to the first question focuses on pri
mary prevention, such as supervision and restricting a child’s access to 
water, although the “proper safety measures” are not specified. 

Within the response providing more concrete safety information to 
reduce child drowning risk, recommendations largely align with those of 
the American Academy of Pediatrics (Denny et al., 2021) and water 
safety organisations (Lifesaving Society, 2023; Royal Life Saving Society 
- Australia, 2023), and largely focus on primary prevention (with the 
exception of learning cardiopulmonary resuscitation [CPR]). In partic
ular, the recommendations of actively supervising children in and 
around the water and restricting access to bodies of water via the 
installation of barriers are evidence-informed recommendations sup
ported by the World Health Organization and a Cochrane review 
(Thompson et al., 1998; World Health Organization, 2017), although 
more detail could be provided regarding four-sided isolation barriers for 
home swimming pools (Thompson et al., 1998). Given the responsibility 
with respect to child safety around water rests with adults and not a 
young child, recommendations regarding adults also learning to swim 

was pleasing to note. 
Although natural waterways, in particular inland waterways (Peden 

et al., 2016), are generally a neglected area of drowning prevention, 
ChatGPT does identify a diversity of aquatic locations as presenting 
drowning risk to children, including lakes, as well as identifying hazards 
present in both coastal and inland waterways (such as cold water, rip 
currents and tides). However, despite drowning risk during times of 
flood (Sindall et al., 2022), no specific-flood safety guidance is provided, 
which likely represents a gap in the published literature with respect to 
children (Hamilton et al., 2020). 

Lastly, despite drowning being a global issue, with the vast majority 
of drowning deaths occurring in low- and middle-income countries 
(Franklin et al., 2020; World Health Organization, 2017), the informa
tion presented to the user via ChatGPT is very high-income in its focus. 
Although installing barriers around pools and spas is an evidence-based 
strategy, the child drowning situation in low-income countries is very 
different, occurring largely in open water near the home during the 
activities of daily life (Rahman et al., 2019) rather than engineered 
water bodies such as home pools. Similarly, the presence of rescue de
vices, and opportunities to learn swimming and CPR are significantly 
more limited in a low- and middle-income context (Rahman et al., 
2019). This likely reflects the high-income bias in the literature on child 
drowning that ChatGPT has at its disposal to formulate responses from. 
This adds further weight to the pre-existing call for further drowning 
prevention research from low- and middle-income countries (Rahman 
et al., 2023). 
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3.3. Crowd safety: Going to a street concert 

ChatGPT was queried about various aspects of being safe in mass 
gatherings, also known as crowd safety principles (Haghani, 2021). The 
issue of crowd safety often entails and embodies management of internal 
risks (e.g., crowd crushes) as well as external risks (e.g., violent attacks), 
an integration that is often overlooked. The former refers to situations 
where a threat is posed to the crowd in the absence of any external 
danger, whereas in the latter, an external source of threat (e.g., a fire or a 
bad actor) is present. As a promising sign, the definition that ChatGPT 
offers on crowd safety appears to implicitly reflect both dimensions. 

Subsequently, ChatGPT was prompted with questions on both as
pects. Firstly, advice was sought about how an individual can survive a 
crowd crush. The recommendation that the individual should ‘stay calm’ 
is valid as crowd experts attest that in the case of an imminent crush, if 
there was a mechanism to stop everyone from moving altogether and at 
once, one could probably avert a disaster1. ChatGPT also produced 
recommendations that may either not be implementable by an indi
vidual during a crush or might even harm the crowd. The advice to “stay 
upright” is one that an expert would describe, in casual terms, as “easy 
for you to say”. Any expert who has an adequate understanding of crowd 
crushes knows that they occur when the density of people within a 
crowd becomes so high that individuals are no longer in control of their 
body movement (Haghani & Lovreglio, 2022). If people had the ability 
to stay upright, they would, but that usually becomes impossible in a 
crush. The advice to “keep moving forward” appears contrary to safety. 
There is no empirical evidence to support this recommendation. The 

recommendation to “shout or wave your arms” is also in contradiction 
with “stay calm and don’t struggle”. The response also provides a subtle 
hint about remaining aware and staying alert to your surroundings, 
which is crucial in avoiding a crush, but it does not go as far as 
mentioning guidance such as, “if you can read those danger signals early 
[if you see density is getting too high, there is no control over the entry 
level and there is no or limited escape routes in the surrounding], then 
you should try to react while you are still able to move around and 
navigate yourself through the crowd to a safer place” (Martin, 2022). 
Advice about trying to escape vertically (e.g., climbing objects) is also 
missing. This insufficiency of the response to the “crowd crush” query as 
well as the contradictory nature of the some of the recommendations 
within the response is observed, while at the same time, ChatGPT ap
pears to be capable of producing a proper definition about what a crowd 
crush is: “Crowd crush is a dangerous situation that can occur when a 
large group of people are in a confined space. It can happen when people 
are pushed together too tightly, or when people are pushing and shoving 
to get closer to the stage or to the front of the line. This can cause people 
to become trapped and unable to move, leading to serious injury or even 
death.”. While the provided definition conveys high levels of expertise, 
the detailed recommendations lack such characteristics. 

ChatGPT was also prompted to give recommendations about the best 
possible response in the case of an external danger, such as a terrorist 
attack. The first recommendation as a behavioural strategy (“run: If 
possible, immediately evacuate the area and run to a safe location.”) is 
well supported by the latest empirical evidence (Haghani et al., 2020), 
and the rest of the items in the response are essentially standard advice 
often given by the police and emergency services. But when further 
pressed for more details, ChatGPT produced responses that were rather 
contradictory to some of the recommendations listed in the initial 
response. This would be considered uncharacteristic of an expert who 1 https://newsroom.unsw.edu.au/news/science-tech/be-alert-avoid-complac 

ency-crowd-safety-expert-says-ahead-busy-festive-period. 
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holds a consistent opinion and knowledge of the subject matter. For 
instance, when the question was posed in more specific terms and 
rephrased as “Let’s assume I am in a crowded concert and there is a 
terror attack. Should I walk away or run away?”, the response was “If 
you are in a crowded concert and there is a terror attack, you should 
move away from the situation as quickly and safely as possible. How
ever, running may not always be the best option, as it can increase the 
risk of injury, especially in a crowded environment.”. It is unclear how a 
naive individual can make a practical strategy out of this advice. The 
latest empirical evidence suggests that a crowd would be much more 
efficient in clearing a space in the case of an acute danger if they run 
away rather than walking (Haghani et al., 2020). Therefore, the advice 

should have been, “run as safely as possible” without retracting it in the 
sentence that followed. Also, when asked “In a case of emergency in a 
crowded built environment, do you recommend people evacuating 
slowly and in different stages, or all at the same time?”, the response 
advocated for a controlled and staged evacuation, whereas the latest 
evidence shows that an all-at-once evacuation increases the chance of 
survival (Haghani et al., 2019a, 2019b). When asked “In a case of 
emergency in a crowded built environment, should I follow the direction 
that most people are going to during evacuation?”, greater expertise was 
evident in the response, which read “During an emergency evacuation in 
a crowded built environment, it is generally not recommended to follow 
the direction that most people are going, as this can lead to a stampede 
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or crush, which can cause injury or even death. Instead, you should 
follow the guidance of emergency personnel and event staff, and follow 
the designated evacuation routes and procedures.”. Except, to make the 
recommendation more practical, the advice could have included “follow 
the direction that the least number of people are moving to” (Haghani & 
Sarvi, 2019a). In other prompts, it produced recommendations about 
“moving to the nearest exit” which has been established as a strategy 
that, if followed by all people, could lead to overcrowding and signifi
cant delay in an acute emergency (Haghani & Sarvi, 2019b). About the 
behaviour of crowds at bottlenecks in cases of escaping acute danger, 
amongst the recommended items were “Move forward slowly and 
steadily, rather than pushing or shoving.”. The latest empirical evidence, 
however, shows that mild pushing is in fact the most efficient strategy, 
so long as it does not lead to shoving (Haghani et al., 2019a, 2019b). 

3.4. Fall prevention: Older people at home 

ChatGPT was asked about older adults’ risk of falling at home and 
what interventions could be available to reduce their risk of falls and 
severe injury. The first response provided by ChatGPT was able to 

capture individual (walking without assistance) and environmental 
(tripping hazards) factors that influence older persons’ safety when 
walking in their homes (Hopewell et al., 2018). An interesting pattern is 
that ChatGPT discussed specific fall risk factors, such as tripping haz
ards, without introducing the multiple factors influencing older adults’ 
risk of falls, which is the standard practice of official organisations (CDC, 
2017). Furthermore, ChatGPT barely considered environmental risk 
factors; indeed, it focused on trip hazards, whilst a superficial discussion 
was presented about walking without assistance. The fact that ChatGPT 
presented trip hazards instead of other environmental factors could be a 
consequence of the academic literature regarding this risk as one of the 
most frequent causes of indoor and outdoor falls (Rod et al., 2021). 
However, it is puzzling why highlighting a particular environmental risk 
in the first sentence was not followed by ChatGPT when discussing in
dividual factors by just highlighting “walking without assistance”. This 
differs from the way information is provided by scientific organisations 
regarding older adults’ fall risks, where the multidisciplinary nature of 
the risk is communicated first, and a specific list of individual and 
environmental factors is presented second. The Centers for Disease 
Control and Prevention (CDC) fall prevention fact sheet has a heading 
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explaining that “Research has identified many risk factors that 
contribute to falling” (CDC, 2017). Overall, the information provided by 
ChatGPT lacks the weight and depth needed to highlight individual 
(“safely walk”) or environmental factors (“move around the home”) that 
influence fall risk. 

ChatGPT produced a wide range of recommendations for miti
gating both fall and fracture risks, consistent with existing guidelines 
for the prevention and management of older adult falls (Montero- 
Odasso et al., 2021). Although ChatGPT could synthesise most of the 
information accurately, it did not provide a particular rationale for the 
order in which the potential interventions were presented. Generally, 
the delivered order resembles the frequency in which a particular 
intervention is present across fall prevention guidelines (Montero- 
Odasso et al., 2021). This suggests that ChatGPT assigns a higher 
weight to the frequency of published information at the expense of 
information quality. Furthermore, there needed to be more consistency 
across the nine provided interventions. For instance, only two rec
ommendations suggest seeking advice from health professionals. This 
is worrisome as (i) inconsistencies might lead users to think that they 
do not need to consult with a health provider to engage in a particular 
intervention and (ii) recommending an inappropriate amount of ex
ercise for older adults, even walking, could increase their susceptibility 
to falls (Morrison et al., 2016, Nagano et al., 2014). An additional 
limitation of the interventions presented by ChatGPT is that the utility 
and efficacy of the given interventions might vary depending on age, 
gender, and the location of a fall (Rod et al., 2021). Finally, it is worth 
mentioning that both responses ended in a positive tone. Older adults 
tend to give more psychological relevance to positively charged in
formation, which could lead to a higher likelihood of influencing 
behaviour based on the recommendations (Mikels & Stuhlmacher, 
2020, Rod et al., 2023). 

3.5. Prevention of respiratory disease (e.g., asthma exacerbation): 
Avoiding air pollution (traffic) when exercising outdoors 

ChatGPT was asked about the safety of exercising outdoors next to 
traffic if one has asthma. Overall, the response was what may be ex
pected as provided by a credible, authoritative source such as a scientific 
organization [e.g., US Centres for Disease Control and Prevention (CDC), 
and Mayo Clinic]. Scientific organizations usually aim to provide risk 
communication in a way that laypersons can understand their message 
without requiring technical knowledge. However, ChatGPT used the 
technical word “incidence”, which in epidemiological terms refers to the 
appearance of new cases of a particular condition or disease within a 
certain period of time. This technical terminology might not only result 
in confusion for laypersons but also for experts not familiar with health- 
related terminology. 

Moreover, ChatGPT did not state the evidence underpinning its 
assessment of harm, which could have included a 2021 systematic re
view and meta-analysis showing that even short-term exposure to 
traffic-related air pollution (TRAP) increases the risk of asthma exac
erbation as demonstrated by asthma-associated emergency room visits 
and hospital admissions (Zheng et al., 2021). Moreover, a more recent 
systematic review shows that asthma hospital admission or re- 
admission is not necessarily modified by exercising in high TRAP en
vironments (Chandia-Poblete et al., 2022). Longer-term exposure to 

TRAP can increase the risk of asthma incidence in adults (Liu et al., 
2021). 

Nevertheless, in agreement with the ChatGPT advice, the CDC advice 
on outdoor air pollution recommends “pay[ing] attention to air quality 
forecasts on radio, television, and the internet and check newspapers to 
plan activities for when air pollution levels will be low” (Centers for 
Disease Control and Prevention, 2022). Moreover, the Mayo Clinic ad
vises, among “lifestyle and home remedies… to prevent or reduce 
symptoms” (of exercise-induced bronchoconstriction, or asthma), to “try 
to avoid areas with high levels of air pollution, such as roads with heavy 
traffic” (Mayo Foundation for Medical Education and Research, 2022, 
December 7). The US CDC goes further to educate visitors that outdoor 
(more generally than strictly traffic-related) air pollution can trigger an 
asthma attack and come from many sources, including factories or 
wildfire smoke, besides cars. Importantly, ChatGPT on both instances in 
this case study advises the user to consult with their medical care pro
vider for personalised advice on starting an exercise routine and man
aging their asthma. 

Although the provided suggestions of reducing the exposure to 
outdoor air pollution are generally sound, they are quite broad and 
might be biased towards people that have enough resources to easily 
engage with the provided solutions. For instance, the recommendation 
of doing indoor exercise instead of outdoor exercise may worsen the 
risk of asthma exacerbation if there is indoor home pollution and no 
effective means of ventilation - more likely the case for socioeconom
ically disadvantaged households. This recommendation might be 
biased toward high-income communities or households that have bet
ter indoor air quality (or a means to achieve it). Moreover, socioeco
nomically disadvantaged households may be further away from 
recreational green spaces (e.g., parks), have lower economic resources 
to acquire personal protective measures such as masks (respirators) or 
ventilators, and have more poorly-maintained asthma and respiratory 
disease outcomes when exposed to indoor or outdoor pollution (Cortes- 
Ramirez et al., 2021). 

One piece of advice that is not given by ChatGPT, but is considered 
important by advocates for clean air, is political pressure for societal 
changes to occur (e.g., European Respiratory Society (ERS), n.d.). This 
advice may not be recommended by ChatGPT as it is not generally 
given by health authorities, perhaps due to political sensitivity, but 
rather by academic or non-governmental organisations. A joint state
ment by the ERS and International Society for Environmental Epide
miology (ISEE), representing medical, public health, scientific societies 
and patient representative organisations, urges “nations to use the 
WHO (World Health Organisation) AQG (Air Quality Guidelines) as a 
guide for ambitious air quality and emission reduction policies around 
the world.” (European Respiatory Society, 2021). This is an important 
point as the risk of air pollution is mainly a risk that is imposed to the 
user by the activities of society (e.g., other households, commercial or 
industrial entities). Despite the question being formulated in a way that 
reduces personal risk, it is important to communicate to the user that 
the main responsibility for clean air lies with the government regu
lating human activities that result in emissions which may be harmful 
to individuals, especially those with underlying respiratory disease, 
such as asthmatics.   
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3.6. Workplace psychological safety: suicide intervention with distressed 
colleagues 

We queried ChatGPT about whether it is safe to ask and how to safely 
ask a distressed colleague if they’re having suicidal thoughts. ChatGPT’s 
responses covered a range of considerations and steps for engaging in a 
conversation with a distressed individual who may be experiencing 
suicidal ideation, and these considerations were consistent with leading 
mental health and suicide prevention organisations (EveryMind, 2023; 
Suicide Call Back Service, 2023; Rethink, 2023; Mayo Clinic, 2022). In 
both cases, the responses stressed the importance of contacting emer
gency services if someone is in immediate danger, and referring to a 
professional if the user who made the query is not comfortable or trained 
to handle the situation. A key strength of the responses is largely 
affirming that it is safe to engage in a conversation with a distressed 
individual and enquire about potential suicidal ideation. This is signif
icant as there are long-held perceptions that asking an individual about 

suicide and related behaviours may induce suicidal ideation/intent (i.e. 
an iatrogenic risk). Contrary to this perception, reviews of the published 
literature have found that acknowledging and talking about suicide is 
actually more likely to reduce suicidal ideation and lead to improve
ments in mental health in treatment-seeking populations (Dazzi et al., 
2014; DeCou & Schumann, 2018). 

There are three key aspects to ChatGPT’s responses that deserve 
further consideration. Firstly, the queries to ChatGPT asked about a 
colleague; however, the responses were generic in the recommendations 
and could only be applied to the broader population. In a workplace 
context, there may be specific support options available via the 
employer, but there also may be ethical and privacy concerns about 
whether the distressed colleague’s manager needs to be informed of the 
colleague’s suicidal ideation. This becomes more relevant when work
place policies require workplace psychosocial risks and incidents to be 
reported. 

Another key aspect is that the responses were lacking in 
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considerations for the supportive person’s own psychological wellbeing. 
The second response clarified that it is not the supportive person’s re
sponsibility to “fix” the problems of the distressed individual, which is 
an important reminder that may help balance a perceived expectation 
that supporting distressed individuals is a social obligation. However, 
both responses were absent any recommendations for the supportive 
person to consider accessing psychological support for themselves if the 

interaction became distressing for themselves. This can be particularly 
necessary for supportive persons who already possess their own psy
chological vulnerabilities (Leka and Jain, 2010). Given that the query to 
ChatGPT was based on a workplace context, there is potential for 
continued interactions between the supportive person and the distressed 
individual as colleagues, and it is important that both have access to 
support options as needed. 

Lastly, the inclusion of a US-based suicide helpline is useful in the US- 
context, however, not relevant for international users. A more inclusive 
approach would be to refer users to a website such as 

https://findahelpline.com/, which enables users to search for services in 
their country. This would ensure that users can access emergency and 
crisis support options in a timely manner if presented with a real concern 
about suicidal ideation. Nonetheless, it is unclear if helplines are always 
available or are the best alternative in low- and middle-income coun
tries, which could further signal ChatGPT’s limitations when providing 
useful advice to disadvantaged communities. 

3.7. Burnout prevention: Working under high pressure and dealing safely 
with high job demands 

In this case study, ChatGPT was asked about whether it is safe to 
work under high pressure and how to deal safely with high job demands. 
For the first question, high pressure was chosen as a representative job 
demand based on data showing that up to 53% of the European work
force state that they work under time pressure “often” or “always” (see 
Eurostat, 2019). In its response, ChatGPT correctly reported that 
working under high pressure can be both motivating or harmful based 
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on some specific circumstances, which, however, were not detailed 
except for a reference to one’s limits and to the importance of taking 
breaks when needed. This response has its merits in recognizing that 
time pressure at work can be positively related to strain as well as 
motivational states, which is aligned with the literature on the topic 
(Baethge et al., 2018; Prem et al., 2017; Schaufeli et al., 2008; Schilbach 
et al., 2022; Widmer et al., 2012), and the importance of taking breaks to 
avoid burnout given that this comes from chronic workplace stress at 
work that has not been successfully managed (World Health Organiza
tion, 2019). Moreover, research also acknowledges that unrecognized 
misfit between personal and environmental characteristics can lead to 
psychological erosion and ultimately burnout (Etzion, 1987; Chen et al., 
2012), so the reference to the importance of being aware of one’s limits 
is valuable. However, research also recognizes that along with individ
ual factors, contextual factors in the forms of other job demands and job 
resources (e.g., autonomy, social support) play a key role in determining 
whether pressure leads to detrimental or beneficial individual outcomes 
(Demerouti et al., 2001; Demerouti et al., 2021; Nguyen-Phuoc et al., 
2023). As such, the lack of specification regarding the contextual factors 
that play a key role in preventing the harmful effects of high work 
pressure risks being interpreted as the effects of high pressure only 
depend on the individual. 

In response to the second question, ChatGPT provided a set of rec
ommendations about how to deal safely with high job demands. Many of 

the strategies suggested by ChatGPT were aligned with the current 
literature on the importance of proactively managing job resources and 
job demands (i.e., seeking support, prioritize and manage time effec
tively) and on the importance of recovery activities and experiences (i. 
e., take breaks, practice relaxation techniques, keep a work-life bal
ance). Research shows that these strategies can effectively preserve 
one’s health and avoid burnout because they allow for the regeneration 
of resources (Fritz & Sonnentag, 2006), enhance the capacity of in
dividuals to cope with the workplace (Maslach et al., 2001) and allow 
individuals to redesign their jobs so that a better balance can be ach
ieved between one’s demands and personal and job resources (Tims 
et al., 2012). However, it should also be noted that research on the ef
fects of work role reduction and withdrawal (i.e., learn to say no) is 
mixed, highlighting potential longer-term negative implications for 
one’s psychological attachment to the organization and lower perceived 
impact deriving from one’s work (Bruning & Campion, 2018), which 
also has the potential risk to transform into a burnout in the long term. In 
this regard, research highlights the need for considering these strategies 
in a broader effort towards making work processes more efficient, for 
example, by optimizing demands rather than only reducing them (Cos
tantini et al., 2021; Demerouti & Peeters, 2018). However, this was not 
straightforward based on the format in which the strategies were pre
sented by ChatGPT, which may be regarded as stand-alone practices.  
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3.8. Personal data privacy: sharing personal data in fitness apps 

ChatGPT was asked about the safety of sharing personal data on 
fitness apps. At first impression, overall, the response was what may be 
expected for sharing personal information on any mobile application or 
website. The strength of the response lies in encouraging users to care
fully read the privacy policy of the apps as they vary greatly across 

common types of apps. In addition, the detailed response provides 
guidance on measures users can take to protect their data from hackers 
or theft. The first response also highlights an easy way users can antic
ipate privacy problems with fitness apps by looking at user reviews and 
ratings to identify any common privacy issues with specific apps that 
may have been experienced by other users. 

However, there are various areas where the response needs 
strengthening, especially considering the growing concerns regarding 
data sharing policies of some widely used fitness apps. First is informing 
users that fitness apps have vague privacy policies, may not have 
appropriate consent mechanisms and may also sell their data. A recent 
review looked at twenty three commonly used apps to track women’s 
health (Nield, 2019). They found that 20 of the apps shared information 
to the government if requested, nine of those did not require consent, 
and two did not require consent or provide a thorough explanation of 
what their privacy policy was. Furthermore, many fitness apps (e.g 
Apple Health) link up with other apps. Therefore it is very important for 
users to read the privacy policies of the various services they link up with 
their fitness apps (Neild, 2019). It is also very important for users to be 
advised that some regulations like US health privacy law, such as the 
Health Insurance Portability and Accountability Act (HIPAA), that 
require patient-doctor confidentiality, do not apply to wearable devices 
or the data they collect, making any device or app that monitors health 
information risky (Donovan, 2018). One additional avenue to help users 
in making a decision regarding sharing sensitive personal health 

information can be guiding them to directly contact the app owning 
company and service to seek clarity when needed. Finally, guiding 
where users should look to find privacy related information in fitness 
apps can be useful. For example, suggesting to users that common sec
tions for privacy related details for apps may be available in the app’s 
description, listed under “about this app” or “app permissions” (Kosh, 
2019).  

3.9. Fatigue risk when operating heavy machinery 

ChatGPT was asked about the safety of operating heavy machinery 
when ‘fatigued’, ‘tired’, and ‘sleepy’. A nuance of fatigue safety research 
is a lack of consistency in terminology to describe this risky experience, 
and a lack of consensus over the definition of the word fatigue (Phillips, 
2015). Although the words maybe used interchangeably, it is most likely 
that in a workplace context where heavy machinery is operated, there 
will be an organisational ‘Fatigue’ Risk Management Policy, as opposed 
to e.g. a Tired Risk Management Policy, however, the individual oper
ating the machine is more likely to describe themselves as feeling ‘tired’ 
or ‘sleepy’. As such, it is difficult to predict the language with which a 
user of ChatGPT might ask for advice. 

ChatGPT correctly identifies that there can be multiple causes of 
fatigue. May and Baldwin’s (2009) model of fatigue causation illustrates 
this by categorising sleep-related and task-related fatigue contributors. 
The successful management of fatigue relies on applying the relevant 
countermeasure for the appropriate cause of fatigue. This is a subtle 
concept which is not clearly articulated by ChatGPT. Although relevant 
suggestions are made, there is no recommendation to identify the cause 
of the fatigue. In each case, suggestions to target both sleep pressure (e. 
g. get enough sleep) and time-on-task fatigue (e.g. take a break) are 
provided. Rest breaks are appropriate advice as a countermeasure to 
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task-related fatigue (Caldwell et al., 2019). However, taking a break 
without sleep would not mitigate the impact of sleep-related fatigue. 

Use of the word ‘sleepy’ provoked the strongest safety response by 
ChatGPT expressed with the greatest confidence. This was the only word 
which triggered an indication of urgency to stop machinery operation 
and to not continue until fully alert. The tone of delivery was also more 
direct. When asked about ‘fatigue’ and ‘tired’, ChatGPT returned 

“suggestions”, in contrast, the word ‘sleepy’ triggered instructions. 
Another noticeable difference was that the word ‘fatigue’ does not 

produce a recommendation for caffeine, whereas ‘tired’ and ‘sleepy’ do. 
Caffeine is arguably the most effective acute countermeasure to mitigate 
workplace sleepiness. It improves response time, accuracy, information 
processing, and cognitive performance (Irwin et al., 2020), and does not 
require the facilitation that napping does to achieve. Neither the 
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‘fatigue’ nor ‘tired’ search resulted in recommendation of a nap. Nap
ping has consistently been shown to increase alertness and cognitive 
performance in relation to driving (Hilditch et al., 2017). However, the 
‘sleepy’ search also returned advice for getting air and physical activity 
which is not an effective countermeasure to sleepiness. For example, in 
driving research it has been shown that opening a window has no effect 
on sleepiness (Schwarz et al., 2012). If a user were to follow all of the 
advice in each query then they would be covered for both sleep-related 
and task-related fatigue. The danger comes if the user were to pick and 
choose from the list and elect for suggestions which do not align with the 
root cause of their fatigue. 

Overall, each search contained some appropriate responses which 
would likely have benefit, if the advice was followed in its entirety. 
However, the lack of rationale for why an intervention might work could 
lead to unsafe situations if the user were to pick and choose which 
recommendations to follow. The lack of a caffeine recommendation in 
response to fatigue is a noticeable omission as is the lack of recom
mendation for seeking medical advice when the word ‘tired’ is used. 
Regular experience of fatigue and/or sleepiness can be a sign of an un
derlying medical condition, therefore the indication to seek medical 
advice is really important. The biggest limitation compared to best 
practice in safety science is the lack of reporting of a safety risk within a 
workplace setting. Only in response to ‘sleepy’ is the user advised to 
contact a supervisor. There is heavy emphasis on the individual man
aging their own fatigue. Fatigue is a complex issue. Shared responsibility 
across the workplace system is essential for effective fatigue manage
ment (Filtness and Anund, 2023).   

4. Discussion 

The availability of ChatGPT as a freely accessible tool providing 
answers to a range of different topics can be appealing to people looking 
for quick suggestions for complex situations that can directly impact 
health and wellbeing. For example, individuals experiencing difficult 
circumstances or psychological concerns may be tempted to look for 
advice on how to navigate such challenges, with relevant implications 
when proposed solutions are adopted. As such, it is important to criti
cally assess the answers provided by ChatGPT, coupling knowledge from 
extant research with professional experience on how some suggestions 
may be interpreted, also in the light of the overall information provided. 
To comprehend the dangers associated with this technology, it is crucial 
to examine the potential harm it may cause, including security risks, 
privacy issues, and unintended effects. As such, the present study 
examined various examples of information and advice provided by 
ChatGPT-3.5 in response to queries about safety related topics. For each 
case, two types of questions were asked. Firstly, whether it is safe to 
engage in a particular activity or situation that has inherent risks. Sec
ondly, a follow-up question was asked about how to engage in the ac
tivity or situation in a safer manner. Next, for each case study, at least 
one expert on the topic conducted a qualitative analysis of the strengths 
and limitations of the responses. Overall, we analysed nine case studies. 
Whilst the analysis was largely qualitative and similar in approach to the 
peer review process, several patterns in both strengths and limitations 
were identified. Table 1 reflects a summary of the commonalities of 
problematic safety advice across all of the case studies. 

. (continued).  

O. Oviedo-Trespalacios et al.                                                                                                                                                                                                                 



Safety Science 167 (2023) 106244

16

4.1. Provision of oversimplified and erroneous advice on safety issues 

Broadly speaking, the responses provided by ChatGPT appear 
consistent with evidence and/or guidelines on the examined safety 
topics. However, the information and advice was usually oversimplified 
and mostly untraceable due to a lack of cited sources. Naturally, this 
aligns with OpenAI’s intention for ChatGPT to be able to engage in 
general conversations with humans. This makes fact checking 
ChatGPT’s advice a challenge as expert knowledge will be required to 
verify content regarding safety–critical questions. This also confirms the 
need for caution when querying ChatGPT about safety topics which have 
high complexity or nuance. 

When considering the use of ChatGPT to provide safety-related in
formation and advice, our assessment shows that the content lacks 
reflection on the conflicts and gaps in evidence pertaining to the given 
scenarios. An example of this is the case of mobile-phone use while 
driving, whereby ChatGPT clearly advised not to text message while 
driving. This advice itself is correct and sound. However, it is not the 
most responsible way to communicate the risks of phone use while 
driving. Texting is only one activity that drivers can engage in, and it is 
not even the most common activity. The actual warning for drivers 
should be to not take their eyes off the road at all, including when 
interacting with a mobile phone. All visual-manual activities that take a 
driver’s attention away from the road and the driving task itself have a 
significant associated crash risk. This applies to texting, using music 
apps, browsing the internet, taking photos/videos, etc. A more appro
priate message to drivers would be to avoid looking at their phone at all. 
This example highlights that whilst the general advice provided via 
ChatGPT may be correct, in this case, it is insufficient and even negligent 
as it does not clearly communicate the mechanism of risk needed to 
understand the risks themselves. 

More concerningly, instances of incorrect statements, missed key 
findings, and potentially harmful passages were also found in the 

present research. ChatGPT’s responses did not always align with the 
latest empirical evidence, and in some cases, went against it, or provided 
contradicting information. For example, in the crowd safety case study, 
ChatGPT advised against running in crowded environments during a 
terrorist attack, even though the latest evidence suggests that running is 
the most efficient strategy. ChatGPT also recommended a controlled and 
staged evacuation, which goes against evidence showing that an all-at- 
once evacuation increases the chance of survival. It is worth noting 
that this finding is consistent with the research conducted by Jeblick 
et al. (2022) and Haluza and Jungwirth (2023). Thus, we would caution 
against using ChatGPT to generate safety information and advice 
without expert verification. People in need of expert advice should al
ways go to expert sources and the authorities and ChatGPT should make 
specific disclaimers for this. 

An implication of our findings is that ChatGPT has the potential to 
produce simplified summaries of complex safety information, which 
might be more accessible to the layperson. Consistent with previous 
research that has highlighted that ChatGPT might be useful to simplify 
complex technical and potentially health-sensitive reports into more 
accessible reports (Jeblick et al., 2022), the present analysis also high
lighted that safety-related advice offered by ChatGPT to common safe
ty–critical scenarios appears to be in broader terms aligned with the 
evidence. Indeed, Jeblick et al. (2022) found that simplified radiological 
reports produced by ChatGPT were factually correct, complete, and not 
potentially harmful to the patient. A notable difference between the 
present study and Jeblick et al.’s (2022) research is that they provided a 
technically correct text to be simplified whilst in our case ChatGPT had 
to extract information from its own knowledge base, which potentially 
includes factual and non-factual information, to produce an answer. 
Nonetheless, a chatbot that produces summaries that are traceable is 
potentially more useful than an attempt to create an original answer to a 
safety–critical query from mixed-quality sources in terms of trustwor
thiness and accuracy. Whilst this is a notable hypothesis, further 

Table 1 
Summary of identified issues in the examined case studies and recommendations for users using ChatGPT-3.5.  

Issue Explanation Recommendation for user 

Provision of oversimplified and 
erroneous advice on safety issues 

ChatGPT can provide simplified and sometimes erroneous advice on 
safety issues. In the case of safety-related advice, this could 
potentially be dangerous or even life-threatening if the information 
provided by ChatGPT is not accurate. 

It is important to seek out multiple evidence-based sources of 
information and consult with experts in the field for more detailed 
advice as ChatGPT is not capable of critiquing or synthesising the 
available evidence. 

Lack of warnings about evidence 
that is developing, disputed, or 
fabricated 

The information that ChatGPT provides may, at times, be based on 
evidence that is still being developed, has conflicts or disputes, or has 
itself been subject to fabrication. Users need to be made aware of this 
issue (more effectively). 

When using ChatGPT for safety-related queries, keep in mind that the 
response is based on evidence available up to early 2022 and may not 
be conclusive. Despite this, ChatGPT may present information as 
though it seemingly is conclusive. Therefore, it is important to 
approach all advice and information provided by ChatGPT with 
caution. 

Lack of transparency to users ChatGPT may provide untraceable information and fabricate sources. Users should treat the information that ChatGPT provides with 
scepticism and cross-reference responses with evidence-based official 
sources. 

Response content variation based 
on keyword use and querying 
behaviour 

ChatGPT’s responses can vary depending on the number of queries 
and specific keywords used due to its learning from a large dataset of 
language samples. The different phrasing and words used in a query 
can lead to different meanings and interpretations, resulting in varied 
responses by the algorithm. 

Users should be aware that ChatGPT may provide different 
information depending on the keywords used in their query. 
Therefore, we recommend that users conduct research using official 
sources before consulting ChatGPT to ensure they use the most 
relevant keywords and verify that the provided information matches 
official sources. 

Emphasis on individual 
responsibility 

Ensuring safety requires the collaboration of multiple stakeholders at 
all levels of a system. Failing to acknowledge this could unfairly 
burden certain users with responsibility. 

Users should remember that safety outcomes are not just the 
responsibility of one person or group but all stakeholders in the 
system. 

Lack of applicability to minorities, 
groups, or certain contexts 

ChatGPT primarily draws evidence from high-income countries with 
established safety records, which may not always apply to other 
contexts. 

Remember that until ChatGPT is trained on a more diverse range of 
data from different countries and contexts, the advice might not apply 
to your group or context. It may be helpful to prompt ChatGPT with 
follow-up queries using context-specific prompts, which may result in 
more specific information relevant to your context. 

Potential to overwhelm users with 
recommendations 

ChatGPts recommendations do not seem to be ranked according to 
the relevance of factors proposed by a theory or at least a 
fundamental guiding principle or rationale. The average number of 
recommendations provided by ChatGPT in the present study was 7.3 
(SD = 1.4) recommendations across the cases. 

The amount of information/ recommendations provided and the lack 
of clear prioritisation may overwhelm users. Therefore, it is advisable 
to prioritise the provided recommendations in line with the users’ 
context and needs. It may be helpful to consult official sources to 
prioritize recommendations.  
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empirical confirmation is necessary to avoid or minimise potential un
intended consequences (harm) with such summaries. Ideally, ChatGPT 
could also actively provide clear references (or give the option to the 
user) when asked factual/expert questions, as a strategy to increase 
trustworthiness. 

4.2. Lack of warnings about evidence that is developing, disputed, or 
fabricated 

In some case studies, when asked to provide a response on how to 
safely engage in an activity or situation that ChatGPT has already 
indicated is unsafe, we found that ChatGPT does not offer disclosure or 
warning that the evidence informing such advice may be disputed, 
under review, not completely resolved, somewhat fabricated, or even ill 
advised. For instance, in the case of older adult risk of falls and fractures, 
ChatGPT recommended: “review your Vitamin D and Calcium levels”. 
Although supplementing Vitamin D and Calcium for fracture prevention 
is recommended for people with osteoporosis, a recent meta-analysis 
found that the the use of Vitamin D, Calcium, or both was not associ
ated with a lower risk of fractures among community-dwelling older 
adults compared with placebo or no treatment (Zhao et al., 2017). The 
safety advice provided by ChatGPT often appears to be overconfident in 
the information provided and relies on a generic warning about the 
completeness of its base knowledge. Furthermore, these generic warn
ings come in the form of an initial log-in disclaimer to users, which is 
easily forgotten upon interacting with ChatGPT. This raises questions of 
ethical integrity of how ChatGPT has been programmed and potential 
safeguards for ChatGPT users. The ethical integrity of ChatGPT can be 
framed as an issue of value alignment and responsible AI. We want AI 
systems to align with social and moral values (Gabriel, 2020; Russell, 
2020) and responsible AI aims to ensure that AI systems align with these 
values and that the use of AI systems does not lead to socially harmful 
consequences (Dignum, 2019). For instance, consider algorithmic bias 
as an ethical issue related to safety advice. Algorithmic bias means that 
the output of a machine learning program reflects the social patterns and 
biases of the training data (Noble, 2018; Kordzadeh & Ghasemaghaei, 
2022). The training data used to generate the safety advice may be 
biased and these biases will be reflected in the output. Algorithmic bias 
is particularly problematic for health-related safety advice, where the 
health research that features in the training data can exhibit gender, age, 
and race bias (Cirillo et al., 2020; Norori et al., 2021; Timmons et al., 
2022). Consequently, the output of ChatGPT may represent a threat to 
already marginalized groups. 

4.3. Lack of transparency to users 

While ChatGPT is capable of providing answers and recommenda
tions on safety-related topics, it may not always be clear where its advice 
is coming from or what sources it is drawing upon. Unlike human ex
perts who can cite specific studies, theories, or knowledge domains to 
support their advice, ChatGPT relies on a probabilistic model that is not 
necessarily transparent or easily explainable. The lack of transparency to 
users needs to be approached as an ethical issue, considering ChatGPT’s 
current content may sometimes border on deception. This also reflects 
Gravel et al. (2023) findings that some of the references provided by 
ChatGPT were deceptively realistic but may not be entirely accurate or 
reliable. When considering the use of ChatGPT in an academic context, 
educators must be aware of the ability of this technology to deceive users 
(irrespective of its designed intent) and implement strategies to 
strengthen students’ ability to critically assess responses and detect 
opaque ones. In safety–critical contexts, fabricated citations may 
mislead users into believing that a particular response to a safety-related 
question is informed by evidence, which could result in harmful actions 
and the propagation of misleading or outright false information. 
ChatGPT’s capacity to generate convincing text makes it possible for 
fabricated citations to deceive even experienced professionals or experts 

in particular fields (Sobieszek & Price, 2022). 
Transparency as an ethical problem is regularly discussed in the 

literature on the ethics and governance of AI (Lepri et al., 2018). It is not 
surprising, then, that transparency is a key requirement in almost all 
guidelines for the realisation of ethical and trustworthy AI (Jobin et al., 
2019). Lack of transparency and opacity of AI systems features in the 
field of explainable AI, which aims to increase understanding and trust 
in machine learning models (Gunning et al., 2019). Explainable AI has 
received a lot of attention in contemporary discussions of how to ethi
cally design AI (Zednik, 2021). Further ethical consideration of the is
sues of transparency and explainability should aim to identify 
appropriate safeguards to prevent misuse of AI-based chatbots. 

4.4. Response content variation based on keyword use and querying 
behaviour 

Another finding of interest was the variation in content provided 
based on slight differences in keywords. An example, from the cases we 
analysed, focused on operating heavy machinery when fatigued. The 
tone of ChatGPT’s responses varied depending on the keywords used, i. 
e. fatigue vs tired vs sleepy. It is possible that this difference may come 
from the data used for learning, as there is a tendency for the word 
sleepy to be used more in a medical domain and for fatigue in the health 
and safety domains. As such it is possible that the literature on these 
topics from their respective disciplines shapes the tone of ChatGPT’s 
content. The challenge that this represents is how language models can 
synthesise knowledge on a topic generated across multiple disciplines 
who may have nuanced but salient differences in terminology. A po
tential consequence is that when ChatGPT is queried about a topic with 
multidisciplinary knowledge, it may provide inconsistent responses. 
This is particularly important for the safety science domain which 
comprises multidisciplinary knowledge. The issue of synthesising 
multidisciplinary knowledge should be a focus for future language 
modelling development. 

During the course of the present study, we also found that adjusting 
the initial query by providing more details resulted in more specific 
responses from ChatGPT. However, we assumed that layperson users 
seeking safety-related advice might not necessarily be familiar with the 
technical language or have domain knowledge and may not know when 
or how to adjust their query accordingly. Therefore, they may rely on the 
first response they receive from ChatGPT. Changes in user querying 
behaviour, if it happens, are likely to be gradual for the general public, 
and resultant from learning and socialised effects. While interacting 
with ChatGPT is relatively novel and unique, early studies on search 
engine usage behaviour, such as the work conducted by Spink et al. 
(2002), suggest that even as search topics have evolved over time, the 
length and frequency of user queries have remained largely unchanged. 
Further research is needed to determine if users’ querying behaviour 
will change when using ChatGPT. However, it is reasonable to assume 
that many users will rely on their initial query and the response they 
receive from ChatGPT. It is likely that future versions or alternatives of 
ChatGPT with improved source materials and reasoning capabilities 
may require fewer or no follow-up prompts to acquire an accurate 
response. Yet, our findings reflect on the freely available version at the 
time of the present study (version 3.5, 24–31 Jan 2023), and only 
through further investigations with a proper testing strategy can the 
capabilities and limitations of future interactive language models be 
revealed. 

4.5. Emphasis on individual responsibility 

A generic theme across the case studies is that ChatGPT emphasises 
individual responsibility rather than systemic and shared responsibility. 
For example, in the burnout case study there was little recognition of the 
contextual factors in the forms of job demands and job resources that can 
impact individual safety outcomes (Nguyen-Phuoc et al., 2023). This is 
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problematic because evidence consistently shows that systemic and 
shared responsibility approaches to safety outperform any approach 
focused on individual responsibility alone (Baram, 2002; Read et al., 
2021; Salmon et al., 2020). For example, in the case focused on oper
ating heavy machinery while fatigued, ChatGPT did not recommend 
seeking advice from a supervisor unless the word ‘sleepy’ was used. The 
evidence on workplace safety highlights that shared responsibility is 
paramount. This may be an extended limitation of ChatGPT’s ability to 
synthesise multidisciplinary knowledge. However, if ChatGPT empha
sises, even inadvertently, that individuals are on their own and should 
always take personal responsibility for their safety and wellbeing, then 
the benefits of systemic and shared approaches to responsibility will be 
missed. This is a nuance of expert advice that may not be apparent to 
laypeople, which further highlights the limitations of language model 
derived safety information and advice. Without addressing this theme of 
individual responsibility, ChatGPT’s safety advice will remain inade
quate and inconsistent with advances in safety science. 

4.6. Lack of applicability to minorities, groups, or certain contexts 

The knowledge and safety recommendations provided by ChatGPT 
may be susceptible to an ecological fallacy, in which ChatGPT provides 
generic safety advice that will not be applicable for groups or certain 
contexts, and especially individual users or minorities within a popu
lation. This is especially relevant when considering that the primary 
users of the system are assumed to be individual users. An example from 
the cases we analysed relates to suicide interventions with distressed 
colleagues. The advice provided was generally sound and fairly consis
tent with current best practice. However, there were no specific con
siderations for the workplace context. This is important as some 
workplaces (e.g., in social services, mental health, or healthcare set
tings) have a range of psychosocial risks which merit at least acknowl
edgement, if not specific recommendations about interventions and 
support options. Such workplaces also often have specific obligations in 
terms of reporting work-related psychological harm and supporting staff 
accordingly. Another case that we analysed was that of older adults’ fall 
risk inside the home. When providing advice, the algorithm ignored the 
request for personalised information and instead started giving general 
advice on how to potentially reduce the risk of falls and fractures as a 
person gets older. These issues demonstrate that ChatGPT lacks speci
ficity to given contexts or minority groups and potentially misguide 
individual users. 

One could argue that if an individual provides more context, 
ChatGPT should provide information more specific to the user’s needs. 
However, to do that would also require that the user is aware that they 
need to engage in further dialogue or that more information is needed to 
improve the quality of the advice. We would have expected ChatGPT to 
provide a warning regarding its limitations on giving personalised 
advice when facing complex safety issues and requesting more context 
about the personal situation. Experts currently do this as part of 
assessing the context and suitability of the advice they may provide, and 
in some cases even secure indemnity and liability insurance. Additional 
safeguards are needed to ensure that users either understand the generic 
nature of the advice (i.e. a reminder each time advice is provided), or 
that ChatGPT engages in further interaction or verification to ascertain if 
the advice is sufficient for the user. Arguably this is needed from a harm 
reduction perspective as initial disclaimers about the limitations of 
ChatGPT may not be sufficient for users, who may intentionally seek 
advice regardless of the warning. 

Another issue related to the utility of information for certain groups 
is the fact that the information and advice provided is very specific to 
high-income countries by default. This likely reflects on the availability 
of research and data for ChatGPT to aggregate, as highlighted in the 
phone use while driving and drowning case studies. Major bibliometric 
efforts in the safety science discipline have demonstrated the disparities 
between the evidence available between high-income countries and 

low- and middle-income countries (LMICs; Haghani et al., 2022). This 
should therefore be a stronger reason for caution in the relevance of 
information to LMICs and indicates the need for more research from 
LMICs on a range of safety issues. This issue is related to the challenges 
of algorithmic bias outlined above because of the potential harmful 
consequences for vulnerable groups. More specifically, the matter of 
utility of information touches upon the ethical issues of design justice, 
diversity and inclusion in artificial intelligence research, and decolonial 
AI (Fosch-Villaronga & Poulsen, 2022; Mohamed et al., 2020; Costanza- 
Chock, 2020) because some groups are underrepresented in the data or 
because the risks involved may be unjustifiably higher for some groups 
than others. Research and design of AI should include different 
geographical regions and populations of society to ensure that relevant 
values are included and priorities are promoted fairly. Applying 
responsible innovation methods, like value sensitive design (Umbrello & 
van de Poel, 2021), and inclusive approaches, like co-design (Walsh and 
Wronsky, 2019), to artificial intelligence research and implementation 
could help to ameliorate these problems. So, it is incumbent on tech
nology developers to use these design approaches to build ethical and 
trustworthy AI. 

4.7. Potential to overwhelm users with information and recommendations 

An important consideration is the volume of information and rec
ommendations that ChatGPT provides users in response to safety-related 
queries. The present study found that on average, seven recommenda
tions were provided in each case. Literature on risk communication 
suggests that users recall less information and decide to stop engaging 
with the information as the amount of provided information increases 
(Houts et al, 1998; Murayama et al, 2016). Whilst there may be indi
vidual differences among users, it is possible that seven recommenda
tions (or more) may overwhelm users, particularly as the 
recommendations often were not ranked or prioritised in a meaningful 
and relevant way. Additionally, we were unable to identify the rationale 
behind the way ChatGPT ranked its recommendations. While this 
approach may help prevent information overload, it also raises concerns 
about the reliability and validity of the recommendations provided by 
the system. It is essential to establish clear guidelines and testing pro
tocols to ensure that the information presented by ChatGPT is accurate 
and appropriate for the intended audience. This presents an opportunity 
for chatbot developers to improve the delivery and quantity of response 
information and recommendations, but also means that users must 
consider which of the recommendations bear the most relevance to their 
own context. 

5. Policy and practice implications 

Overall, our analysis of the safety information and advice provided 
by ChatGPT shows that the quality of information is broad and generic in 
nature. It is not suitable for individual or specific considerations, and 
often is missing nuances and advances in safety research. Given the risks 
associated with following insufficient safety advice, we caution any 
users interacting with ChatGPT to source safety-related information and 
advice. Given the popularity of ChatGPT and its potential, safeguards 
are urgently needed to help prevent misuse for safety advice. The pre
sent study shows that safety stakeholders such as policy makers, risk 
managers, etc. should refrain from using ChatGPT as a source of expert 
safety information and advice. The lack of traceability, capability to 
synthesise knowledge across disciplines, and nuances in debatable or 
conflicting evidence makes ChatGPT unfit for policy makers and 
informing practice. We want to emphasise that safety stakeholders need 
to be cautious when relying on ChatGPT and similar technologies to 
make decisions, as they may not provide comprehensive evidence. Using 
them as a quick and inexpensive way to gather information may result in 
oversights. 

We also believe that policymakers and industry need to engage in 
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more proactive risk management of ChatGPT and related technologies. 
The result of ChatGPT’s advanced conversational abilities and human- 
like responses, combined with its potential to use inaccurate or un
trustworthy information and lack of capability to distinguish between 
factual and non-factual information, is that users may struggle to eval
uate the credibility of the information they receive. Given the ease of 
access and affordability of seeking advice from the chat instead of the 
experts, populations with lower literacy, lower income, and underserved 
populations are particularly at a higher risk of consuming or relying on 
the content (directly or indirectly) generated by ChatGPT. It is easier for 
users to ask a question from ChatGPT rather than going through several 
documents and search queries to obtain evidence-based information. 
Ease of use, learnability, simplicity, efficiency, familiarity, and flexi
bility, among other characteristics of ChatGPT, would most likely make 
it a significant source of information, if not a preferred source in the near 
future. Based on our experiences of interacting with ChatGPT concern
ing our expert areas, it soon felt as if we were chatting with someone 
who was overconfident but with limited mastery over the content areas. 
However, it may be challenging for the average user to recognize if the 
system’s confident and authoritative responses are not well grounded in 
the evidence. In previous research, this phenomenon is referred to as 
“hallucination,” where ChatGPT can produce answers that appear 
credible but may be incorrect or nonsensical (Cascella et al., 2023). 
Research shows that confidently expressed phrases promote greater 
trust and believability than non-confident or doubtful expressions (Jiang 
et al., 2020; Tenney et al., 2011). In light of these findings, ChatGPTs 
confident responses are problematic because the interaction can quickly 
become deceptive, leading users to put their trust in the system and 
receiving potentially inaccurate or harmful information. Though 
ChatGPT was not designed to provide evidence-based advice, its wide
spread use for human-like conversations has created expectations and 
trust among millions of users (Hu, 2023). Future research is needed to 
understand users’ intentions to cross-check information given by 
ChatGPT and other language models. Furthermore, it is recommended 
that academic institutions each need to establish their own training and 
regulations on how students can use ChatGPT in accordance with aca
demic integrity principles to safeguard the risk of students being misled 
by this technology. 

Nonetheless, we also see many opportunities for technologies such as 
ChatGPT to improve wellbeing. We hope that companies developing AI 
models can maintain the trust of the public to guarantee acceptance of 
the technology. Trust is commonly cited as one of, if not the most, 
critical factors predicting use behaviour in chatbot literature. Kelly et al. 
(2022) used an extended technology acceptance model to assess 
behavioural intentions to use AI chatbots across three industries: mental 
health care, online shopping, and online banking. User responses 
revealed that trust was a common predictor of behavioural intention to 
use AI chatbots across all three scenarios (Kelly et al., 2022). This 
finding was in line with other research that has found trust (cognitive 
and affective trust) significantly and positively predicts acceptance and 
willingness (Boehm et al., 2022; Chaudhry et al., 2022; Choung et al., 
2022; Gillath et al., 2021; Kelly et al., 2023). In the long term, misin
formation or disinformation delivered by ChatGPT can decrease trust 
and reduce its acceptance. Furthermore, lack of fact-checking may lead 
users to unknowingly rely on false information, causing harm. This is 
especially relevant for safety information. 

A key implication for safety science itself based on the analysis 
conducted in this paper, is that many areas of safety science appear to be 
under-researched to the point that language models cannot really pro
vide complete advice on safety issues. In the case of crowd safety, for 
example, much of the advice that was produced by ChatGPT was either 
fragmented or unsubstantiated, or contradictory within itself or with the 
latest empirical evidence. ChatGPT appeared in those cases to be more 
accurate in providing definitions related to crowd safety issues than it 
was in producing evidence-based and consistent recommendations. A 
potential explanation for this finding is that ChatGPT currently appears 

not to favour contents based on their factuality or reliability. When in
formation is widely available on the internet, it seems to be used 
regardless of its credibility. This may explain why the information 
provided on child drowning was generally sound but limited to risk 
reduction measures in a high income and domestic context. This finding 
strengthens calls for further research on child drowning in low- and 
middle-income countries and on open water drowning risk (Rahman 
et al., 2023). The drowning prevention community must also improve 
recognition of drowning as a risk during times of flood, particularly for 
children and in the context of a changing climate (Peden and Franklin, 
2019). 

Likewise, in the case of mobile phone use, the emphasis was on 
texting while driving, whilst there is a plethora of other activities and 
behaviours that can be done by the drivers (Oviedo-Trespalacios et al., 
2016). Certainly, there is a large mismatch between the latest advances 
in safety research and what can be synthesised from publicly available 
sources on the internet. We cannot have AI-based solutions and their 
potential advantages to support education and provide evidence in 
safety contexts, if such information and evidence does not first exist. It 
can also be argued that for research evidence to make it into a language 
model, such evidence should also be rigorously replicated and broadly 
communicated first to the public. 

6. Strengths & limitations 

There are a number of strengths and limitations we want to 
acknowledge. In relation to strengths, as far as we know, the present 
study is a novel examination of the potential for ChatGPT to provide 
safety advice to users. We used a broad range of case studies from 
different industries, which enabled saturation of themes identified from 
our analysis. As ChatGPT gains popularity and improves with each 
iteration, our hope and intent is that our findings can be used by the 
developers to enhance ChatGPT (e.g. implementing stronger safeguards, 
improving synthesis of multidisciplinary knowledge, creating trans
parency of knowledge sources). 

Regarding limitations, whilst we used a variety of case studies, we 
acknowledge that ChatGPT-3.5 is currently capable of handling a broad 
range of parameters, so it is possible that other safety-related themes 
may yield further findings. Also, because ChatGPT is constantly under
going improvements the responses presented in each case study might 
change overtime. Nonetheless, the present study helps to identify some 
general issues that need to be addressed in future developments. Finally, 
this paper uses expert opinions that can be affected by personal and 
knowledge biases. Indeed, experts, like anyone else, can make mistakes, 
and their opinions may not always be accurate. Nonetheless, the di
versity of the team and consistency of findings should mitigate this risk. 

Finally, during the peer review process, it was brought to our 
attention that ChatGPT offers a paid version that could potentially 
provide more accurate information to those who can pay for it. How
ever, this may create a disadvantage for people who cannot afford it, 
especially in safety–critical areas where accurate information is essen
tial. It is not clear how much difference exists between the paid and free 
versions, which may affect the reliability of research results. Future 
studies should address these issues and assess the potential conse
quences of inequitable access to reliable information. 

7. Conclusion 

The present study analysed the information and advice provided by 
ChatGPT on various safety-related topics. The results showed that the 
advice was consistent with evidence-based guidelines, but over
simplified and mostly untraceable due to a lack of cited sources. The 
study also found that ChatGPT lacked reflection on conflicts and gaps in 
evidence and sometimes made incorrect or potentially harmful state
ments, highlighting the need for expert verification. In some cases, 
ChatGPT failed to mention that the evidence was disputed, under 
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review, or ill-advised. Thus, it is advised to exercise caution when using 
ChatGPT for safety-related information and advice, and always seek 
expert sources. ChatGPT’s safety advice also tends to emphasise indi
vidual responsibility over systemic and shared responsibility, and may 
be subject to an ecological fallacy, leading to generic advice that may 
not be applicable to certain groups or contexts. Additionally, the infor
mation and advice provided by ChatGPT is primarily relevant to high- 
income countries, potentially neglecting information relevant to low- 
and middle-income countries. These limitations highlight the need for 
further ethical considerations and safeguards to ensure that users un
derstand the limitations of ChatGPT and receive appropriate advice. 
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