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A B S T R A C T

This paper presents a novel, unified approach for generating high-quality datasets for training machine-learned
models for real-time security assessment in power systems. Synthetic data generation methods that extrapolate
beyond historical data can be inefficient in generating feasible and rare operating conditions (OCs). The
proposed approach balances the trade-off between historically relevant OCs and rare but feasible OCs. Unlike
conventional methods that rely on historical records or generic sampling, our approach results in datasets that
generalise well beyond similar distributions. The proposed approach is validated through experiments on the
IEEE 118-bus system, where a decision tree model trained on data generated using our approach achieved 97%
accuracy in predicting the security label of rare OCs, outperforming baseline approaches by 41% and 20%.
This work is crucial for deploying reliable machine-learned models for real-time security assessment in power
systems undergoing decarbonisation and integrating renewable energy sources.
1. Introduction

The power system is undergoing a massive decarbonisation effort by
introducing renewable energy sources interfaced with converter-based
electronics [1]. This integration ushers a new era of power systems op-
erations, primarily via the introduction of high levels of uncertainty [2]
in power generation, together with faster and more complex dynamics
in power systems operations [3]. Conventional reliability management
designed on legacy power systems relies on assessing the static security
for a few pre-select faults. However, this approach to reliability man-
agement is unsuitable for tractably analysing the security and adequacy
of emerging power grids with low inertia, specifically when assessing
dynamic security. An example of this intractability is that a single
dynamic security assessment using time-domain simulations can take
up to 56 s in large systems [4]. However, to ensure dynamic system
security, the system operator (SO) needs to carry out several thousand
assessments for multiple operating conditions (OCs) and contingencies.

Machine learning (ML) is promising to improve the situational
awareness of SOs without falling into tractability issues [4]. Specifi-
cally, ML’s ability to infer complex underlying relationships from large
and varied datasets and subsequently perform high-speed predictions
makes it a competitive alternative to conventional time domain simu-
lations. In recent years, there has been a rise in research outputs in the
power system community that investigate how to implement ML in con-
trol rooms for power systems operation [5–7]. For security assessment,
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the ML model learns the security boundary to categorise whether the
system in the current OC survives a contingency, labelled as secure or
insecure. There, some of the research focuses on efficiently optimising
the different stages of the ML workflow, viz: data generation [8],
data pre-processing, model training [9] and model evaluation [10].
As ML becomes even more crucial for learning the dynamic security
boundary [11] in low inertia systems [12], there is a renewed interest
in data generation approaches [13–18] and in more recent works [19–
25] to produce representative datasets, especially as low quality data
leads to training inaccurate models.

The data generation phase of the ML-based security assessment
workflow is the first and arguably the most crucial part of the ML work-
flow, as model performance generally reflects the quality of the training
data [13]. The availability of data from increased monitoring via PMUs
and monitoring tools in control centres [26] suggests that recent works
on real-time probabilistic security assessment [10,27] are promising
even when there are changes in network topology [28]. However, using
only historical records as training data is insufficient [29], and hence
simulations are used to generate large synthetic datasets that cover
a variety of OCs. The state-of-the-art approaches that move beyond
historical records fall under one of three approaches: historical sampling,
generic sampling and importance sampling, each typically focusing on
maximising a specific property of what constitutes quality datasets,
vailable online 16 August 2023
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Nomenclature

Indices

𝑑 cardinality of set 𝛺𝑁

𝑚 index of power system observations
𝑛 index of power system variables

Sets

| ⋅ | cardinality of a set
𝛺𝐴 set of generated OCs in proposed phase A
𝛺𝐵 set of generated OCs in proposed phase B
𝛺𝐶 set of clusters in phase B
𝛺𝑔 set of generically generated feasible OCs
𝛺ℎ set of observed historical data
𝛺𝐽 set of contingencies
𝛺𝐾 subset of power system variables
𝛺𝑁 set of power system variables
𝛺𝑠 set of copula-based generated OCs
𝛺𝑔′′ set of all generically generated OCs
𝛺𝑔′ set of generically generated infeasible OCs

Parameters

𝜆 Wasserstein distance threshold
 number of samples to generate
𝜁 tolerance parameter
𝑄 covariance matrix
𝑇𝑛 target of variable 𝑛 ∈ 𝛺𝑁

𝑤𝑘 weight parameter

Variables

�̂� random variable approximating true distribution
𝑿 random variable representing true distribution
 security labels
𝑍 multivariate gaussian

Others

 entropy
 convex hull volume
𝑝 𝑝th order Wasserstein distance
𝛷(.) univariate normal CDF
𝛱1 share of OCs belonging to class 1
𝐶 copula function
𝐹 cumulative distribution function (CDF)
𝑋𝑚 vector of a generated OC
𝑋 matrix of power system OCs

espectively, historical relevance, coverage and discriminative relevance [4,
]. Historical relevance shows how much the generated OCs represent
istorical power systems operations through variable dependency struc-
ure. Coverage measures how much of the power system feasible region
he generated OCs span. Discriminative relevance depicts how much new
nformation the generated OCs add to training an ML model. However,
here are pending challenges to curating quality datasets for security
ssessment.

The complexity of the data generation challenge is primarily under-
cored by three contrasts that define quality datasets. An example of
hese contrasts is between historical relevance and coverage. Approaches
aximising coverage (e.g. [14–16,30]) aim to uniformly span all the
ossible feasible OCs (region A of Fig. 1) and do not consider the
2

Fig. 1. Quality datasets balance historical relevance ( ), coverage ( ), and
discriminative relevance ( ) so that ML-models can be trained for accurately
predicting secure ( ) and insecure ( ) OCs.

dependency structures between variables thereby sacrificing historical
relevance (region B of Fig. 1). While approaches that consider de-
pendency structures of variables via historical relevance (e.g. copula
modelling to capture complex non-gaussian marginal distributions and
non-linear multivariate dependencies [4,13], autoencoders and condi-
tional variational autoencoders [31]) do not consider other feasible
but rare OCs (region C of Fig. 1) thereby sacrificing coverage. Another
contrast is between historical relevance and discriminative relevance. Ap-
proaches that focus on historical relevance (region B of Fig. 1) aim
to mimic typical power systems operations and retain variable de-
pendency structures but do not generalise to OCs not in historical
records. While approaches that focus on discriminative relevance (line
D of Fig. 1) aim to target security decision boundaries, so-called high
information content regions but do not consider dependency structures
between variables that represent typical power system OCs. A further
contrast is between coverage and discriminative relevance. Approaches
that focus on maximising coverage may miss out on regions that span
the security boundary. While approaches that focus on discriminative
relevance assume a stationary security decision boundary and do not
generalise to ‘‘rare’’ OCs (region C of Fig. 1).

The existing gap of all the aforementioned state-of-the-art ap-
proaches for generating synthetic datasets for power system security
assessment is the lack of a unified approach to efficiently combine
all three contrasts of quality datasets. The Wasserstein distance [32]
addresses this gap and leverages advances in optimal transport re-
search [33] to deal with the comparison of distributions. This ability
to compare distributions allows trading-off historical relevance and
coverage of generated OCs thereby preserving relevant dependency
structures while generating rare OCs. The Wasserstein distance [32]
can be thought of in 1-dimension as the earth mover’s distance and
calculates how much work it takes to transport the mass of one
distribution to another. Besides its intuitiveness, the Wasserstein dis-
tance can make meaningful comparisons between distributions with
non-overlapping support unlike the popular Kullback–Leibler diver-
gence [34], and by extension the Jensen–Shannon divergence. Other
metrics include the total variation and Cramér distances [35], which
are generally considered as computationally efficient measures of dis-
tance, particularly for low-dimensional data. However, the Wasserstein
distance is preferred for distributions with complex structure and high
dimensionality [36]. While computing the Wasserstein distance [32]
in high dimensions is non-trivial, the Sliced-Wasserstein distance [37]
exploits the closed-form of projected one-dimensional distances and has
acceptable statistical and asymptotic properties.
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1.1. Contributions

The contribution of this paper is the efficient combination of the
three properties of historical relevance, coverage, and discriminative rel-
vance that were individually considered to generate quality datasets

in previous research. Our innovative algorithm creates generalised
datasets that are more representative, and relevant for many more
power system operating settings, therefore making the models trained
on our dataset more generic (for example, for higher renewable sce-
narios where limited historical training data is available). For the first
time, this paper proposes a novel unified approach that considers all
three properties that define quality datasets to generate information-
rich and historically relevant datasets while considering rare OCs to
train reliable models for power system security. The proposed approach
leverages advances in optimal transport research and introduces the
Wasserstein distance as a metric. The proposed metric allows to effi-
ciently combine historically relevant OCs modelled with copulas and
rare OCs modelled using state-of-the-art split-based generic sampling,
which improves the efficiency of data generation. Additionally, the
proposed approach uses entropy to redirect sampling to other regions
of the feasible space.

The rest of the paper is structured as follows: Section 2 introduces
state-of-the-art sampling approaches focusing on maximising single
properties and their limitations. Section 3 introduces the proposed
unified sampling approach. Section 4 illustrates case studies to compare
the performance of ML-models on various datasets. Section 5 concludes
the paper.

2. Single criterion-based sampling approaches

The three existing single criterion-based sampling approaches have
strengths and limitations for security assessments. Security assessment
𝑋 →  takes as an input the power system OCs 𝑋 and outputs
security labels  for a set of probable contingencies 𝛺𝐽 . The security
labels 𝑚

𝑗 ∈ {0, 1} ∀𝑗 ∈ 𝛺𝐽 represent secure and insecure OCs,
respectively, where 𝑚 is the index of OC 𝑋𝑚. Typically, the input
variables are the static pre-fault set-point of all generators and loads.
These input variables define the OC 𝑋𝑚 and are bounded by the
power system’s physical limits, such as generator limits, line limits, and
complex network constraints.

The first two types of sampling approaches, historical and generic
sampling, focus on generating representative pre-fault OCs 𝑋. Impor-
tance sampling approach focuses on generating 𝑋 aiming at the inverse
 → 𝑋 by targeting information-rich regions �̂� ⊆ 𝛼, where 𝛼 denotes
he feasible space containing all possible OCs 𝑋. Each approach subse-
uently focuses on a specific property and has an associated metric to
easure sampling quality.

.1. State-of-the-art historical sampling

Historical sampling focuses on the historical relevance property of
sampling quality. Historical sampling approaches aim to generate similar
OCs to observed historical data by learning the underlying distribution
and the dependency structures of historical data. The set of historical
observations is 𝛺ℎ with the data 𝑋𝑚

𝑛 ∀ 𝑛 ∈ 𝛺𝑁 , 𝑚 ∈ 𝛺ℎ, where
𝑁 is the set of power systems variables (e.g. loads and injections).
or simplicity, we denote 𝑋𝑛 as a vector of all observations for the
th variable, 𝑋𝑚 as a data vector for the 𝑚th observation and 𝑑 =
𝛺𝑁

| as the cardinality of set 𝛺𝑁 . From a statistical perspective, the
istorical data in 𝛺ℎ are assumed to be drawn from an unknown
rue distribution, represented by the continuous random variable 𝑿.
historical sampling approach starts by approximating this true dis-

ribution’s random variable 𝑿 by fitting a statistical model �̂� to the
bserved data 𝛺ℎ. Then, the approach applies Monte Carlo sampling.
onte Carlo sampling is widely used to randomly sample probability
3

istributions to generate new data. A challenge of historical sampling is s
the separation of marginal distributions from a multivariate distribu-
tion with non-linear dependencies, as power system OCs are typically
load and generator injection profiles with non-linear dependencies
such as renewables. Previous works [4,38,39] consider copula-based
sampling models (CSM) in power systems, as copulas can separate
the dependency structure of marginal distributions from a multivariate
distribution. Another challenge is that OCs can be observed in disjoint
clusters that follow distinct statistical characteristics due to unique
power system modes, e.g., considering different seasons or times of the
day. Previous work in [13] partitions the observed data 𝛺ℎ into distinct
clusters of similar characteristics profiles. While computing the copula
model for stochastic variables like wind farms in high dimensions is
not trivial, pair-copula decomposition can mitigate the computational
burden. This work approximates 𝑿 using a combination of copulas and
clustering.

A 𝑑-dimensional copula, 𝐶 ∶ [0, 1]𝑑 ∶→ [0, 1] is a cumulative distri-
bution function (CDF) with uniform marginals that provides a suitable
way to separate the marginal distributions of 𝑋𝑛 from their depen-
dency structure. The multivariate CDF, 𝐹𝑋 , with marginal distributions
𝐹1,… , 𝐹𝑑 is then

𝐹𝑋 (𝑋1,… , 𝑋𝑑 ) = 𝐶
(

𝐹1(𝑋1),… , 𝐹𝑑 (𝑋𝑑 )
)

(1)

which represents Sklar’s theorem [40]. The copula, 𝐶 is unique if
all the marginal distributions 𝐹1,… , 𝐹𝑑 are continuous. Without loss
of generality to other variations of copulas, a single 𝑑-dimensional
Multivariate Gaussian (MG) copula can model the dependency structure
parameterised by the correlation matrix 𝑄 as

𝑄(𝒖) ∶= 𝛷𝑄

(

𝛷−1(𝑢1),… , 𝛷−1(𝑢𝑑 )
)

(2)

here 𝛷(.) is the standard univariate normal CDF, 𝛷𝑄(.) is the joint
DF of a MG variable with mean 𝜇 = 0, covariance matrix 𝛴 = 𝑄,
ith uniform marginals 𝑢𝑛 = [0, 1], and 𝒖 = (𝑢1,… , 𝑢𝑑 ). The correlation

matrix can be transformed using the Cholesky decomposition 𝑄 = 𝐴𝑇𝐴,
where 𝐴 is the lower triangular matrix of 𝑄.

The sampling from a MG CSM follows Algorithm 1, where the set
of OCs generated with historical sampling 𝛺𝑠 = {} is initially empty.
The algorithm then partitions the observed data 𝛺ℎ into one of  ∈ N
pre-defined clusters. Then, for each independent cluster 𝑙 ≤ , the
algorithm generates a random MG variable 𝒁 ∼ MG𝑑 (𝟎, I𝒅), where I𝑑
is the 𝑑-dimensional identity matrix. The algorithm then determines
𝜷 = 𝐴𝑇𝑍, and computes 𝑼 = (𝛷(𝛽1),… , 𝛷(𝛽𝑑 )), whose distribution
epresents the MG copula from Eq. (2) s.t. Prob(𝑈1 ≤ 𝑢1,… , 𝑈𝑑 ≤ 𝑢𝑑 ) =
𝑄(𝛷−1(𝑢1),… , 𝛷−1(𝑢𝑑 )). Using the copula property of invariance under
onotonic transformations, a resulting random OC 𝑚 with data vector
̂ 𝑚 = (�̂�𝑚

1 ,… , �̂�𝑚
𝑑 ) is obtained via the standard inverse transform

ethod along each dimension such that �̂�𝑚
𝑛 = 𝐹−1

𝑛 (𝑈𝑛). The CSM stops
fter 𝑠 ∈ N OCs are generated and added to 𝛺𝑠 ⟵ 𝑚. |𝛺𝑠

| is the
ardinality of the set. Previous works have explored more complex
opula representations, including C and D vine copulas [13,41]. In this
ork, the choice of the Gaussian copula as a representative method
istorical sampling is due to its simplicity and scalability in higher
imensions.

An advantage of historical sampling is that the set of generated OCs
𝑠 retains the dependency structure of observed historical records 𝛺ℎ.
limitation of historical sampling is that �̂� can only generate OCs 𝛺𝑠

hat are statistically similar to OCs in historical records 𝛺ℎ.

.2. State-of-the-art generic sampling approach

Generic sampling focuses on maximising coverage of a broad spec-
rum of varying and physically feasible OCs. Generic sampling ap-
roaches in power systems typically involve stratified sampling, such
s the Latin Hypercube Sampling [14–16] and, recently, the sequential

plit-based sampling [30].
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Algorithm 1 Copula-based Historical Sampling

Require: 𝛺ℎ, 𝛺𝑠 = {}, 𝑠, 𝑙 = 1,  ∈ N
1: Segment 𝛺ℎ into  disjoint clusters
2: Define arbitrary covariance matrix 𝛴
3: Compute Spearman correlation matrix 𝑄
4: Compute the Cholesky decomposition 𝑄 = 𝐴𝑇𝐴
5: for 𝑙 ≤  do
6: while |𝛺𝑠

| ≤ (⌈ 𝑠

 ⌉ × 𝑙) do
7: Compute 𝒁 = MG𝑑 (𝟎, I𝒅)
8: Determine 𝜷 = 𝐴𝑇𝑍
9: Compute 𝑼 = (𝛷(𝛽1),⋯ , 𝛷(𝛽𝑑 ))

10: Compute �̂�𝑚
𝑛 = 𝐹−1

𝑛 (𝑈𝑛) ∀ 𝑛 ∈ 𝑁
11: 𝛺𝑠 ⟵ 𝑚
12: end while
13: 𝑙 = 𝑙 + 1
14: end for

Algorithm 2 presents this generic sampling model (GSM) to generate
set of OCs 𝛺𝑔 that are uniformly distributed across the entire feasible

space while ensuring that the physical constraints that represent power
systems equality 𝑔(𝑋�̃�) = 0 and inequality ℎ(𝑋�̃�) ≤ 0 constraints
(e.g., nodal balance, line flow, voltage, phase angle, and generator
limits) are met for each generated OC �̃� ∈ 𝛺𝑔 [30]. The generation
of OCs follows an exploration of the feasible space similar to a binary
tree search that sequentially bisects the input domain to create OCs at
specific targets 𝑇𝑛 ∀ 𝑛 ∈ 𝛺𝑁 .

minimise
𝑋�̃�

∑

𝑘∈𝛺𝐾

𝑤𝑘(𝑋�̃�
𝑘 − 𝑇𝑘)2

subject to 𝑔(𝑋�̃�) = 0

ℎ(𝑋�̃�) ≤ 0

(1 − 𝜁 )𝑇�̃� ≤ 𝑋�̃�
�̃�
≤ (1 + 𝜁 )𝑇�̃�,

(3)

where 𝑤𝑘 and 𝜁 are weight and tolerance parameters. Each target 𝑇𝑛
s computed as the mid-way point between consecutively ordered OCs
(𝑓 )
𝑛 , 𝑋(𝑓+1)

𝑛 , such that |𝑋(𝑓 )
𝑛 −𝑋(𝑓+1)

𝑛 | is the largest Euclidean distance
and (𝑓 ) is the position of the 𝑓 th largest OC ∀ 𝑛 ∈ 𝛺𝑁 . 𝑇�̃� ∈ R is
the target computed at the maximum gap called the primary target.
𝛺𝐾 ⊂ 𝛺𝑁 is a randomly selected subset of all input variables. 𝛺𝑔′ is
the set of infeasible OCs and 𝛺𝑔′′ = 𝛺𝑔 ∪ 𝛺𝑔′ . At each iteration, the
algorithm updates the set of generated OCs 𝛺𝑔 ⟵ �̃� with the new
OC if 𝑋�̃� is physically feasible, otherwise updates the infeasible set
𝛺𝑔′ ⟵ �̃�. The algorithm stops with a user-defined criteria |𝛺𝑔

| ≤ 𝑔 ,
where 𝑔 ∈ N.

Algorithm 2 Generic Split-based Sampling

Require: 𝛺𝑔 = {}, 𝛺𝑔′ = {}, 𝛺𝑔′′ = {}, 𝑔 , 𝑤𝑘, 𝜁
1: while |𝛺𝑔

| ≤ 𝑔 do
2: Sort 𝛺𝑔′′ ∀ 𝑛 ∈ 𝛺𝑁

3: Compute 𝑇𝑛 ∀ 𝑛 ∈ 𝛺𝑁 ∶ 𝑇𝑛 =
𝑋(𝑓 )
𝑛 +𝑋(𝑓+1)

𝑛
2 +𝑋𝑛,

4: Select 𝑛 = �̃� ∶ max(|𝑋(𝑓 )
𝑛 −𝑋(𝑓+1)

𝑛 |) ∀ 𝑛 ∈ 𝛺𝑁

5: Randomly select 𝛺𝐾 ⊂ 𝛺𝑁

6: Solve optimisation (3)
7: if 𝑔(𝑋�̃�) ≠ 0 then
8: 𝛺𝑔′ ⟵ �̃�
9: else if 𝑔(𝑋�̃�) == 0 then
0: 𝛺𝑔 ⟵ �̃�
1: end if
2: 𝛺𝑔′′ = 𝛺𝑔 ∪𝛺𝑔′

13: end while

An advantage of generic sampling is that the set of generated feasible
Cs 𝛺𝑔 covers a much larger volume  of the feasible space as
ompared with the set of OCs 𝛺𝑠 generated by the CSM in Section 2.1,
4

𝛺𝑔 ≫ 𝛺𝑠 . 𝛺 is the volume covered by the OCs in 𝛺. This increase in
olume results from the exploration of new OCs that are not presented
n historical records. A limitation of generic sampling is that the set
f generated OCs 𝛺𝑔 is missing relevant information like dependency
tructures between variables. As the correlation information from the
orrelation matrix 𝑄 is not considered, many generated OCs may be
rrelevant, either as probable OCs or in enhancing the discriminative
nformation for the mapping 𝑋 →  .

.3. State-of-the-art importance sampling approach

Importance sampling approaches focus on the discriminative relevance
roperty of sampling quality and aim to maximise the information
ontent for the security assessment 𝑋 →  , as the goal of ML-based
ecurity analysis is the correct prediction of security labels for OCs.
hese approaches assume the existence of an information-rich region
area around line D of Fig. 1) �̂� ⊆ 𝛼 as a subset of the feasible space
that can be explicitly specified [14,29] or obtained from initial OCs

uch that the entropy  of the set of OCs (e.g. 𝛺𝑠) is maximised [8,42]

=
𝑏
∑

𝑖=1
−𝛱 𝑖

𝛺𝑠 log2 𝛱 𝑖
𝛺𝑠 (4)

is the number of disparate labels, usually 𝑏 = 2 for secure and insecure
abels. 𝛱 𝑖

𝛺𝑠 =
|𝛺𝑠

𝑖 |

|𝛺𝑠
|

is the share of OCs that have label 𝑖, where |𝛺𝑠
𝑖 | is the

number of OCs in 𝛺𝑠 with label 𝑖, i.e. 𝛺𝑠 =
⋃𝑏

𝑖=1 𝛺
𝑠
𝑖 . The maximisation

of entropy allows importance sampling approaches to generate datasets
according to the probability distribution of the security boundary area.

An advantage of importance sampling approaches is the generation
of balanced datasets by sampling on both sides of the security de-
cision boundary (see line D of Fig. 1) as the result of interpolating
between secure and insecure OCs [42]. Otherwise, by fitting a mul-
tivariate distribution of feasible OCs within the secure feasible space
and generating new OCs [15]. This crucial advantage ensures that the
resulting database does not suffer from a class imbalance that can
affect ML models’ performance. A limitation of importance sampling
is the exclusion of large regions of the feasible space to focus on a
specific region of interest �̂� ⊆ 𝛼 in high-dimensional feasible spaces
R𝑑 , 𝑑 ≫ 1. Additionally, Importance sampling does not consider the
dependency structures of power system variables and can miss on
relevant information like different operating modes and seasonality.

3. Proposed unified sampling approach

The proposed approach has two phases: a knowledge discovery
phase of generating feasible and diverse pre-fault OCs 𝑋 and a dataset
enrichment phase to generate pre-fault OCs relevant for security assess-
ment 𝑋 →  . In the knowledge discovery phase (phase A in Fig. 2),
the proposed approach trades off copula-based historically relevant
OCs and uniformly distributed OCs. This trade-off combines the two
properties of maximising coverage while retaining historical relevance.
In the dataset enrichment phase, the proposed approach identifies the
most information-rich region of the feasible space to initialise new
pre-fault OCs using entropy.

3.1. Knowledge discovery: trading off historical and rare OCs

The trade-off in the knowledge discovery phase between historical
relevance and coverage of OCs minimises the maximum distance be-
tween the distribution of the generated OCs and a target probability
distribution. Here, the target distribution is the historical distribution
which retains the variable dependency structures, for instance, between
generation and loads. The proposed Wasserstein distance helps to find
a good trade-off by computing the distance between two probability

measures.
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Fig. 2. Proposed unified sampling considering all three properties of quality datasets. Phase A combines generic and copula-based historical sampling to generate historically
relevant and diverse pre-fault OCs. Phase B directs generating labels to entropy-rich regions.
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Definition. We define 𝑝(𝑿) ∀ 𝑝 ≥ 1 as the set of probability
distributions 𝑝(𝑿) = {𝜂 ∈ (𝑿) ∶ ∫𝑿 ‖𝑿‖

𝑝𝑑𝜂(𝑿) < +∞}. The 𝑝th
order Wasserstein distance 𝑝 ∀ 𝜂, v ∈ 𝑝(𝑿) is

𝑝(𝜂, v) ≡ inf
𝛾∈𝛤 (𝜂,v)∫R𝑑×R𝑑

‖𝑿 − �̂�‖

𝑝
𝑑𝛾(𝑿, �̂�) (5)

where 𝛤 (𝜂, v) is the set of all joint probability distributions on 𝛾 de-
fined on R𝑑 × R𝑑 with respective marginal distributions 𝜂 and v. The
Wasserstein distance has a closed form of

𝑝 =

(

∫

1

0
|𝐹−1

𝜂 − 𝐹−1
v |

𝑝𝑑𝛾(𝜂, v)

)1∕𝑝

(6)

for one-dimensional measures, where 𝐹𝜂 and 𝐹v represent the respective
cumulative distributions of 𝜂 and v. We assume two sets of OCs, 𝛺ℎ

and 𝛺
ℎ

with data matrices 𝑋 and 𝑋, where the data 𝑋𝑚 corresponds
to 𝑚 ∈ 𝛺ℎ (and equivalently for 𝛺

ℎ
). The Wasserstein distance between

he corresponding data 𝑋 and 𝑋 is

2(𝛺ℎ, 𝛺ℎ) = min
𝛾∈𝛤 (𝑋,𝑋)

|𝛺ℎ
|

∑

𝑚=1

|𝛺
ℎ
|

∑

𝑚=1
𝛾𝑚,𝑚 𝐷(𝑋𝑚, 𝑋

𝑚
), (7)

where 𝛾 is a joint distribution over the two matrices, 𝛤 (𝑋,𝑋) is the
set of all joint distributions, and 𝐷(𝑋𝑚, 𝑋

𝑚
) is the Euclidean distance

etween the 𝑚-th row of 𝑋 and the 𝑚-th row of 𝑋. Here, the second-
order Wasserstein distance is the sum of the distances between each
pair of OCs multiplied by the amount of probability mass that must
be moved and effectively measures the ‘‘distance’’ between the two
matrices of OCs in terms of how much ‘‘work’’ must be done to
transform one matrix of OCs into the other. An example in Fig. 3
visualises the Wasserstein distance between two probability distribu-
tions, 𝑃 (𝑋) and 𝑃 (𝑋). The larger the Wasserstein distance between
any two probability distributions, the more dissimilar they are. The
proposed Wasserstein distance thus allows comparing the probability
distributions of synthetically generated OCs 𝛺𝐴 with historical data
𝛺ℎ. This comparison ensures that the distribution of synthetic OCs does
not deviate beyond a user-defined threshold distance 𝜆 ∈ N from the
historical data distribution, ensuring the dependency between power
loads and generators is preserved. This proposal thus allows synthetic
OCs to retain the two properties of historical relevance and coverage.

Algorithm 3 presents the proposed trade-off between coverage and
historical relevance using the proposed Wasserstein distance. The algo-
rithm starts with an empty set of generated OCs 𝛺𝐴 = {}. Subsequently,
a copula-based model �̂� generates historically relevant OCs 𝛺𝑠 based
on available historical data 𝛺ℎ. Only the OCs �̃� ∈ 𝛺𝑠 that satisfy the
5

p

Algorithm 3 Proposed Unified Sampling: phase A

Require: 𝛺𝐴 = {}, 𝛺𝑠 = {}, 𝜆, 𝛺ℎ, �̂�
1: Execute Alg. (1) to generate set of OCs 𝛺𝑠 using �̂�
2: 𝛺𝐴 ⟵ �̃� ∶ 𝑔(𝑋�̃�) = 0, ℎ(𝑋�̃�) ≤ 0 ∀ �̃� ∈ 𝛺𝑠

3: while 2(𝛺𝑠, 𝛺𝐴) ≤ 𝜆 do
4: Execute Alg. (2) to generate set of OCs 𝛺𝑔

5: 𝛺𝐴 ⟵ 𝛺𝑔

6: end while

Fig. 3. Wasserstein distance between two probability distributions 𝑃 (𝑋) and 𝑃 (𝑋) is
analogous to the amount of ‘work’ to transform one distribution into another. ‘Work’
is the distance moved multiplied by the probability ‘mass’ at that distance.

power system constraints 𝑔(𝑋�̃�) = 0, ℎ(𝑋�̃�) ≤ 0 (e.g., nodal balance,
ine flow, voltage, phase angle, and generator limits) are considered and
erve as a baseline target distribution. The OCs that satisfy the power
ystem constraints populate the set 𝛺𝐴 ⟵ 𝛺𝑠. The algorithm sorts the
et 𝛺𝐴 in ascending order for each variable. Then, for a pre-defined
asserstein distance threshold 𝜆 ∈ N, inserts new ‘‘rare’’ OCs using the

SM in Algorithm 1 such that 2(𝛺𝑠, 𝛺𝐴) ≤ 𝜆, which substitutes the
topping criterion that considers 𝑔 in Algorithm. 2. 𝜆 is a parameter
here the value is selected by the user based on acceptable trade-offs.

.2. Dataset enrichment and labelling: importance sampling in the context
f feasibility

The dataset enrichment and labelling phase of the proposed ap-

roach incorporates an entropy-informed re-sampling of pre-fault OCs
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Algorithm 4 Proposed Unified Sampling: phase B

Require: 𝛺𝐴, 𝛺𝐵 = {}, 𝐵 , 𝐾
1: Segment 𝛺𝐴 into 𝐾 disjoint clusters
2: Identify 𝛺𝐴

�̂�
∶ �̂� = max(1,⋯ , 𝐾 )

3: Compute [𝜌
𝑛
, 𝜌𝑛],∀ 𝑛 ∈ 𝛺𝑁 for cluster 𝛺𝐴

�̂�
with �̂�

4: 𝛺𝐵 ⟵ 𝛺𝐴
�̂�

5: while |𝛺𝐵
| ≤ 𝐵 do

6: Execute Alg. (2) ∶ 𝜌
𝑛
≤ 𝑋�̃�

𝑛 ≤ 𝜌𝑛,∀ 𝑛 ∈ 𝛺𝑁

7: 𝛺𝐵 ⟵ 𝛺𝑔

8: end while

shown as phase B in Fig. 2. This phase aims to improve the knowledge
discovery phase by focusing on information-rich regions of the feasible
space.

Algorithm 4 presents phase B of the proposed unified sampling
approach. After the initial generation of |𝛺𝐴

| pre-fault OCs 𝛺𝐴 using
Algorithm 3, we perform dynamic simulations 𝑋 →  to obtain the
security labels

𝑚
𝑗 = {0, 1}, ∀ 𝑚 ∈ 𝛺𝐴, ∀ 𝑗 ∈ 𝛺𝐽 (8)

for the set of probable contingencies 𝛺𝐽 . Subsequently, for each con-
tingency 𝑗 ∈ 𝛺𝐽 , the algorithm segments the OCs in 𝛺𝐴 using K-means
clustering into 𝐾 ∈ N clusters. An example in Fig. 4 illustrates this
phase of the proposed approach on three clusters 𝐾 = 3. The set of OCs

𝛺𝐴 =
⋃

∀𝑘∈𝛺𝐶

𝛺𝐴
𝑘 (9)

is segregated into 𝐾 distinct clusters where 𝛺𝐴
𝑘 is the set of OCs in 𝛺𝐴

belonging to cluster 𝑘 and 𝛺𝐶 is the set of all clusters |𝛺𝐶
| = 𝐾. In

Fig. 4, the circles show the entailing OCs 𝛺𝐴
𝑘 belonging to each cluster

𝑘 = 1, 2, 3. Each of these clusters 𝑘 has an entropy 𝑘 computed as in
Eq. (4) substituting 𝛺𝑠 = 𝛺𝐴

𝑘 . The cluster �̂� is the cluster that has the
highest entropy

�̂� = max(𝑘| ∀ 𝑘 ∈ 𝛺𝐶 ) (10)

with OCs 𝛺𝐴
�̂�

. Subsequently, to improve the dataset generated from the
knowledge discovery phase 𝛺𝐴, we focus on data 𝑋𝑚

𝑛 , 𝑚 ∈ 𝛺𝐴
�̂�

and
compute the bounds of the cluster with the maximum entropy 𝛺𝐴

�̂�
⊂ 𝛺𝐴

to form a hypercube.

𝜌
𝑛
= min(𝑋𝑚

𝑛 | ∀ 𝑚 ∈ 𝛺𝐴
�̂�
) ∀ 𝑛 ∈ 𝛺𝑁 (11)

𝜌𝑛 = max(𝑋𝑚
𝑛 | ∀ 𝑚 ∈ 𝛺𝐴

�̂�
) ∀ 𝑛 ∈ 𝛺𝑁 (12)

Using the bounds [𝜌
𝑛
, 𝜌𝑛],∀ 𝑛 ∈ 𝛺𝑁 as additional inequality constraints

𝜌
𝑛
≤ 𝑋�̃�

𝑛 ≤ 𝜌𝑛,∀ 𝑛 ∈ 𝛺𝑁 , (13)

in optimisation (3), we generate new pre-fault OCs using Algorithm 2.
The sampling stops after generating a user-defined 𝐵 OCs. The final
training dataset is then augmented by the pre-fault OCs 𝛺𝐵 and their
respective labels 𝑚

𝑗 = {0, 1}, 𝑚 ∈ 𝛺𝐵 , 𝑗 ∈ 𝛺𝐽 obtained using dynamic
simulations for each contingency.

4. Case study

This section examines the effectiveness of the proposed unified
sampling approach in generating historically relevant, representative,
and balanced datasets for training ML models for security assessment.
The first study investigates the trade-off between historical relevance and
coverage. The second and third studies focus on the historical relevance
and coverage metrics, respectively. The fourth and fifth studies analyse
the results of security assessments using ML models trained on different
databases. The final study presents the results of balancing the label
distribution.
6

Fig. 4. Proposed phase B computes the entropy of clusters with OCs that are secure
( ) and insecure ( ). The cluster with the largest entropy initialises the bounds for
resampling using Algorithm 2.

4.1. Test system and assumptions

The case studies use the IEEE 118-bus system [43] shown in Fig. 5,
where the observed historical data contain 14.250 measurements at
5min intervals for a period in 2012 provided by the French Trans-
mission SO, RTE. The original dataset spanned over 7,000 load points
and 200 wind turbines and was projected relative to the upper limit in
the snap-shot onto the IEEE 118-bus test system [44]. We consider a
broader and generic definition of uncertainty to represent noise that
can be present in historical data. However, noise can also be explicitly
considered in our approach. For generating the pre-fault OCs, a DC ap-
proximation (of the optimal power flow) is sufficient to demonstrate the
challenge and proposed solution. Therefore, we use only active power
loads to model and validate the compared approaches. If required,
reactive power loads can be similarly modelled. We considered  = 10
disjoint clusters to capture different operation modes. Subsequently,
we generate 5,000 OCs (representing loads) using all the approaches
in contention. The baselines are the historical model (HM), CSM, and
GSM, against the proposed unified sampling model (USM). The HM
is data from historical records, the CSM, GSM and the proposed USM
(A) and USM (B) approaches are as described in Algorithms 1, 2, 3,
4 respectively. We study USM (A) and USM (B) separately, denoting
phases A and B. 𝐾 = 10 clusters were used when studying USM (B)
(𝐾 = 10 was also selected in [13]). The observed historical data were
randomly split into training, and testing sets in the ratio of 80:20, and
the training set was used to build the CSM.

For the transient studies, a three-phase fault is simulated at bus 12,
15, 49 and 80 for all OCs at time 0.5 s. The fault is cleared by opening
the line between buses 12 and 14 after 0.2 s. The transient stability was
analysed for 10 s. The post-fault OC was considered as secure (𝑚

𝑗 = 0)
if the difference between any two generator phase angles is less than
180°, otherwise, the OC is considered insecure (𝑚

𝑗 = 1).
For the security assessment, decision trees (DTs) were trained using

the CART algorithm [45]. The training settings were set to their default
values, except for using Gini impurity to measure the quality of splits
instead of entropy and limiting the maximum depth of the trees to 5
(similar as in [46]). The data was split into a training set and a testing
set in a 75: 25 ratio, with the feature variable 𝑋 and the labels  serving
as the inputs for training the classifier. To address underfitting or
overfitting, 10-fold cross-validation was applied and one DT was trained
for each contingency ∀𝑗 ∈ 𝛺𝐽 . We consider the F1-score = 2𝑇 𝑝

2𝑇 𝑝+𝐹𝑝+𝐹𝑛
to measure the test accuracy of the DTs, where 𝑇 𝑝, 𝐹𝑝, 𝐹𝑛 are the
true positives, false positives and false negatives, respectively. Testing
data can be used to assess if a trained model performs well. If the
performance metric on the testing data is high, we infer that enough
data has been used for training. The standard nonparametric two-
sample tests from the literature are used to measure historical relevance,



International Journal of Electrical Power and Energy Systems 154 (2023) 109427A.-A.B. Bugaje et al.
Fig. 5. Single line diagram of the IEEE 118 bus test system showing fault locations at buses 12, 15, 49 and 80.
Fig. 6. The relationship between relative volume ̂ and Wasserstein distance threshold
𝜆. ̂ increases with the number of generated OCs and plateaus around 𝜆 ≥ 10.

the Kolmogorov–Smirnov (K–S) test and the multivariate energy test.
The K–S test investigates whether the generated data from �̂� can
reconstruct the marginal distributions of the true distribution, while
the energy tests show how much variable dependency is maintained in
the generated dataset. Finally, The convex hull volume  occupied by
the generated dataset is used to compare the coverage of OCs generated
by the three models.

All optimisation problems were implemented using the package
Pyomo 5.6.8 [47] in Python 3.7.4, and the DC approximation was
solved using Gurobi 9.5.0 [48] while using IPOPT 3.13.2 [49] for the
AC models of the networks. The DTs were trained with the scikit-
learn package version 0.18.1 [50]. The ODEs were solved to simulate
the transients using odeint in scipy. All studies were conducted on a
standard Windows HP desktop running an Intel(R) processor with 64
GB of RAM.

4.2. Trading-off historical relevance and coverage

This section studies the trade-off between historical relevance and
coverage properties of the proposed USM. This trade-off is achieved
via the proposed Wasserstein distance  . By adjusting the threshold
7

𝑝

𝜆 of the acceptable Wasserstein distance 𝑝, the proposed USM can
generate new OCs that explore the feasible space.

The result in Fig. 6 shows the coverage metric, ̂ , and the threshold
𝜆 on the Wasserstein metric, which measures similarity to historical
data as new samples are generated. 𝜆 plateaus around 𝜆 ≈ 10. As a
result, subsequent case studies consider the USM approach until 𝜆 ≤ 10.
However, note that 𝜆 ≤ 10 is valid only for this case study and would
need to be calculated for other test systems and datasets based on
the defined objectives. Fig. 7(a) shows many experiment variations,
specifically, the distribution of 1,000 𝑝 tests between 250 randomly
selected OCs from the observed historical dataset 𝛺ℎ and the baseline
approaches, the proposed USM, CSM, and GSM. The closer the averages
are to 0, the closer the distributions are to the historical distribution.
The proposed USM is between CSM and GSM, balancing these two
approaches by varying the threshold 𝜆 of the acceptable Wasserstein
distance 𝑝 to the target distribution. This trade-off allows the pro-
posed USM to generate historically relevant datasets that sufficiently
cover the feasible space simultaneously.

4.3. Historical relevance

This case study investigates the historical relevance of the proposed
USM (A) and the baseline approaches (HM, CSM, and GSM) using
standard statistical two-sample tests. The study randomly generates
1,000 sets of 0.5% of the generated data and compares them to a
set of randomly generated 0.5% of observed historical test data. The
distribution of the 𝑝-values from the 1,000 energy tests and 1,28,000
K–S tests for each approach are compared and presented in Figs. 8(a)
& 8(b), respectively. For both tests, the null hypothesis assumes data
from any two disparate approaches in comparison come from the same
model and follow a similar distribution. Therefore, the 𝑝-values should
be uniformly distributed. As a baseline for comparison, the solid black
line in Figs. 8(a) & 8(b) represents the CDF of the 𝑝-values that compare
data randomly drawn from the observed historical training dataset and
the test data. The larger the maximum difference between the CDFs of
𝑝-values, the more dissimilar the two datasets are.

The results show that the CSM approach outperforms GSM, as its

𝑝-values in the K–S and energy tests come closest to the solid black
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Fig. 7. Boxplots showing mean ( ) and median ( ) values of 1,000 randomly selected OCs from different approaches corresponding to (a) the proposed 𝑝 and (b) the
normalised  .
Fig. 8. CDF of 𝑝-values corresponding to historical data ( ), CSM ( ), GSM ( ), and the proposed USM (A) ( ) for (a) energy tests and (b) K–S tests.
line of HM. This result is consistent with previous research as CSM can
effectively model and capture marginal distributions and dependency
structure of variables in higher dimensions. GSM has all 0 𝑝-values
for all tests and does not capture the marginal distribution as well, as
evidenced by the K–S tests in Fig. 8(b). Notably, in Figs. 8(a) & 8(b),
the proposed USM (A) preserves most of the marginal distributions
while maintaining a significant variable dependency information, even
though the CSM outperforms in that regard.

4.4. Coverage

This case study assesses the coverage of generated datasets from
the proposed USM (A), CSM and GSM. The results shown in Fig. 7(b)
present the volume  covered by the generated OCs of the different
approaches for 1.000 different realisations of variable selection, �̂�𝑁 ⊂
𝛺𝑁 , with a cardinality of |�̂�𝑁

| = 3. The  values in the figure
are normalised by the minimum volume value computed using the
historical data, 𝛺ℎ, for the selected �̂�𝑁 variables, such that ̂ =


min(𝛺ℎ )

. Specifically, the figure shows that the datasets generated by
the proposed USM (A) and GSM have similar volume coverage, which
on average is significantly larger by as much as 4× more volume than
that of CSM-generated datasets. Notably, the proposed USM approach
presents the best trade-off among the tested approaches as it covers
nearly the same volume as the GSM (90%), while also providing the
additional benefit of high historical relevance, as studied in Section 4.3.

4.5. Security assessment for out-of-distribution OCs

This study compares the performance of ML models trained on
datasets from the baseline approaches and tests the models on three
8

Table 1
Results for contingency representing a three-phase fault at bus 12.
Training data Testing data (F1-score) 𝛱1

historical generic rare
HM 0.89 ± 0.02 0.60 ± 0.21 0.55 ± 0.30 0.14
CSM 0.84 ± 0.04 0.56 ± 0.20 0.41 ± 0.23 0.13
GSM 0.76 ± 0.05 0.99 ± 0.01 0.71 ± 0.09 0.15
USM (A) 0.88 ± 0.03 0.96 ± 0.01 0.98 ± 0.01 0.17

Table 2
Results for contingency representing a three-phase fault at bus 15.
Training data Testing data (F1-score) 𝛱1

historical generic rare
HM 0.88 ± 0.02 0.49 ± 0.20 0.44 ± 0.15 0.13
CSM 0.82 ± 0.02 0.71 ± 0.16 0.66 ± 0.17 0.14
GSM 0.75 ± 0.07 0.97 ± 0.02 0.69 ± 0.11 0.15
USM (A) 0.86 ± 0.02 0.96 ± 0.02 0.98 ± 0.01 0.18

types of OCs: historical, generic (for data uniformly covering the feasi-
ble space) and rare (for data deviating from typical historical distribu-
tion).

The results in Tables 1–4 show the average and standard deviation
of F1-scores for 100 DT models, where the training and testing data
come from the different baseline approaches. The ‘rare’ OCs in the
testing set were randomly selected from data generated using the
proposed USM (A). The models trained on the proposed USM (A) data
achieved an average F1-score of at least 96% on these ‘rare’ OCs,
outperforming models trained on data from HM and CSM by 54%
and 57%, respectively, in contingencies 15 and 12. In contrast, models
trained on data from HM and CSM had the worst performance on these
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Fig. 9. Boxplots showing mean ( ) and median ( ) values for 100 models trained with different datasets to predict the post-fault status of a three-phase fault near buses
(a) 12 (b) 15 (c) 49 (d) 80. Both training and testing data follow a similar distribution.
‘rare’ testing OCs as this training data does not consider such rare cases
and is biased towards specific data from HM and CSM (e.g. does not
generalise well to data from USM (A) that we consider ‘rare’). GSM
aims to cover the feasible space uniformly, and the DTs trained on this
data performs well in some contingencies (e.g., 49 and 80) but still
does underperform when using data from the proposed USM (A) for
the DTs. These results suggest that the proposed USM (A) can support
the development of models that generalise better to OCs from other
distributions. For further comparisons, Table 1 presents an example for
contingency 12, where the DT models trained on datasets generated by
the proposed USM (A) achieved a high accuracy (F1-score of at least
86%), outperforming models trained on data from CSM and GSM in
predicting uniformly distributed and historical OCs, respectively, by as
much as 40% and 12%. A similar analysis can be made for the other
three contingencies in Tables 2–4.

The proposed USM (A) datasets resulted in DT models that are
(nearly) as accurate as DTs models with training and testing data from
the same distribution. For example, the USM (A) based DT models
were within 2% accuracy of the HM and CSM-based DTs in contin-
gencies 12 and 15. Also, the F1-scores tested on historical HM data on
contingencies 49 and 80 showed USM (A)-based DTs are as high as HM-
based DTs ( Table 4). In comparison, models trained on GSM datasets
have an accuracy within 13% when tested on the same historical data.
Additionally, models trained on USM (A) datasets were found to have a
maximum deviation of 4% accuracy from the best model performance
in all contingencies when tested on generic sampling data. In contrast,
models from HM or CSM can have an accuracy deviation of up to 48%
in all contingencies when tested on the same data. Importantly, these
results show that the proposed USM (A) performs with high accuracy
9

Table 3
Results for contingency representing a three-phase fault at bus
49.
Training data Testing data (F1-score) 𝛱1

historical generic rare
HM 0.97 ± 0.01 0.65 ± 0.16 0.60 ± 0.14 0.47
CSM 0.97 ± 0.01 0.64 ± 0.15 0.66 ± 0.17 0.46
GSM 0.93 ± 0.03 0.95 ± 0.01 0.93 ± 0.05 0.30
USM (A) 0.98 ± 0.01 0.91 ± 0.01 0.99 ± 0.01 0.48

Table 4
Results for contingency representing a three-phase fault at bus 80.
Training data Testing data (F1-score) 𝛱1

historical generic rare
HM 0.92 ± 0.01 0.53 ± 0.21 0.46 ± 0.18 0.27
CSM 0.91 ± 0.01 0.58 ± 0.35 0.56 ± 0.25 0.27
GSM 0.83 ± 0.06 0.97 ± 0.01 0.80 ± 0.09 0.18
USM (A) 0.92 ± 0.01 0.94 ± 0.01 0.96 ± 0.02 0.29

across all tested datasets, showing a high level of generalisability to
data from other distributions within our test settings.

4.6. Security assessment for similar distribution OCs

This study examines the performance of ML models trained and
tested on data from similar distributions.

The results in Fig. 9 show the distribution of F1-scores for 100 DT
models trained using different datasets to predict the post-fault status
of the system following four separate three-phase faults. The results
show that all databases can provide input to train accurate models
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𝛱

Table 5
Performance of USM (A) and USM (B) approaches for contingencies
representing a three-phase fault at buses 12 and 15.
Approach Contingency 12 Contingency 15

F1-score 𝛱1 F1-score 𝛱1

USM (A) 0.92 ± 0.02 0.17 0.91 ± 0.02 0.18
USM (B) 0.94 ± 0.01 0.27 0.95 ± 0.01 0.26

for testing data from the same distribution, with an F1-score ≥ 88%.
The results indicate that for contingencies with a more balanced share
of labels, such as the fault on bus 49 where the label distribution
𝛱1

𝛺𝐴 = 0.48, the proposed USM (A) outperforms the other approaches
(HM, CSM and GSM). However, for other contingencies, the model
trained on GSM datasets has better performance, as the OCs are more
uniformly distributed. Notably, the label distribution for GSM datasets
for contingency 49 is ≈ 34% lower than the other approaches (assuming
an ideal distribution 𝛱1 = 0.5) which explains the relatively poor
performance compared to the other models, albeit with an F1-score
≈ 95%.

4.7. Balancing the distribution

This section studies the performance of USM (B) as the share of
labels 𝛱1 could impact the performance of models and is thus an
important factor to consider when generating training OCs (as also
Section 4.5 showed). Therefore, this study focuses on contingencies
where the share of labels 𝛱1 ≪ 0.5, namely contingencies 12 and 14.
USM (B) is limited to generate 20% of |𝛺𝐴

|, e.g., 𝐵 = 0.2|𝛺𝐴
|.

The results in Table 5 show the performance of 100 DT models
trained with data from the two approaches, USM (A) and USM (B). The
results show that in contingency 12, the share of labels improved from
𝛱1

𝛺𝐴 = 0.17 to 𝛱1
𝛺𝐵 = 0.27 to and the corresponding F1-score from 0.92

to 0.94. Similarly in contingency 15, the share of labels improved from
1
𝛺𝐴 = 0.18 to 𝛱1

𝛺𝐵 = 0.26. Also, this improved label share improved
the F1-score from 0.91 to 0.95.

5. Conclusion

A crucial challenge is generating high-quality datasets for training
machine-learned models for real-time security assessment in power
systems. Conventional approaches have failed to generate datasets that
generalise well beyond similar distributions, resulting in models that
are not always accurate. To overcome this challenge, we proposed a
novel, unified approach for generating datasets that balance historical
relevance, coverage, and discriminative relevance. Our approach balances
historically relevant operating conditions (OCs) with rare but feasi-
ble OCs, leading to datasets representing the full range of possible
OCs. Experimental results on the IEEE 118-bus system demonstrate the
effectiveness of our approach. Our model trained on data generated
using our approach achieved an F1-score of 91% for different con-
tingencies and 96% accuracy in predicting the security label of rare
OCs, outperforming baseline approaches. We believe our work is an
important step towards developing new tools that enable the adoption
of machine learning for sensitive tasks such as security assessment in
power systems. Future work will investigate generating representative
samples for training machine learning security estimators by addition-
ally considering the discrete variable space, and a broader range of fault
scenarios and locations.
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