
 
 

Delft University of Technology

Limitations of the Tauc Plot Method

Klein, Julian; Kampermann, Laura; Mockenhaupt, Benjamin; Behrens, Malte; Strunk, Jennifer; Bacher, Gerd

DOI
10.1002/adfm.202304523
Publication date
2023
Document Version
Final published version
Published in
Advanced Functional Materials

Citation (APA)
Klein, J., Kampermann, L., Mockenhaupt, B., Behrens, M., Strunk, J., & Bacher, G. (2023). Limitations of
the Tauc Plot Method. Advanced Functional Materials, 33(47), Article 2304523.
https://doi.org/10.1002/adfm.202304523

Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.

https://doi.org/10.1002/adfm.202304523
https://doi.org/10.1002/adfm.202304523


https://onlinelibrary.wiley.com/action/showCampaignLink?uri=uri%3A080bd665-5b59-49eb-aab6-6033f4f17216&url=https%3A%2F%2Fcontent.knowledgehub.wiley.com%2Fnanoelectronics-and-its-new-materials-a-new-era-of-nanoscience%2F&pubDoi=10.1002/adfm.202304523&viewOrigin=offlinePdf


PERSPECTIVE
www.afm-journal.de

Limitations of the Tauc Plot Method

Julian Klein, Laura Kampermann, Benjamin Mockenhaupt, Malte Behrens,
Jennifer Strunk, and Gerd Bacher*

The Tauc plot is a method originally developed to derive the optical
gap of amorphous semiconductors such as amorphous germanium or silicon.
By measuring the absorption coefficient 𝜶(h𝝂) and plotting (𝜶hv)

1
2 versus

photon energy h𝝂, a value for the optical gap (Tauc gap) is determined. In
this way non-direct optical transitions between approximately parabolic bands
can be examined. In the last decades, a modification of this method for (poly-)
crystalline semiconductors has become popular to study direct and indirect
interband transitions. For this purpose, (ah𝝂)n (n = 1

2
, 2) is plotted against h𝝂

to determine a value of the electronic bandgap. Due to the ease of performing
UV–vis measurements, this method has nowadays become a standard to
analyze various (poly-) crystalline solids, regardless of their different electronic
structure. Although this leads partially to widely varying values of the respective
bandgap of nominally identical materials, there is still no study that critically
questions which peculiarities in the electronic structure prevent a use of the
Tauc plot for (poly-) crystalline solids and to which material classes this applies.
This study aims to close this gap by discussing the Tauc plot and its limiting fac-
tors for exemplary (poly-) crystalline solids with different electronic structures.
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1. Introduction

One of the most fundamental properties af-
fecting the electrical and optical behavior of
solids is the bandgap describing the ener-
getic barrier between the conduction and
the valence band. The size of the bandgap
allows for the classification of solids as in-
sulators, semiconductors, or metals[1,2] and
it determines at which energy a solid can
effectively absorb light. The interaction of
a material with light is important for ap-
plications in, e.g., optoelectronic compo-
nents or photocatalytic processes. In the
last decade, UV–vis measurements, and the
implementation of the so-called Tauc plot
have become an established and proba-
bly the most frequently used method for
determining bandgap values (Figure 1a).
Hereby, the measured absorbance is fitted
using simple power-law expressions from
which values for direct or indirect bandgaps
are derived.[3] Compared to other analysis
techniques, the relatively simple and fast

method of UV–vis spectroscopy enables the absorption behavior
of the material to be examined in a short time and thus promises
a fast access to the bandgap of solid materials. A look at the litera-
ture shows that besides elementary and compound semiconduc-
tors, 2D-materials and others, particularly the size of the bandgap
of metal oxides is often derived in this way (see Figure 1a). To
give a few examples, the Tauc plot method is used to determine
whether a GaAs compound can be applied in photonic devices,
ZnO can act as a transparent injection layer/electrode in opto-
electronic applications or TiO2 particles can function as absorber
in heterogeneous photocatalysis.[4]

The resulting values of the direct bandgap derived from the
Tauc plot method for the III–V and II–VI semiconductors GaN and
CdS are found to be between 3.3–3.45 eV and 2.27–2.61 eV, re-
spectively (Figure 1b, left panel). Values between 2.24 and 2.34 eV
are extracted for the bulk lead halide perovskite CsPbBr3 us-
ing the Tauc plot method. Very consistent values of the (indirect)
bandgap could be derived in the case of elementary semicon-
ductors, such as crystalline silicon (c-Si) (Ec-Si ≈ 1.1–1.12 eV),
while larger variations (between 1 and 1.3 eV) are found for
the indirect bandgap of a 2D-material like PbSe2 (if present as
trilayer). Metal oxides can show insulating, semiconducting or
metallic behavior depending on, e.g., the crystal symmetry, metal-
oxygen bond lengths or the valence electron population.[5] These
properties strongly influence the optical absorption and thus the
results of the derived bandgap, when the Tauc plot method is
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Figure 1. a) Number of publications using the Tauc plot method versus
year of publication. The total number (gray) as well as the number of pub-
lications specifically for metal oxides (red) is shown. Data were obtained
through an evaluation using the search engine Google Scholar with the
keywords “Tauc plot” and “Tauc plot” in combination with “metal oxide.”
b) Literature overview of bandgap values for GaN,[6] CdS,[7] CsPbBr3,[8]

c-Si,[9,10] and 2D-PdSe2 (trilayer)[11] as well as the metal oxides ZnO,[12]

P25-TiO2,[13,14,15] NiO,[16] Fe3O4,[17] and Co3O4,[18] at room temperature.
All values were determined using the Tauc plot method.

applied (Figure 1b, right panel). For ZnO, values between 3.26
and 3.34 eV are extracted assuming a direct interband transi-
tion. For the well-known photocatalyst P25-TiO2 direct and in-
direct bandgap values between 2.9 and 3.65 eV are reported. For
transition metal oxides with highly filled d-bands, it is often ob-
served that a wide range of different bandgap values is derived for
the same material. Huge differences of around 2 eV are reported
for NiO, Fe3O4, or Co3O4, respectively, and thus no distinct value
of the bandgap can be defined. While different manufacturing
methods surely affect the structural properties of these materials,
they cannot completely explain the huge variation of the bandgap
of up to 2 eV for nominally the same material. While apparently
the Tauc plot method provides consistent data on the bandgap for
certain materials, large variations occur for others, and the rea-
sons behind are poorly understood. Consequently, the question
arises whether the Tauc plot method is suitable for deriving the
bandgap of all these different types of solids.

The Tauc plot method was originally developed in the early
1970s to investigate non-direct interband transitions in amor-
phous semiconductors, such as amorphous Ge or Si.[3,19] For
this purpose, the expression

√
𝛼(E)h𝜈 ∝ h𝜈 − Eopt was used

to determine a value for an optical gap.[3] Thus, the original
theory according to Tauc was derived for an amorphous struc-
ture. However, solids can also have a (poly-) crystalline struc-
ture, and, in addition, show direct interband transitions in k-
space, in contrast to Si or Ge. For this reason, an alterna-
tive approach for deriving the bandgap from optical absorp-
tion data became very popular in recent years. This alternative
considers the band edge-near absorption in the presence of a
crystalline structure, and is commonly used to investigate di-
rect ((𝛼(E)h𝜈)2

∝ h𝜈 − Eg) or indirect (
√
𝛼(E)h𝜈 ∝ h𝜈 ± hΩph −

Eg) interband transitions and to determine their bandgap Eg.[20]

Here, Eg is the electronic bandgap, and hΩph corresponds to
the phonon energy. This approach is commonly referred to as
“Tauc plot,” although not describing the original method after
Tauc.

Despite the common establishment of the Tauc plot method
(see Figure 1a), there is surprisingly little discussion about which
properties the electronic structure of a solid must possess for a
successful application of this methodology. The few studies deal-
ing with a critical evaluation of the Tauc plot method consider
selected materials (i.e., ZnO, TiO2) and follow a mathematical
approach.[20–22] It was investigated, for example, how the respec-
tive bandgaps for a combination of two materials can be calcu-
lated or which steepness the absorption edge must have to be
able to successfully determine a bandgap value by a Tauc plot.
Other critical studies of the Tauc plot method primarily present
alternative methods of evaluating optical absorption spectra.[9,23]

However, little attention has been paid to physical effects or pe-
culiarities that can occur in the diverse electronic (band) struc-
tures of solids and strongly influence the absorption behav-
ior. A comprehensive study showing under which conditions
a bandgap value can be determined using optical absorption
spectroscopy and which effects in a solid prevent this is still
missing.

This perspective is intended to fill this gap by considering
the diverse electronic structure of solids and highlighting chal-
lenges in determining their bandgaps via the Tauc plot method. It
is discussed which conditions an electronic structure must ful-
fill for a successful application and for which solids this does
not apply. Based on a consideration of the original theory for
amorphous solids according to Tauc[3] and the band-to-band ab-
sorption of crystalline semiconductors, physical phenomena like
band tails, quantization, exciton absorption, Burstein-Moss shift,
bandgap renormalization or charge transfer processes are de-
scribed that can change or superimpose interband transitions
and thereby modify the character of the absorption edge and
the derived bandgap. This discussion is guided by consider-
ing examples of more “classical,” i.e., non-oxide semiconductors
(GaN, AlxGa1−xAs, Si, and TlGaS2) as well as diverse metal oxides
(CoxFe3−xO4, TiO2, and ZnO). Metal oxides, with their diverse
electronic structures, are excellent example materials to show the
different challenges that can arise when determining bandgaps
in solids. At the end of this evaluation, alternative possibilities are
presented to obtain information about the electronic structure of
a solid.
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Figure 2. Optical absorption in amorphous bulk (3D) semiconductors: a) Typical optical absorption behavior (Redrawn from ref. [3]), b) density of states
N(E) as function of energy E according to the Mott-CFO model modified by Tauc (Redrawn from ref. [3]), c) dependence of

√
𝛼(E)hv on photon energy

hv (after Tauc[3]) from which the optical gap Eopt can be determined.

2. Extracting the Optical Gap Using the Original
Tauc Plot Method

The Tauc plot method was originally developed for the in-
vestigation of the optical absorption edge of amorphous
semiconductors.[3] Thus, to discuss its ability to describe solids
in general, the original method and its application to amorphous
semiconductors must be considered first. In contrast to their
crystalline counterparts, there is usually no sharp absorption
edge in amorphous semiconductors, but rather a widespread in-
crease in the absorption coefficient 𝛼(E). This broad absorption
edge can be separated into three parts: A) the high absorption
region due to the fundamental band-to-band absorption (usually
𝛼(E) > 104 cm−1 [3]), B) an exponential part, the so-called Urbach
tail (usually 𝛼(E) ≈ 1–103 cm-1), and C) a weak absorption tail
(WAT, usually 𝛼(E) < 1 cm−1) (Figure 2a).[3,24]

For the exponential region B, the Urbach tail, absorption pro-
cesses involving band edge-near defect states are usually given as
cause. The weak absorption tail in region C is mostly explained
by the presence of impurities.[19,25] However, in order to deter-
mine the optical gap, band-to-band transitions must be consid-
ered, given by the fundamental band-to-band absorption in re-
gion A. In contrast to crystalline semiconductors (see below), the
band-to-band absorption in amorphous semiconductors is much
more complex and difficult to describe. The most important as-
sumption when discussing transitions between bands is that the
selection rule of momentum conservation is relaxed. In contrast
to indirect optical transitions in crystalline semiconductors, how-
ever, no absorption or emission of a phonon is necessary for such
a change in momentum and the complete energy is made avail-
able by the absorption of the incident photon.[3] To distinguish
this process from indirect transitions, it is called a non-direct tran-
sition. The cause of the occurrence of these non-direct transitions
and the relaxation of the selection rule lies in the different char-
acter of the wave functions in an amorphous material compared
to a crystalline one. In amorphous semiconductors, not all wave-
functions extend over the whole solid, but some are localized over

a certain volume. The transition probability between states lo-
calized at different sites differs depending on the overlap of the
wavefunctions of the initial and final states.[19]

To fully describe the absorption process and to define a depen-
dence of 𝛼 on the photon energy, knowledge of the energetic dis-
tribution of the states between optical transitions taking place is
necessary. In the following, we first restrict ourselves to the case
of a bulk material (3D). An established model to describe the elec-
tronic structure and the density of states of non-crystalline bulk
materials is the Mott-CFO (Cohen-Fritzsche-Ovshinsky) model[19,26]

which was also adapted by Tauc for his definition of the optical gap
(Figure 2b).[3] In this model it is proposed that, just like in crys-
tals, states exist in bands separated by an energy gap. Unlike in
crystals, however, the densities of states in the valence and con-
duction band differ and a joint density of states cannot be formu-
lated. According to Mott and Davis, the bands in non-crystalline
semiconductors can be divided into states localized near the band
edge and delocalized extended states that are further away from
the band edge. Em

c and Em
v indicate the energies at which this sep-

aration between localized and extended states occurs; their en-
ergetic distance is called the mobility gap Emob.[19] Tauc adapted
this model and added another energetic gap, the optical gap Eopt
or Tauc gap. Eopt describes the lowest-energy transition between
the valence and conduction band in amorphous semiconductors.
According to Tauc, transitions between localized states are possi-
ble, making these transitions within the mobility gap define the
value of the optical gap.[3] The matrix element for these inter-
band transitions is considered as independent of the photon en-
ergy (constant momentum-matrix-element assumption).[27] Assum-
ing that localized states (analogous to the crystalline case) are
approximately described by parabolic bands in amorphous bulk
(3D) materials, the density of states N(E) can be extrapolated
deeper into the bands. According to Tauc, the following definition
of Eopt results for amorphous bulk semiconductors (Figure 2b).[3]

Eopt = Ec,opt − Ev,opt (1)

Adv. Funct. Mater. 2023, 2304523 2304523 (3 of 19) © 2023 The Authors. Advanced Functional Materials published by Wiley-VCH GmbH

 16163028, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/adfm

.202304523 by T
echnical U

niversity D
elft, W

iley O
nline L

ibrary on [11/09/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



www.advancedsciencenews.com www.afm-journal.de

Ec,opt corresponds to the energy of the (localized) conduction
band state lowest in energy and Ev,opt to the highest (localized)
energy state of the valence band. Due to band tails describing de-
fect states between the bands, the optical gap Eopt is not an “actual
bandgap,” i.e., an energetic zone with almost no occupiable states
as known from most crystalline semiconductors. According to
the Mott-CFO model (modified by Tauc), the density of states
N(E) never completely vanishes within Eopt (Figure 2b). Tauc’s
assumptions also result in an expression describing the depen-
dence of 𝛼(E) on the photon energy h𝜈 near the band edge.[3]

𝛼 (E) h𝜈 ∝
(
h𝜈 − Eopt

)2
(2)

This relation can be used to determine Eopt of an amorphous
semiconductor measuring the absorption coefficient 𝛼(E) and
plotting

√
𝛼(E) hv versus the photon energy hv (Figure 2c). The

energy at which the extrapolated linear part of the plot hits the en-
ergy axis (𝛼(E) = 0) corresponds to the value of Eopt. The extrapo-
lation is necessary because in amorphous semiconductors there
is always an exponential decay of 𝛼(E) into the bandgap (Urbach
tail) as well as a weak absorption tail, which superimposes the in-
terband absorption at lower energies. These absorption tails can
shift the absorption onset in amorphous semiconductors even by
a few hundred meV up to 1 eV to lower energies.[3] This graphical
representation according to Formula (2) is the original Tauc plot.

The Tauc plot was thus initially derived to determine Eopt when
examining an amorphous semiconductor with non-direct opti-
cal transitions between approximately parabolic bands. This is
the case for “classical” semiconductors such as silicon or germa-
nium if they are amorphous.[3] However, if the original Tauc plot
only refers to amorphous semiconductors, the question arises
whether it is possible to extract a bandgap for (poly-) crystalline
semiconductors as well using UV–vis spectroscopy. For this pur-
pose, it must be considered how the fundamental band-to-band
absorption transitions occurs in a crystalline semiconductor.

3. Fundamental Band-to-Band Absorption in
Crystalline Semiconductors

In a crystalline semiconductor there are basically two different
types of optical band-to-band transitions that determine the fun-
damental absorption and thus the absorption edge, direct and in-
direct transitions in k-space (Figure 3a,b). In both cases, an elec-
tron is excited from the valence to the conduction band under
the incidence of a photon and can thus overcome the energetic
barrier of the bandgap. In a defect-free direct semiconductor, the
fundamental absorption edge marks exactly the energetic differ-
ence between the lowest energy state of the conduction band
and the highest energy state of the valence band in case excitons
are neglected. Consequently, the energy at which the fundamen-
tal absorption edge begins to rise corresponds to the electronic
bandgap Eg.[1,28] Such a direct bandgap is always present when
the two extremes of the conduction and valence band are at the
same point in k-space and therefore no change in the wave vector
is necessary for the interband transition. If this is not the case, a
transition between the bands is only possible if there is simulta-
neous interaction with the lattice. The electron wavevector can be
altered during the optical transition through the participation of a

phonon. These phonon-assisted transitions are characteristic for
indirect bandgaps.[28,29] Due to the involvement of a phonon in
indirect interband transitions, the rising point of the fundamen-
tal absorption edge differs slightly from the electronic bandgap
Eg. This shift in the absorption onset due to phonons is usually
in the range of a few tens of meV.[30] Thus, in both interband tran-
sitions, the quasi-momentum must be conserved, in the case of
direct transitions solely through photons.

In addition to the type of optical transition (i.e., direct or in-
direct in k-space), the density of states N(E) of the considered
semiconductor material strongly affects the behavior of the fun-
damental band-to-band absorption near the band edge. Assum-
ing a parabolic band structure, N(E) of a crystalline bulk semi-
conductor is proportional to

√
E (Figure 3c).[1,28] The final factors

influencing the band-to-band absorption of a crystalline semicon-
ductor are the selection rules of optical transitions. A transition
between the valence and the conduction band can be optically al-
lowed or forbidden. The transition probability for an allowed op-
tical transition is many times greater than for a forbidden one,
resulting in stronger absorption signals. Consequently, forbid-
den optical transitions only become dominant at the band edge
when no allowed transition is possible.[1] Optical transitions are
allowed if the transition matrix element of the dipole operator be-
tween valence and conduction band functions is non-zero from
a symmetry point of view. If this is not the case, the transition is
optically forbidden. Since the absorption coefficient 𝛼(E) of crys-
talline semiconductors itself is a function of the transition ma-
trix element, optically allowed and forbidden bandgap transitions
own different absorption profiles near the band edge.[1,28,29]

If all these factors are considered, there are four expressions
for describing the band-to-band absorption and the relationship
between 𝛼(E) and the energy of the incident photons h𝜈.[19,28] If
the energy dependence of the transition matrix element is ne-
glected, the result for directly allowed interband transitions is:[1]

𝛼 (E) h𝜈 ∝
(
h𝜈 − Eg

) 1
2 (3)

Assuming that the transition matrix element increases linearly
with h𝜈 − Eg, the absorption coefficient 𝛼(E) for forbidden direct
interband transitions, is given by:[1]

𝛼 (E) h𝜈 ∝
(
h𝜈 − Eg

) 3
2 (4)

Accordingly, the following two expressions result for indirect
allowed (5) and forbidden (6) interband transitions:

𝛼 (E) h𝜈 ∝
(
h𝜈 ± hΩph − Eg

)2
(5)

𝛼 (E) h𝜈 ∝
(
h𝜈 ± hΩph − Eg

)3
(6)

Here, Eg is the electronic bandgap, and hΩph corresponds to
the phonon energy. The phonon energy is often considered to
be negligibly small, which simplifies Equations (5) and (6) to the
following expressions for indirect transitions:

𝛼 (E) h𝜈 ∝
(
h𝜈 − Eg

)2
(5a)

𝛼 (E) h𝜈 ∝
(
h𝜈 − Eg

)3
(6a)

Adv. Funct. Mater. 2023, 2304523 2304523 (4 of 19) © 2023 The Authors. Advanced Functional Materials published by Wiley-VCH GmbH
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Figure 3. Optical band-to-band absorption in a perfect crystalline bulk (3D) semiconductor: a) direct optical absorption process, b) indirect optical
absorption process under the emission of a phonon, c) 3D-density of states N(E) as a function of the energy, d) different kinds of absorption edges for
direct allowed (n = 1

2
) and forbidden (n = 3

2
) as well as indirect allowed (n = 2) and forbidden (n = 3) transitions. Excitonic effects and band filling

effects are neglected. In (d), the phonon energy hΩph is neglected for indirect transitions.

If (3), (4), (5a), and (6a) are plotted against the photon en-
ergy h𝜈, each interband transition shows a different course of
the fundamental band-to-band absorption near the band edges
(Figure 3d). In a perfect crystalline semiconductor in which no
excitons are formed and state filling and the contribution from
phonons are neglected, the energy at which 𝛼(E) becomes zero
agrees with the electronic bandgap Eg. Analogous to the original
Tauc plot method, the electronic bandgap Eg can then be derived if
(ahv)n is plotted against the photon energy hv. For direct allowed
(forbidden) transitions n takes the value 2 ( 2

3
) and for indirect al-

lowed (forbidden) transitions the value 1
2

( 1
3
).

As an example, an optically allowed direct bandgap of ≈1.42 eV
can be determined for GaAs at room temperature by plotting
(ahv)2 versus hv (Figure 4a). Note that GaAs does not show a

stable exciton at room temperature, although Coulomb interac-
tions can cause a slight deviation from the theoretical absorp-

tion behavior.[31] Similarly, by plotting (ahv)
1
2 against hv, an op-

tically allowed indirect bandgap of ≈1.12 eV can be identified for
crystalline silicon (c-Si) at room temperature (Figure 4b). Note
that in the vicinity of the indirect bandgap energy, there are
deviations from the theoretical behavior according to (5a) due
to the contribution of different phonons.[1] Nevertheless, both
bandgap values derived with this method are in excellent agree-
ment with the well-known bandgap values for these two crys-
talline semiconductors.[1,32,33]

The use of the (ahv)n plots is possible for these showcase ma-
terials since their absorption edges are clearly formed by the fun-
damental band-to-band absorption under the given conditions.

Adv. Funct. Mater. 2023, 2304523 2304523 (5 of 19) © 2023 The Authors. Advanced Functional Materials published by Wiley-VCH GmbH
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Figure 4. a) (ahv)2 plot for estimating the size of the optically allowed direct bandgap of crystalline GaAs. Data were taken from ref. [9]. b) (ahv)
1
2 plot

for estimating the size of the optically allowed indirect bandgap of crystalline silicon (c-Si). Data were taken from ref. [10].

However, there is a bulk of peculiarities in the electronic structure
and various physical phenomena that can limit or even prevent
the use of (ahv)n plots in (poly-) crystalline solids. This includes:

• Absorption tails (Section 4)
• Quantization effects (Section 5)
• Spectral overlap of different bands (Section 6)
• Excitons/many-body effects (Section 7)
• Optical transitions via localized charge carrier transfer

(Section 8)

These limitations of the (ahv)n plots have hardly been ad-
dressed in literature up to now and will therefore be discussed
in the following sections using different (poly-) crystalline solids
as examples that are of practical relevance in electronics, opto-
electronics, photovoltaics, or catalysis.

4. Absorption Tails

The (ahv)n plots outlined in Section 3 are based on the electronic
structure and the theoretical band-to-band absorption behavior of
a perfect defect-free crystalline semiconductor, where neither ex-
citons are present nor band filling effects occur. This assumption
is a good approximation of the real absorption behavior of single-
crystalline GaAs or c-Si at room temperature but is not valid for
many other semiconductor materials. Most semiconductors have
additional defects or a polycrystalline structure, i.e., they do not
have a perfect crystalline structure but can neither be described

as amorphous. These deviations in the electronic structure cause
changes in the optical absorption behavior, which has implica-
tions for the use of the (ahv)n plots.

Similar to the absorption in amorphous semiconductors (see
Figure 2a), non-perfect (poly-) crystalline semiconductors show
an exponential decay of the absorption toward lower energy,
which leads to absorption of light with an energy slightly smaller
than the electronic bandgap Eg (Figure 5a). This Urbach tail fol-
lows the functional dependence (for E < Eg)

𝛼 (E) ∝ exp
(E − Eg

EU

)
(7)

where EU is the so-called Urbach parameter, which is charac-
teristic for the width of the absorption edge. The larger EU, the
stronger the absorption edge is influenced by the exponential
tail. Analogous to the bandgap energy Eg, EU is a function of
temperature.[1] The cause of the Urbach tail, which can be found
in nearly every semiconductor, is still a matter of debate. In liter-
ature, phonons, impurities or excitons have been associated with
the observed exponential tails.[34] In semiconductor systems with
disorder and the presence of defects, the Urbach tail is usually
explained by defect states close to the band edges.[25,35,36] These
defect states cause so called band tails which can be a material
property of an imperfect semiconductor or can been introduced
into the material, for example, by doping. The exponential Urbach
tail at the absorption edge results from transitions between these
band tails below the band edges (Figure 5b).[36] The Urbach tail in
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Figure 5. a) Theoretical absorption edge of a direct crystalline and a direct “non-perfect” crystalline semiconductor owning band tails (Redrawn from
ref. [36]). b) Energy diagram illustrating a sub-bandgap optical transition with band tails below the band edges. c) Optical absorption spectra for TlGaS2
as a function of temperature (left panel) and the related Urbach energy EU as a function of temperature (right panel) (Reproduced with permission.[39]

Copyright 2001, John Wiley & Sons, Inc.).

crystalline semiconductors can shift the absorption onset by only
a few tens of meV[37] or even by several hundred meV[38] to lower
energies, depending on the material under consideration and its
disorder. The absorption due to band tails can become so strong
that it overlaps partly with the fundamental band-to-band absorp-
tion. This is particularly challenging when studying a material at
room temperature. As previously mentioned, the Urbach energy
EU depends on the temperature and increases with rising temper-
ature, which causes the absorption edge to broaden (Figure 5c).
This widening of the absorption edge can skew the determined
values for the bandgap when using the (ahv)n plots.

A study by Viezbicke et al. dealt with this problem and investi-
gated whether the (ahv)n plots for crystalline semiconductors also
apply to “non-perfect” polycrystalline metal oxides.[20] It was con-
cluded that the (ahv)n plots can be used to determine a bandgap
even at room temperature provided that the influence of disor-
der on the absorption edge is not too strong. For this purpose,
Viezbicke et al. have developed the NEAR factor (Near-Edge Ab-
sorptivity Ratio) to describe the influence of band tails on the ab-
sorption edge in a simple way.[20,40] The NEAR factor for a direct
allowed transition is determined using the following formula.

NEAR = 1.02

⎧⎪⎨⎪⎩
(𝛼hv)2|||(hv=Eg)

(𝛼hv)2|||(hv= 1.02Eg)

⎫⎪⎬⎪⎭
1∕2

=
𝛼
(
Eg

)
𝛼
(
1.02Eg

) (8)

NEAR factor is intended to determine how steep the absorp-
tion edge is in the immediate vicinity of the bandgap.[40] To do
so, the absorption at the energy of the bandgap is compared with
the absorption at a photon energy enhanced by 2%, i.e., 1.02 Eg.
When the Urbach tail is significant, NEAR approaches 1, while
when the absorption edge is little affected by the Urbach tail,
NEAR is small, ideally approaching 0. According to Viezbicke
et al., the (ahv)n plot should only be used if a NEAR factor < 0.5
can be achieved.[20,40] Note, however, that in this study both, exci-
tons as well as band filling effects due to (non)-intentional doping
are not considered.

5. Quantization Effects

In addition to the presence of defects, the size of a semiconduc-
tor has a decisive influence on the electronic structure. As de-
scribed in Sections 2 and 3, it is a prerequisite for the applica-
tion of both the original Tauc Plot for amorphous semiconductors
and the (ahv)n plots for crystalline semiconductors that interband
transitions between (approximately) parabolic bands are present.
The parabolic band structure results in a density of states N3D(E)
proportional to

√
E. This necessary condition can only be met in

bulk (3D) semiconductors. If, on the other hand, one considers a
material that has a quantization in at least one spatial direction,
the band structure and thus the density of states N(E) changes
(Figure 6a).[28] The density of states N2D(E) of quantum films (2D)
is described by a step function, N1D(E) of quantum wires (1D) is
proportional to 1√

E
and in case of quantum dots (0D), discrete

energy levels form.
So, for example, it is possible to use the (ahv)2 plot to iden-

tify the direct electronic bandgap of bulk GaAs (see Figure 4a). If,
however, GaAs is present in the form of quantum wells, quan-
tization occurs and both the density of states and the optical ab-
sorption change (Figure 6b). Thus, once a material exhibits quan-
tization, the use of the (ahv)n plots is no longer allowed. Quanti-
zation is expected to occur in semiconductors smaller than a few
nanometers in size in at least one spatial direction. For example,
ZnO has an exciton Bohr radius a0 of about 2.3 nm[42] and GaAs
or CdSe of around 11.2[43] or 5.5 nm,[44] respectively. If quantum
materials with a size smaller than a0 are considered, the band
structure must no longer be investigated using the (ahv)n plots.
This applies to all 2D sheets, platelets, or films such as transition-
metal dichalcogenide monolayers, graphene (-oxide), carbon ni-
trides or 2D perovskites, to 1D wires, rods or tubes like carbon
nanotubes or AlxGa1−xAs/Si nanowires or generally to quantum
dots and clusters that are sufficiently small for showing quanti-
zation effects.

6. Spectral Overlap of Different Bands

In the previous sections individual interband transitions were
considered which were either superimposed by band tails or

Adv. Funct. Mater. 2023, 2304523 2304523 (7 of 19) © 2023 The Authors. Advanced Functional Materials published by Wiley-VCH GmbH

 16163028, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/adfm

.202304523 by T
echnical U

niversity D
elft, W

iley O
nline L

ibrary on [11/09/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



www.advancedsciencenews.com www.afm-journal.de

Figure 6. a) Schematic representation of the density of states N(E) of a bulk (3D), quantum film (2D), quantum wire (1D) and quantum dot (0D)
semiconductor. b) Optical absorption spectra for bulk-GaAs and a 10 nm-thick quantum well at room temperature. The absorption of bulk-GaAs is
shown with an offset of 1.2 · 104 cm−1. In both cases GaAs is grown between AlxGa1–xAs layers. Note that in case of the GaAs quantum well the band-
to-band absorption is superimposed by excitonic resonances (Adapted with permission.[41] Copyright 1974, AIP Publishing and Copyright 1985, Optica
Publishing Group).

changed due to quantization. In the following section it will now
be examined how the absorption changes when no longer an iso-
lated interband transition occurs. Cases can arise in which there
is an overlap between interband transitions at virtually the same
energy or in which transitions under the participation of local-
ized defect states close to one band edge are involved. This is il-
lustrated using the example of undoped and metal doped TiO2.

6.1. Spectral Overlap of Multiple Interband Transitions

In mixed material systems, which may be tandem systems of dif-
ferent materials or one material with different phases, more than
just one interband transition may occur. If these interband tran-
sitions are close in energy, both transitions can form a common
absorption edge. This is shown schematically in Figure 7a. Imag-
ine a mixed material consisting of two perfectly crystalline direct
semiconductors I and II (assuming no excitons are formed), with
one semiconductor having a slightly larger bandgap (Eg,II > Eg,I).
If the semiconductors are considered in isolation, both show an
absorption behavior 𝛼Ih𝜈 and 𝛼IIh𝜈, (black, dotted lines) accord-
ing to direct allowed band-to-band transitions (see Formula (3)).
The absorption onset is only shifted by ΔE = Eg,II − Eg,I between

the two semiconductors. The absorption of the mixed material
𝛼I + IIh𝜈 (black, dashed line) can be formed by superimposing
the band-to-band absorption of the isolated semiconductors. If
the (𝛼h𝜈)2 plot (blue, dashed line) is now applied to the superim-
posed absorption of the mixed system, i.e., (𝛼I + IIh𝜈)2, and the
linear part is extrapolated to the energy axis (𝛼(E) = 0) (red, solid
line), a bandgap Eg,I + II results not reflecting the band-to-band
transition of either semiconductor I or II.

In real materials, it is sometimes difficult to identify this su-
perposition of two band transitions, since other effects (e.g., Ur-
bach tail) influence the absorption edge additionally. This can be
shown using TiO2 as an example. Due to its outstanding impor-
tance in the field of, e.g., photocatalysis and dye sensitized so-
lar cells, the absorption behavior of titania materials has been
well researched. A characteristic absorption edge in the UV re-
gion caused by band-to-band transitions is known.[45,46] P25-TiO2
(Evonik) is probably the most important titania photocatalyst with
a high level of activity and often cited as a benchmark to compare
the performance of new catalysts.[47] The mixed-phase titanium
oxide is made up of anatase and rutile crystallites in a mixing
ratio of typically 4:1.[45,48] The P25-TiO2 particles presented in
this work have a size of around 30 nm (estimated by scanning
electron microscopy, SEM) meaning that quantum confinement

Adv. Funct. Mater. 2023, 2304523 2304523 (8 of 19) © 2023 The Authors. Advanced Functional Materials published by Wiley-VCH GmbH
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Figure 7. a) Theoretical absorption behavior and (𝛼h𝜈)2 plot of a mixed material system consisting of two perfect crystalline semiconductors with direct
bandgaps Eg,I and Eg,II and no excitons present. 𝛼Ih𝜈 and 𝛼IIh𝜈 (black, dotted) describe the band-to-band absorption of the isolated semiconductors I
and II. 𝛼I+IIh𝜈 (black, dashed) shows the absorption of the mixed material due to the superposition of the absorption of the isolated semiconductors.
(𝛼I+IIh𝜈)2 (blue, solid) describes the associated plot for determining the bandgap Eg,I+II of the mixed material from the superimposed absorption 𝛼I+IIh𝜈.
The red dashed line describes the extrapolation of the linear part of (𝛼I+IIh𝜈)2. b) Optical behavior of P25-TiO2 particles: Optical absorption spectrum

(left panel), the dependence of
√
𝛼hv (middle), and (𝛼hv)2 (right panel) on photon energy hv.

effects can be ruled out. As UV–vis measurements show, P25-
TiO2 displays an absorption edge starting to rise at around 3 eV
and extends over several hundred meV (Figure 7b, left panel).
However, the exact nature of this transition causing the absorp-
tion edge is discussed controversially. Values of the bandgap
that can be found in literature are between 2.9 and 3.65 eV and
assigned to both, indirect and direct interband transitions (see
Figure 1b).[14,49] Typically, these bandgap values are obtained by
applying the (ahv)n plots valid for crystalline semiconductors to
P25-TiO2. If these two plots were used to determine bandgap val-
ues for the P25-TiO2 particles investigated in this work, an indi-
rect bandgap of ≈2.9 eV as well as a direct bandgap of ≈3.3 eV
would result (Figure 7b, middle and right panel). Thus, both a
direct and an indirect interband transition with an energetic dif-
ference of ≈0.4 eV would be assigned to the same absorption edge
simultaneously.

However, as already explained, P25-TiO2 is a mixed mate-
rial system consisting of rutile and anatase. Due to their differ-
ent crystal structure, these two phases have a slightly different
electronic structure. Anatase is usually assigned to a bandgap
in the range of 3.2–3.7 eV by UV–vis measurements and den-
sity functional theory (DFT) simulations, while the bandgap of
rutile is a few hundred meV smaller.[50,51] This behavior can
be observed in the optical absorption when both TiO2 crystal
phases are studied as separate particles (Figure 8a). Both phases
strongly absorb light in the UV range above 3 eV, with the ab-
sorption edge of rutile nanoparticles being shifted to lower en-
ergies by about 200 meV with respect to the anatase phase.
For the mixed material system P25-TiO2 this means that it con-
tains two phases, whose absorption due to band-to-band tran-
sitions starts at slightly different energies. Consequently, the
absorption edge of P25-TiO2 forms from the superposition of
the absorption of both isolated phases and neither the direct
nor the indirect transition can be determined with the (ahv)n

plots.

There are studies to mathematically identify multiple
bandgaps in mixed material systems by modifying the Tauc
plot using the Lambert-Beer law and Taylor series expansion.[21]

This, however, is only possible if the absorption edges of the
different materials can be clearly separated from each other in
the superimposed signal, i.e., the interband transitions are ener-
getically far enough away from each other. This is not the case
in P25-TiO2. Here the absorption bands from different crystal
phases overlap and only a single absorption edge is observed.

Besides the difficulties when considering a titania mixed sys-
tem, it is not even trivial to characterize the optical absorption
edge of the isolated phases in TiO2. This is due to their complex
electronic structure. Different simulation methods are used to
calculate the electronic structure and the size of the bandgap of
anatase- and rutile-TiO2 (Figure 8b). When using DFT simula-
tions, the well-known limitation of underestimating the bandgap
occurs.[53] As a result, bandgap values are determined that are
energetically significantly lower than the experimental absorp-
tion edge. However, using hybrid functional schemes, bandgap
values of about ≈3.4 and ≈3.6 eV are estimated for the elec-
tronic bandgap of rutile (direct, Γ → Γ) and anatase (indirect,
Σ → Γ).[51] Despite differences in the size of the calculated
bandgaps—depending on the detailed methodology applied—
these simulations have in common that the conduction band
minimum at the Γ-point in rutile is almost degenerate with the
local R and M minima being only a few ten meV higher in en-
ergy. A similar picture emerges for anatase, where the direct
Γ → Γ transition is only slightly larger (≈13 meV) than the indi-
rect Σ → Γ one. Given these small energetic differences between
the calculated direct and indirect interband transitions in both
TiO2 phases, it is doubtful whether the respective measured ab-
sorption edges can be clearly assigned specifically to one of the
two transitions. This complex electronic structure is reflected in
the widely varying number of direct and indirect bandgaps re-
ported in literature (see Figure 1b).
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Figure 8. a) UV–vis diffuse reflectance spectra of phase pure anatase (A)–rutile (R)–and brookite (B) TiO2 nanoparticles (Reproduced with
permission.[52] Copyright 2008, IOP Publishing). b) Electronic band structure of rutile- and anatase-TiO2 calculated by different models: DFT-HSE06
(solid lines), PBE-G0W0 (dots), and DFT-PBE (gray areas above the CBM and below the VBM) (Adapted with permission.[51] Copyright 2012, IOP
Publishing).

As the example of TiO2 shows, the existence of several inter-
band transitions with nearly the same energy distorts the result of
the (ahv)n plots. Even if both (ahv)n plots (direct or indirect gap)
give a value for a bandgap, these values cannot reflect an accu-
rate description of the respective interband transitions. This can
be the case in mixed material systems such as P25-TiO2, but in
single phases with a quasi-degeneracy of the direct and indirect
bandgaps as well. This applies, for example, to semiconductor al-
loy systems such as AlxGa1−xAs.[33,54] In case that the Al content x
is 0 (GaAs) a material with a direct gap and a Γ – L – X valley order
is present. In case of the other extreme (x = 1), AlAs is an indi-
rect material with exactly the reverse valley order. As the x-content
is increased from 0, the direct and indirect transitions approach
each other energetically until, in a region around x ≈ 0.4, the in-
direct transition is lower in energy. As absorption measurements
show, this is a gradual process around x ≈ 0.4. Both optical tran-
sitions occur for a certain x-range simultaneously and influence
the absorption edge.[55]

6.2. Contribution of Optical Transitions Involving Localized
Defect States

In addition to an overlap of optical transitions between several
bands and at different positions in k-space, it is challenging to
use the (ahv)n to derive a bandgap if the materials are doped.
Similar to the previously discussed Urbach tail, which is present
in almost every solid, defects can also be introduced on purpose
into the bandgap by doping leading to the formation of “defect
bands.” By introducing impurity atoms, mostly metals, it is in-
tended to vary and control the absorption of the host material to
suit a specific application. The shift of the lowest optical transi-

tion from the UV to the visible region is of great importance for
TiO2 materials, for example. Besides an increased photocatalytic
activity, doped TiO2 finds a variety of applications in spintron-
ics or photovoltaic components.[15,56] When, for example, a TiO2
nanopowder mix of anatase and rutile is doped with iron, addi-
tional optical transitions evolve within the bandgap of the previ-
ously undoped material (Figure 9a). With increasing iron doping
from initially 0.5–20%, these optical transitions become stronger
and light in the visible range above 400 nm can be efficiently ab-
sorbed. However, one must carefully consider the physics behind
this shift in the absorption edge in order to judge, whether the
(ahv)n plot method can be applied for deriving the bandgap. As
outlined above, the (ahv)n plot method relies on optical transitions
between two parabolic bands. When a semiconductor material
is heavily doped with impurity atoms, defect states in the vicin-
ity of the conduction or valence band edge or even deep within
the electronic bandgap are created. For the doping of TiO2 with
iron, these defect levels can be caused, e.g., by oxygen vacancies
Ov, Ti3+ interstitials, or Fe3+ sites.[53,57] As a result, the transition
lowest in energy is no longer an optical transition between the va-
lence and conduction band, but between defect states within the
bandgap or between defect and band states (Figure 9b). As can be
seen in Figure 9a, these transitions under the participation of de-
fect states can reach absorption coefficients of ≈103 to 104 cm−1 at
very heavy doping levels, in this example resulting in a shift of the
absorption onset of up to ≈1 eV to lower energies. Consequently,
by doping TiO2, the absorption edge can be shifted into the visi-
ble range, but the character of the absorption edge changes. This
change from interband transitions between (extended) states to
transitions that involve (localized) defect states causes that the
(ahv)n plots can no longer be used to assess the bandgap change
due to doping.
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Figure 9. a) UV–vis diffuse reflectance spectra of TiO2 nanopowders
(rutile-anatase mixture) with different iron doping (Reproduced with
permission.[58] Copyright 2005, American Chemical Society). b) Simple
schematic diagram of the band structure of TiO2 and the appearance of
defect levels due to doping with iron (Redrawn from refs. [53,57]).

Thus, the application of the (ahv)n plot method in TiO2 or doped
TiO2 is not only limited by the overlap of different interband tran-
sitions but also by the overlap with optical transitions involving
localized defect bands near the band edges. This limitation does
not only apply to TiO2 but occurs in general when defect bands
are formed near the band edges. As will be shown in the follow-
ing section using (Al-doped) ZnO, further effects, so-called many-
body effects, can occur through doping, influencing the absorption
edge additionally.

7. Excitons and Many-Body Effects

The discussion of the suitability of the (ahv)n plots for determin-
ing Eg so far was based on the fundamental band-to-band ab-
sorption of a crystalline bulk semiconductor, neglecting electron–
hole interactions and the formation of excitons. These are present
in some crystalline bulk semiconductors even at room temper-
ature and have a significant impact on the absorption behavior
near the band edge. If a crystalline semiconductor is addition-
ally doped, the charge carrier density can increase strongly and
so-called many-body effects may occur, which affect the near band
edge absorption as well. This section aims to consider these ef-
fects.

Due to electron–hole interactions, coupled electron–hole pairs,
excitons, can form in bulk semiconductors after optical excita-
tion. The exciton forms a state similar to that of the hydrogen

atom with several energetic levels (n =1, 2, 3, …) whereby the op-
tical transitions of the exciton are always lower in energy than for
the unbound case, i.e., for interband transitions (Figure 10a, left
panel).[1,28]

The energy of the lowest excitonic state (n = 1) is called the
excitonic bandgap Egx and its energetic difference to the elec-
tronic bandgap Eg of the material is called the exciton binding
energy Ex. As a result, excitons form discrete absorption lines
in direct gap crystalline semiconductors, which lie below the
electronic bandgap and merge into the absorption continuum
(Figure 10a, right panel).[28] The absorption through excitons can
have a strength in the order of 𝛼 ≈ 104–105 cm−1 in direct semi-
conductors and thereby significantly influence the absorption
edge.[1] These discrete optical transitions are broadened homo-
geneously, for example, due to phonon interactions. The result-
ing line shape of the exciton absorption resonance can thus be
described with a Lorentzian function. If, on the other hand, the
exciton resonance is broadened inhomogeneously, the shape of
the absorption line corresponds to a Gaussian one.[60] Excitons
are formed in indirect semiconductors as well, but the observed
spectra have more of a step-like character due to the involvement
of wave vector-conserving phonons. Nevertheless, these steps in
the absorption spectrum lie also energetically below the funda-
mental band-to-band absorption.[28] The (𝛼h𝜈)n plots only apply
if transitions between parabolic bands are considered. If the op-
tical absorption edge is dominated by an exciton transition, the
shape of the absorption edge changes and no longer follows the
simple relationship for (in-)directly allowed interband transitions
(Formula (3) or (5a)). Using the (𝛼h𝜈)n plots is therefore no longer
allowed.

Stable excitons and the resulting exciton absorption peak only
form if the exciton is sufficiently protected against collisions
with phonons. For this reason, narrow and discrete absorption
lines can primarily be observed for the respective excitonic states
at cryogenic temperatures. This is the case for most crystalline
semiconductors and consequently makes use of the (𝛼h𝜈)n plots
at cryogenic temperatures unfeasible. However, the excitons in
some materials have a sufficiently large binding energy Ex that
a broadened exciton resonance is still observed at room temper-
ature (Figure 10b).[31] This applies to “classical” bulk semicon-
ductors such as the III–V semiconductor GaN with a wurtzite
structure (Ex,GaN ≈ 21 meV[61]) or the II–VI semiconductors CdS
(Ex,CdS ≈ 30 meV[62]) and wurtzite-ZnO (Ex,ZnO ≈ 60 meV[28,63]).
Consequently, the presence of excitons can shift the absorption
onset by a few tens of meV to lower energies compared to the
band-to-band transition even in bulk materials.

In addition to the temperature, the stability of the exciton also
depends on the charge carrier density. High charge carrier den-
sities can occur in a semiconductor, for example as a result of
doping. This can be shown very nicely using the example of
doped ZnO. In literature, ZnO is often doped with metals (typi-
cally Al, Ga, In, etc.).[64] Thus, it is of interest how the absorption
changes with increasing doping. Undoped crystalline ZnO with
a wurtzite structure is the metal oxide semiconductor which is,
along with titania, best characterized in terms of its optical prop-
erties. The lowest conduction band of ZnO is formed by the an-
tibonding level of Zn 4s orbitals and the highest valence band by
the bonding level of O 2p orbitals. This results in a direct elec-
tronic bandgap of around 3.3–3.4 eV for undoped bulk ZnO at
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Figure 10. a) Left panel: Schematic illustration of excitonic states in a crystalline semiconductor. Eg represents the electronic energy gap, Egx the excitonic
energy gap and Ex the exciton binding energy. The K-vector refers to the center-of-mass motion of the exciton. Right panel: Schematic absorption behavior
of a direct semiconductor with exciton absorption lines at cryogenic temperatures. “Excitonic enhancement” occurs, i.e., an increased absorption in the
continuum range, since electrons and holes are spatially correlated during the optical transition (Redrawn from ref. [28]). b) Optical absorption of bulk-
wurtzite GaN at room temperature. The inset shows an expanded view of the excitonic structure at 77 K (Reproduced with permission.[59] Copyright
1997, AIP Publishing).

room temperature.[29,65] The ZnO particles discussed here have a
polycrystalline wurtzite structure, a size in the μm-range (deter-
mined by SEM) and crystallite sizes> 10 nm (estimated by Scher-
rer equation from PXRD patterns). Thus, it can be assumed that
no quantum confinement effects affect the bulk-like band struc-
ture. As shown by UV–vis measurements, these ZnO particles
have an absorption edge in the UV spectral range with a strong
exciton absorption peak at 3.43 eV (Figure 11a). It is usually dis-
cussed that this exciton absorption resonance at room tempera-
ture is partly formed by the A-free exciton in combination with
the B-free exciton. The B exciton is created under the participa-
tion of a hole from a lower level of the valence band.[66] As previ-
ously discussed, the presence of this exciton peak prevents that a
bandgap can be simply determined using the (𝛼h𝜈)n plots.

Doping these particles with aluminum (AZO) leads to a weak-
ening of the exciton absorption peak until it is no longer observ-
able at a doping level of 10% (Figure 11a). Unlike the previously
discussed example of doped TiO2 (see Figure 9a), no absorption
peak due to defect states below the bandgap occurs. If the (ahv)2

plot for direct allowed transitions would be applied to AZO parti-
cles with a doping level of 10% (Figure 11b), a bandgap value of
3.27 eV would be obtained. Note, however, that the exciton reso-
nance apparently vanishes with increasing doping level.

After doping ZnO with aluminum, additional charge carriers
are generated (n-doping) and the charge carrier density increases
significantly. Due to this strong increase in the amount of charge
carriers, many-body effects occur.[1] The high charge carrier con-
centration in doped semiconductor systems results in a small
distance between the charge carriers, which means that electrons
can interact with each other via their Coulomb potential.[1,67] This
interaction between the charge carriers causes other charge car-
riers in the direct vicinity to redistribute spatially, thereby reduc-
ing the total energy of the electron system. Due to these carrier–
carrier interactions, excitons in heavily doped semiconductors

are no longer stable (exciton screening).[67] Thus, with increasing
doping, the exciton absorption peak broadens and finally van-
ishes (see Figure 11a). At even higher carrier densities, carrier–
carrier interaction leads to a shift of the optical absorption edge
to lower energy, which is referred to as bandgap narrowing or
bandgap renormalization.[1]

In case the conduction band is no longer empty,[1,68] and elec-
trons populate states in the conduction band near the band edge
(e.g., due to n-doping), the Fermi level can be shifted into the con-
duction band (Figure 12a). Thus, optical transitions from the top
of the valence band to states at the lower edge of the conduction
band are no longer possible due to Pauli blocking. Only states
lying energetically higher in the conduction band can be occu-
pied upon optical excitation. This shift of the optical absorption
edge to higher energies due to filled conduction band states (sim-
ilarly if in case of p-doping the valence band is filled with holes)
is called band-filling or Burstein–Moss shift.[1] If ZnO is doped, the
Burstein–Moss effect is usually the dominant effect while bandgap
renormalization plays only a role at high doping concentrations
(here > 1020 cm−3) and weakens the increase of the absorption
edge energy through the Burstein–Moss effect (Figure 12b).[69] As
can be shown using the example of Al-doped ZnO thin films, the
energetic shift caused by the Burstein–Moss effect (ΔEBM) can be a
few hundred meV in size and thus shifts the optical absorption
edge by up to 0.3 eV to higher energies (Figure 12c). Note, how-
ever, that Al doping of course can in addition lead to a change
of the gap between conduction and valence band, but it is highly
challenging to entangle the change of the bandgap and the impact
of many body effects upon doping by optical absorption experi-
ments.

Thus, a potential (real) change of the electronic bandgap due
to doping can be covered by three effects: i) defect states near the
band edges, ii) bandgap renormalization and excitonic effects,
or iii) Burstein–Moss effect. All these effects can influence the

Adv. Funct. Mater. 2023, 2304523 2304523 (12 of 19) © 2023 The Authors. Advanced Functional Materials published by Wiley-VCH GmbH
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Figure 11. a) Optical absorption spectrum of ZnO and Al-doped ZnO particles (AZO) with doping levels of 1% and 10%, respectively. b) Dependence
of (𝛼hv)2 on photon energy hv for AZO (10%).

position of the optical absorption edge making it impossible to
use the (ahv)n plots to determine the bandgap in (highly) doped
systems.

8. Transitions via Localized Charge Transfers

In the undoped case, the (poly-) crystalline materials discussed so
far could be described as “classical” semiconductors. In case the
influence of defects is little, the well-known band model based
on Bloch functions with non-interacting and delocalized electrons
can be applied. According to Bloch’s band model, electrons can
populate states in energy bands separated by an energetic gap
with forbidden states. When the electronic bands (at zero tem-
perature) are filled below the energy gap and empty above, one
gets the “classical” band insulators or semiconductors. If some of
the bands are filled above the energy gap, a metal with high con-
ductivity results.[1] However, there are a wide variety of transition
metal oxides to which the Tauc plot (or (ahv)n plot) method is of-
ten applied but for which this conventional classification can no
longer be used. The different behavior is caused by the popula-
tion of the d-band, which is partially occupied with a high number
of electrons.[5] Due to the partial occupation of the d-band, transi-
tion metal oxides such as CoxFe3−xO4, CuO, LaTiO3, VO2, or NiO
should actually be metallic conductors but instead show the be-
havior of electrical insulators. Thus, Bloch’s band model with inde-
pendent electrons fails to describe these materials, but the differ-
ent electrical and optical behavior can be explained with models

by Mott and Hubbard taking electron–electron interaction into
account.[5,70]

According to the Mott–Hubbard model, the transition from a
metal to an insulator, the so-called Mott-transition, occurs due to
the formation of an energy gap within the d-band. This splitting
occurs in narrow, heavily filled 3d-bands due to Coulomb repul-
sion and exchange interactions between electrons trying to oc-
cupy the same sites. As a result, the d-band splits into an up-
per, empty, and a lower filled sub-band, also known as the up-
per and lower Hubbard-bands (Figure 13a).[70] The two Hubbard-
bands are separated by the energy U, the Hubbard-parameter. This
gap in the electronic density of states causes a limitation of the
mobility and thus a localization of the electrons reducing the
conductivity.[71] Although the conductivity is lowered, it is not
equal to zero since electrons can be transported through the tran-
sition metal oxide by a hopping process. Here, an electron “hops”
from one metal site d to the next (dn

i dn
j → dn−1

i dn+1
j ).[5] Transition

metal oxides in which such a splitting of the d-band occurs are
referred to as Mott–Hubbard insulators in contrast to band insu-
lators, which can be described using the Bloch theorem.[5]

Despite the splitting of the d-band due to electron–electron in-
teractions, in Mott–Hubbard insulators all states of the d-band are
higher in energy than the p-band. However, there is the possibil-
ity as well that the splitting of the d-band is strong enough that the
lower Hubbard band is energetically shifted below the oxygen p-
band (Figure 13b).[5,70] It follows that the lowest-energy transition
between occupied and unoccupied states is no longer a d–d tran-
sition but a p–d charge transfer. This energy which is necessary
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Figure 12. a) Principle of Burstein–Moss shift, left panel: Schematic band
structure with filled electron states shown in grey. k̂ represents the k-
vector for the optical absorption process lowest in photon energy. Right
panel: Electron distribution function for a degenerate electron gas with
the Fermi level in the conduction band (Redrawn from ref. [1]). b) Appar-
ent “bandgap” energy as a function of electron concentration in AZO. The
inset shows the apparent “bandgap” shift as a function of electron con-
centration (Reproduced with permission.[69] Copyright 2007, AIP Publish-
ing). c) Comparison of the absorption spectrum of Al-doped (AZO) and
undoped ZnO thin films (Adapted with permission.[69] Copyright 2007,
AIP Publishing).

to excite an electron from the highest occupied oxygen p-state to
the lowest unoccupied metal d-state is called the charge transfer
term Δ. Depending on whether the Hubbard term U or the charge
transfer term Δ is larger, the transition metal oxide is classified
as Mott–Hubbard insulator or charge transfer insulator.[5,70] In re-
ality, however, this clear classification is much more difficult or
sometimes hardly possible. As can be shown from photoemis-
sion spectra (Figure 13c), this is due to a strong hybridization be-
tween p- and d-states, which usually makes it impossible to clearly
separate the density of states of both bands. Consequently, it is

rarely possible to determine which optical transition is lowest in
energy.[5]

The effect of this complex electronic structure of Mott–
Hubbard and charge-transfer insulators on the optical absorption
behavior can be exemplarily discussed for CoxFe3−xO4. In a first
step, the simplest case is considered that there is only one metal
cation, namely Co3O4 (x = 3). Co3O4 is a transition metal ox-
ide with a normal spinel structure that has recently attracted a
lot of attention due to its excellent catalytic performance in the
oxygen evolution reaction (OER) or 2-propanol oxidation.[73] In
the spinel crystal structure with a face centered cubic (fcc) lattice
formed by oxygen anions, there are Co-ions with different oxida-
tion states, Co2+ and Co3+, on the tetrahedral and octahedral sym-
metry sites.[74,75] Simplified, this crystal structure with two differ-
ent types of Co-ions allows six different optical transitions to oc-
cur (Figure 14a, inset). First, ligand-metal charge transfer processes
(LMCT) from the O2p ligand orbitals of the oxygen anions to the
two Co-metal ions are possible (O 2p → Co2 + , O 2p → Co3 +).
In addition, metal–metal charge transfer processes (MMCT) can
occur between the different cobalt ions (Co2 + → Co3 + , Co3 +

→ Co2 + ) as well as one d−d ligand field transition within each
cobalt ion (Co2 + → Co2 + , Co3 + → Co3 + ). The spatial overlap
between two d-orbitals of separated Co-ions appears to be small,
but a MMCT transition can still occur via an oxygen bridge. The
prerequisite for this is that both d-orbitals have a strong bond with
the same O 2p orbital.[74] At the same time, four discrete opti-
cal transitions can be observed for Co3O4 in the absorption spec-
trum between 300 and 2000 nm causing maxima around 2.81,
1.64, 0.93, and 0.82 eV (Figure 14a).[74] These optical transitions
in Mott–Hubbard or charge transfer insulators can have absorp-
tion coefficients in the range of 104 cm−1.[76]

Establishing an unambiguous connection between these four
optical features and the possible six transfer and ligand field tran-
sitions is still challenging. In a study considering the optical ab-
sorption during the gradual substitution of Co2+ by Zn2+, it is
assumed that the broad peak at 2.81 eV is caused by LMCT pro-
cesses between O2 − (2p) and Co2 + (t2) or Co3 + (eg) orbitals.[74,78]

By measuring the dielectric function of Co3O4 with spectroscopic
ellipsometry, it is suggested that the peak around 1.64 eV is due
to a MMCT process between Co3 + (t2g) and Co2 + (t2).[78] But, to
our knowledge, there is still no experimental study that provides
a clear assignment of all four optical transitions to specific pro-
cesses. There is in particular still lack of knowledge on the tran-
sitions at low energies (<1 eV). Accordingly, it is hardly possible
to say whether Co3O4 is a Mott–Hubbard or a charge-transfer in-
sulator.

The application of the Tauc plot method to extract a value for
the bandgap requires extended states in Bloch bands.[1] This is the
case in “classical” band semiconductors or insulators, but not in
Mott–Hubbard or charge-transfer insulators since, as described
above, d–d transitions and charge transfer processes are highly
localized.[70] Thus, instead of transitions between one valence
and one conduction band, the absorption spectrum in Mott–
Hubbard or charge-transfer insulators is composed of a super-
position of many different discrete transitions. The definition of
an absorption edge, as is the case of “classical” band semiconduc-
tors, is not possible. Therefore, no value for the bandgap can be
determined using the Tauc plot method; instead, each transition
must be considered and analyzed individually.
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Figure 13. Schematic illustration of the electronic structure of a) Mott–Hubbard and b) charge-transfer insulators (Redrawn from ref. [70]). c) Simplified
electron band diagram and valence band photoemission spectra of selected transition-metal oxides with a partially filled d-band and high occupancy
(Adapted with permission.[72] Copyright 2012, Springer Nature Limited).
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Figure 14. a) Optical absorption spectrum of Co3O4 nanoparticles with a spinel oxide structure. The inset shows the possible charge transfer processes
and d–d transitions (Adapted with permission.[74] Copyright 2014, American Chemical Society). b) Influence of a change of the Co/Fe ratio on the optical
absorption (left panel) and the crystal structure (middle and right panels) of CoxFe3−xO4 thin films with x = 0.9 and 2.2 (Adapted with permission.[77]

Copyright 2021, American Chemical Society).

The study of optical transitions in insulators becomes even
more complex when considering mixed systems containing more
than just one metal cation. This is the case in CoxFe3−xO4 spinel
oxides, which, in addition to Co cations, also have Fe2+ and Fe3+

cations on the tetrahedral and octahedral sites.[77] It follows that
an even larger number of charge transfer or d–d transitions is
possible. Thus, there are usually hardly any maxima in the ab-
sorption spectrum, but instead a very broad increase of the ab-
sorption with photon energy over a few eV with several shoul-
ders (Figure 14b, left panel).[77] Like Co3O4, mixed Co-Fe spinels
are used in electro- and thermo-catalytic processes or in solar
cells.[79] The special feature of CoxFe3−xO4 is that the electrical
and optical material properties can be varied by changing the ra-
tio between the Fe and Co cations (0 < x < 3) and thus precisely
adapted to a desired application.[80] One goal is, for example, to
shift the bandgap of CoxFe3−xO4 over the visible spectral range by
varying x.[81] As already shown for Co3O4, the determination of
a bandgap using the Tauc plot method is not possible due to the
localized character of the optical transitions. At the same time,
this localized character also causes a very strong link between
the crystal structure and the optical behavior.[77] An optical tran-
sition can only continue to take place if the partner ion required
for a transfer process is still present. Localized optical transitions
can thus become weaker (or stronger) when the crystal structure
changes.

This has strong impact on the interpretation of the optical ab-
sorption spectrum of Mott–Hubbard and charge-transfer insula-
tors like CoxFe3−xO4. While Co-rich thin films (x = 2.2) exhibit a
strong absorption feature around 1.7 eV, there is a pronounced
absorption resonance around 3.6 eV for Fe-rich (x = 0.9) samples
(Figure 14b, left panel). As for Co3O4, it is suggested that the fea-
ture around 1.7 eV in Co-rich films is caused by both, a MMCT
between Co3 + (t2g) and Co2 + (t2) and a d–d crystal field transition
of tetrahedrally coordinated Co2+.[77,78] Thus, prerequisites for
this optical transition are, in particular, Co2+ ions on tetrahedral
sites. The feature around 3.6 eV in Fe-rich samples is assigned
to a MMCT between Co2+ and Fe3+, both on octahedral sites.[77]

The change in the absorption spectrum can be explained by con-
sidering the occupation of the tetrahedral and octahedral sites.

By Raman spectroscopy it was shown that in Co-rich CoxFe3−xO4
thin films (x = 2.2) the spinel structure is predominantly normal,
with Co2+ ions mostly occupying the tetrahedral sites and Co3+

and Fe3+ ions mostly on octahedral sites (Figure 14b, middle and
right panel).[77] So the transition at 1.7 eV is dominant. When the
Fe-content is increased (x = 0.9), the spinel phase changes to a
mixed inverse one with more Co2+ ions on octahedral and more
Fe3+ cations on tetrahedral sites. As a result, as the Fe content
increases, Co2+ ions are substituted with Fe3+ ions at tetrahedral
sites, the 1.7 eV feature vanishes and the resonance around 3.6 eV
becomes stronger.[77] Thus, if the Co/Fe ratio in CoxFe3−xO4 is
varied, the absorption spectrum changes because different opti-
cal transitions are dominant at high or low Co-content. This is
an observation that applies to Mott–Hubbard or charge transfer
isolators in general. When metal cations are exchanged, no shift
in interband transitions occurs but the strength of the respective
localized transitions changes.

The absorption spectra of Mott–Hubbard and charge transfer
isolators are dominated by localized d–d transitions and charge
transfers. This optical behavior prevents the use of the Tauc plot
method since that requires optical transitions between extended
states in Bloch bands. Instead, there is a strong link between the
crystal structure and the optical transitions for these types of
insulators. Changes in the crystal structure or the exchange of
cations are therefore crucial for the optical absorption.

9. Conclusion and Outlook

In this perspective, we offer a comprehensive review of the Tauc
plot method and its suitability for determining the bandgap of
solids. The original Tauc plot method was developed for non-direct
interband transitions in amorphous bulk semiconductors and
enables the optical gap determination by UV–vis measurements
and fitting the absorbance with a simple-power law (

√
𝛼(E)h𝜈 ∝

h𝜈 − Eopt). Adapting the original Tauc plot method by taking into
account the purely band-to-band absorption, the bandgap of per-
fect crystalline bulk solids can be derived using “(ahv)n plots.”
However, most materials have peculiarities in their electronic
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structure and various physical processes can occur that are not
considered by the Tauc plot (or (ahv)n plot) method. This strongly
limits the application of this methodology.

A prerequisite for the application of the Tauc plot is that the
absorption edge is formed by an interband transition between
parabolic bands. Consequently, no materials can be studied that
are quantized (2D, 1D, or 0D materials) or have strong band tails
overlying the fundamental absorbance. Furthermore, we show
that the Tauc plot method can only be used if the absorption edge
is clearly formed by a single interband transition. If direct and in-
direct band transitions overlap each other forming a common ab-
sorption edge, use is not permitted. This can be the case in mixed
materials or semiconductor alloys (e.g., TiO2 or AlxGa1−xAs). Ad-
ditionally, strong defect bands can form that superimpose the
fundamental absorption edge (e.g., in Fe-doped TiO2). In gen-
eral, it is of central importance to consider electron–hole interac-
tions and the formation of excitons in (poly-) crystalline materi-
als. Whenever the absorption edge is superimposed by an exci-
ton absorption resonance, the use of the Tauc plot is no longer
possible. Strong doping can introduce so many charge carriers
that many-body effects like bandgap renormalization occur and the
exciton gets screened resulting in a shift of the absorption edge
to lower energies. Simultaneously, as a result of this increase in
the charge carrier density, the optical absorption edge can also
be shifted to higher energies by the Burstein–Moss effect. Mott–
Hubbard or charge transfer insulators have the property that they
cannot be described using the “classical” band model after Bloch.
Their optical transitions lowest in energy are no longer caused
by band transitions between extended states but by localized d–d
transitions or charge transfer processes. Again, the bandgap can-
not be derived by the Tauc plot method (e.g., CoxFe3−xO4).

So, if the Tauc plot or “(ahv)n plot” method fails to derive the
bandgap of solids, which alternative approaches exist? With the
help of optical absorption spectroscopy, the electronic bandgap
can be derived when crystalline bulk materials with a defined ex-
citon signal are examined. If exciton resonances can be clearly
separated (this is possible in some solids at room temperature,
in others only at low temperatures), the electronic bandgap can
be extracted by considering the exciton binding energy. In case
of heavily doped crystalline solids, where the Fermi energy ex-
tends into the bands, complex calculations of many-body effects
at known carrier densities maybe used for getting the bandgap.

In other (poly-) crystalline materials it is usually not appro-
priate to determine the electronic bandgap using optical spec-
troscopy. Instead, one may define an “optical gap” by a well-
defined procedure as often the onset of absorption is relevant
for the intended application rather than the detailed nature of
the underlying mechanism. We propose to provide the point of
inflection together with values at which the absorption reaches
10% and 90%, respectively, for defining the “optical gap.” This
allows the energetic position and the width of the absorption
edge to be estimated. However, whichever definition is used, it
is crucial that values of the “optical gap” in different materials or
in materials that are prepared with different methods are com-
pared only if the “optical gap” is defined in the same way. In case
the absorption is formed by discrete optical transitions that re-
sults in several absorption peaks, an “optical gap” should not be
specified. Instead, each optical transition should be considered
individually.

Other non-optical methods, like photoelectron and inverse
photoemission spectroscopy, as well as scanning tunneling mi-
croscopy, allow the band structure and the bandgap in solids to
be determined or estimated. Note that the electronic bandgap
as, e.g., measured by photoelectron spectroscopy is different to
the “optical gap” as derived from optical spectroscopy. However,
the disadvantage of non-optical methods is that they are often
more complex, e.g., due to the need for special environmental
conditions, are surface-sensitive and cannot be implemented as
quickly and easily as optical spectroscopy.
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