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We demonstrate that a cavitation bubble initiated by a Nd:YAG laser pulse below breakdown threshold
induces crystallization from supersaturated aqueous solutions with supersaturation and laser-energy-
dependent nucleation kinetics. Combining high-speed video microscopy and simulations, we argue that a
competition between the dissipation of absorbed laser energy as latent and sensible heat dictates the solvent
evaporation rate and creates a momentary supersaturation peak at the vapor-liquid interface. The number
and morphology of crystals correlate to the characteristics of the simulated supersaturation peak.

DOI: 10.1103/PhysRevLett.131.124001

Controlling crystallization from solution, which is cen-
tral to technological applications ranging from nanomate-
rial synthesis to pharmaceutical manufacturing [1-3], is
still challenging our understanding of nucleation [4-6].
Among the strategies proposed to control kinetics and
emerging crystal properties [7-9], nonphotochemical laser-
induced nucleation (NPLIN), where one or more unfocused
laser pulses trigger accelerated nucleation in supersaturated
solutions [10—-12], emerged as a promising approach due to
its presumed nonchemical nature and ability to influence
polymorphic form [13,14]. At the reported laser pulse
duration (~nanoseconds), wavelengths (532/1064 nm),
and laser intensity (~MW/cm?), neither the solute nor
the solvent have sufficiently strong absorption bands to
induce photochemical effects. Several putative mechanistic
hypotheses, ranging from molecular phenomena relying on
(an)isotropic polarization and isotropic electronic polar-
izability of solute clusters [15] to microscale phenomena
based on impurity heating and consequent cavitation,
have been proposed in an attempt to explain the observa-
tions [16]. However, the exact mechanism behind NPLIN
remains elusive [16].

Transient microvapor bubbles can be created in liquid
environments with the absorption of laser pulses by
dyes [17] and nanoparticles [18,19]. The impurity heating
hypothesis suggests that laser energy absorbed by inherent
insoluble impurities (such as nanoparticles) locally evapo-
rates its surrounding solvent—consequently triggering sol-
ute nucleation. However, no direct measurements of this
hypothesized phenomenon were reported. Most reported
NPLIN experiments only quantify the crystallization prob-
ability seconds to minutes after laser irradiation [20].
Moreover, the large exposed volumes [O(cm3)] and uncer-
tainties in concentration and chemical nature of impurities
limit the observation of micron-sized cavitation bubbles
within microseconds after laser irradiation. Thus, the
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attempts to test the impurity heating hypothesis using
numerical modeling have had limited success due to lack
of concomitant experimental data [21].

In this Letter, using high-speed microscopy experi-
ments and 1D finite element simulations, we demonstrate
that a momentary supersaturation rise surrounding a laser-
induced cavitation bubble can trigger crystallization in
supersaturated aqueous solutions of potassium chloride
(KCI). We use a frequency-doubled Nd:YAG pulsed laser
with 532 nm wavelength and 4 ns pulse duration. Unlike
the traditional NPLIN experiments, we focus the laser to fix
the location of bubble formation and intentionally dope the
solution with a light-absorbing soluble impurity. We add
3.26 mg potassium permanganate (KMnO,) per 100 g
water to facilitate bubble formation below the optical
breakdown threshold via thermocavitation [22] (see
Supplemental Material [23], Sec. I). The laser focal spot
resembles an impurity being heated up and a consequent
cavitation bubble formation, establishing the connection
between NPLIN experiments conducted with unfocused
laser and this study. The added KMnO, is comparable to
the impurities level in traditional NPLIN experiments
[O(10 ppm)] [51] and therefore does not alter the solubility
of KClI (see Supplemental Material [23], Sec. II). Thus, this
work differentiates itself from cavitation-induced crystal-
lization experiments via multiphoton absorption using
focused ultrashort laser pulse (~femtosecond) that might
involve photochemistry [52]. Moreover, it captures the size
of cavitation bubbles [O(100 pm)] [19] surrounding the
nanoparticles for the inferred magnitude of laser energies
and impurity sizes in NPLIN experiments [51] (see
Supplemental Material [23], Sec. III for calculations).

We perform experiments to record the size of the vapor
bubbles created, the resulting number and morphology of
crystal(s) formed, and the cumulative nucleation proba-
bility at a fixed time lag. Subsequently, using simulations,

© 2023 American Physical Society
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FIG. 1. Sketch of the experimental setup to generate a micro-
bubble. The setup construction is detailed in our previous work
[55]. The green arrow indicates the direction of laser pulse.
PDMS: polydimethylsiloxane. TTL: transistor-transistor logic
signal.
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we estimate the local temperature, solute concentration, and
solute supersaturation surrounding the bubble to comple-
ment the experiments. The quantitative agreement between
experimental and simulated bubble dynamics validates the
proposed model. Leveraging the model, we argue that a
competition between the dissipation of absorbed laser
energy as latent and sensible heat dictates the instantaneous
solvent evaporation rate. A spike in evaporation rate during
the cavitation bubble expansion creates a momentary
supersaturation peak at the vapor-liquid interface (herein-
after referred to as “interface”). The experimentally
acquired nucleation probabilities, number, and morphology
of crystals formed correlate with the characteristics of the
short-lived [O(ps)] supersaturation peak surrounding the
bubble from simulations. For the first time, we quantita-
tively correlate the likelihood of crystal formation due to an
increase in the solute concentration at the interface through
laser-induced bubble formation with no expected photo-
chemical reaction.

In our experiments, KCI solutions with a super-
saturation range of 0.999-1.029 were used (solubility =
35.97 g/100 g-H,O at 25°C) with no pretreatment for
dissolved gases or filtration. A 40x objective (numerical
aperture = 0.6) is employed to both focus the laser
and image the sample. Figure 1 shows the architecture
of the inverted microscope that employs two cameras: a
high-speed camera operated at 330 000 frames/s to record
the evolution of the bubble size and a low-speed
camera operated at 50 frames/s, which records the
appearance of crystals. A 1.23 mm layer of silicone oil
(density = 930 kg/m?) floating on top of the supersatu-
rated solution prevents evaporation of the solution. The
laser is focused to a point within 10 pm above the
bottom surface (cover glass). The standoff distance to
the bottom surface is maintained below 0.05 to prevent
surface erosion [53]. In addition, all formed hemispherical
bubbles in this work have i/R,,,x > 10 to prevent the effect
of sidewalls on the bubble dynamics [54]. Thus, the cover
glass acts as a plane of symmetry for the semiunbounded
fluid surrounding the hemispherical bubble, allowing us to
analyze the bubble as spherically unbound—a 3D bubble.
Since the negatively buoyant crystals sediment to the
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FIG. 2. (a) Primary vapor bubble formation using a focused
laser pulse of 30 pJ recorded at 330 000 frames/s with a reduced
spatial resolution. (b) Dynamic radius of the hemispherical
bubble for different laser energies E. The error bars represent
the standard error on the mean of at least 20 independent trials.
A bubble radius beyond ~300 pm exceeded the field of view of
the camera. The symbols and lines correspond to experiments and
simulations, respectively. (c) Secondary bubbles and emergence
of crystals after collapse of the primary vapor bubble surrounding
the laser focal spot visualized at 50 frames/s using the low-speed
camera. The experiment is for £ =75 pJ and § = 1.019.

bottom, the adapted experimental technique allows in situ
recording of both the bubble and crystal(s).

Figure 2(a) depicts the primary bubble formation, its
subsequent expansion, and collapse immediately after laser
irradiation. The primary bubble then disintegrates into
secondary bubbles followed by the emergence of crystals
surrounding the laser focal point [Fig. 2(c)]. After the
primary bubble collapsed, we also observe a complex flow
pattern that transports secondary bubbles and crystals. The
direction of the resulting flow was observed to be random,
consistent with previous observations [56]. Figure 2(b)
displays a clear increase in the maximum radius (R,,,,) and
bubble lifetime with the supplied laser energy (E). For
details on the experimental methodology and validity of the
bubble shape, see Supplemental Material [23], Sec. IV.

We quantify crystallization by plotting nucleation prob-
ability and crystal count for varying laser energy and
supersaturation in the bulk, Fig. 3. The cumulative nucle-
ation probability (p) is defined as the number of trials that
resulted in crystal formation 2 min after laser irradiation to
the number of trials performed. Overall, the nucleation
probability increases with increasing laser energy and
solution supersaturation in the bulk (Sy). From Fig. 3(a),
we observe a minimum threshold laser energy for crystal
formation related to Sy, and vice versa, an observation
repeatedly reported in NPLIN experiments [20]. We
recorded a very low crystallization probability (p < 0.1)
for roughly saturated solution (Sp = 0.999) as the
lack of supersaturation would inhibit crystal growth.
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FIG. 3. Experimentally observed nucleation statistics: (a)

cumulative nucleation probability (p) and (b) mean crystal count
(N), for different laser energies (E) and solution supersaturation
in the bulk (Syu). The results are for ten trials, each with a fixed
lag of 2 min from the time of laser irradiation. The red dotted
curve is a guide to the eye representing the threshold where the
crystallization probability is > 0.5. See Supplemental Material
[23], Sec. V for morphologies.

We attribute the nonzero p value to the uncertainty
in Sy [O(1073)] pertaining to the variation in room
temperature  (24.8°C-26.1°C). No experiment was
performed beyond Sy = 1.029, as it was difficult to keep
the solution stable during handling. In Fig. 3(b), similar to
the nucleation probability, we see an increase in the number
of crystals formed (N) with both laser energy and bulk
supersaturation above the minimum laser intensity
threshold. We predominantly observed cubic crystals
with the probability of finding a rectangle or needlelike
crystal increasing with E and Sy, (see Supplemental
Material [23], Sec. V). This observed change in morpho-
logy aligns with previous observations [57,58], deduced
using limited solvent availability per nuclei. In our
experiments, we cannot measure local fluid properties
surrounding the bubble, such as temperature and solute
concentration, due to the small length and time scales
involved. Therefore, we employ numerical simulations to
calculate temporal and spatial values of these variables,
while the experimentally measured bubble radii and crystal
count are used to validate the fluid flow and local super-
saturation, respectively.

In numerical simulations, we solve for combined
momentum, heat, and solute transport. For each phenome-
non, the governing equations for an unbound 3D sphere are
used due to the plane of symmetry offered by the cover
glass. We employ the Rayleigh-Plesset equation [59] to
solve for the momentum surrounding the bubble,

d’R 3 (dR\? 1 26 4udR
REZ L[ = L (py - po =2 - 2HEX 1
d[z +2<dl> pL (pV Poo )7 ( )

where p; = 1175 kg/m? is the solution density, p., =
1.013 bar is the ambient pressure and py is the pressure
within the bubble, ¢ is the surface tension, u is the dynamic
viscosity of the solution, and R is the distance of the
interface from the laser focal point. The spherically
symmetric heat dissipation surrounding the bubble is
modeled using

0T+R2dRaT 1o/, 2)
L (- Sl
o 2dror 2o\ Cor

in which 7 is the temperature, « is the thermal diffusivity of
the solution, and r (> R) is the radial position from the
bubble center. For solute transport, we use an analogous
equation to Eq. (2) by substituting 7" with C*, the solute
concentration in kg/kg of the solution, and a with D, the
mass diffusivity of the solute.

For simplicity, we assume the bubble to be a lumped
system with an energy balance given by

d T d oT
(mvcpv v)+ ny H, :Avk(—> ’ (3)
t or ), g

dt d

where my, Ay, and ¢,y are the mass, surface area, and
specific heat capacity of the vapor bubble, respectively. Hy
is the latent heat of vaporization and k is the thermal
conductivity of the solution. At the interface, we enforce
the boundary condition Ty = T|,_ at all times, where Ty
is the bubble temperature. The change in mass of the bubble
is estimated using the corrected Hertz-Knudsen equation
[601, dmy/dt = —(16Ay/9\/ZIRGT) [py — peu(T,—g)].
where Ry is the specific gas constant for water vapor
and pg, (T|,_g) is the saturation pressure of the solution at
the interface. The py is estimated using the ideal gas law,
pvVy = myRgTy, where Vy is the bubble volume.

At t = 0 the bubble is assumed to be saturated with zero
interface velocity, and the surrounding solute concentration
is assumed to be same as in the bulk. System energy is
imposed by initializing a thermal boundary layer profile
surrounding the bubble. The initial temperature distribution
is T(&) = Ty + (Ty — To) exp[—(£/61)%], where T, is
the ambient temperature, Jt is the thermal boundary layer
thickness, and £ = r — R, is the radial distance from the
interface. A high exponent of 25 is used to approximate a
step function, while still being smooth enough to avoid
numerical instabilities near &= 6r. The thermal energy
supplied in the simulation is transformed into latent heat
(vapor), sensible heat (vapor and liquid), and kinetic energy
of the solution. Thus, the control parameter in simulation &
characterizes the energy available for a bubble to grow. The
initial bubble temperature is chosen to be 650 K—the
spinodal temperature [61], with the radius 0.5 pm calcu-
lated using theoretical laser spot dimensions. For details on
the numerical model and parameter values solved, refer to
the Supplemental Material [23], Sec. VI.

Figure 2(b) shows the numerically obtained bubble size
for 67 =21, 25.5, 29.5, 32.5, 34.5, and 36 pm, corre-
sponding to the increasing laser energy values from experi-
ments (see Supplemental Material [23], Sec. VI for
calculations). The deviation between experiments and
simulations in R for higher energies (E > 90 pJ) can be
attributed to nonlinear absorption [62,63] with possible
plasma formation. The plasma can initiate high pressures,
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FIG. 4.

(a),(b) Simulated temporal change in solute concentration (C) and temperature (7)) at the interface for Sy, = 1.019 (at 25 °C).

Since the laser pulse duration (4 ns) is negligible compared to the timescale of the phenomena (microsecond), we consider the energy
transfer from the laser (E) to the solution to be instantaneous at = 0 (x axis is scaled quadratically). (c) The supersaturation ratio
calculated using the concentration and temperature plotted in (a) and (b), respectively. The x-axis scale is quadratic, while the y-axis
scale is cubic. g represents the time period for which S > 1. (d) The simulated maximum S values obtained for all the conditions in this
Letter, similar to the examples from (c). The red dotted curve is the guide to the eye from Fig. 3, representing the crystallization
probability > 0.5 in experiments. (e¢) The time period for which the simulated S > 1, similar to the examples from (c).

leading to higher interface velocities [64]. The probability
of bubble incidence with and without KMnQO, in water was
investigated for nonlinear absorption, which supports the
reasoning made for deviations in R (see Supplemental
Material [23], Sec. I). Moreover, the increase in interface
velocities will only enhance the solvent accumulation at the
interface supporting our hypothesis (see Supplemental
Material [23], Sec. VI).

To get insight into the crystal formation surrounding the
bubble, we look at the factors affecting the solute super-
saturation using simulation. Figures 4(a) and 4(b) show the
temporal evolution of the solute concentration and temper-
ature at the dynamic interface for three different laser
energies at fixed bulk supersaturation. Initially, the
temperature drops abruptly, in conjunction with a steep
rise in concentration due to high evaporation rates,
O[100 kg/(m?s)]. Then, the decrease in temperature is
more gradual, while the decrease in concentration is steep.
The drop in temperature can be attributed to heat diffusion
away from the interface and advection resulting from
bubble dynamics. Similarly, for the solute, there is dilution
occurring at the interface due to condensation of the vapor
in addition to diffusion and advection. During the latter half
of the bubble lifetime, the concentration and temperature
have minimal change due to lower driving potentials and
short time range, O(10 ps). The temperatures during
bubble collapse estimated from the simulations are in good
agreement with the empirical calculations from literature
(see Supplemental Material [23], Sec. IV).

Figure 4(c) shows the temporal supersaturation at the
interface calculated using profiles given in Figs. 4(a) and
4(b). We observe a peak in the local supersaturation ratio
when the bubble is rapidly expanding, after which the
supersaturation decreases and the interface stays under-
saturated (S < 1) within the bubble lifetime. This

observation of a momentarily supersaturated state
(S > 1), highlighted in the close-up in Fig. 4(c), is a
favorable condition for crystal nucleation. Moreover, both
the peak supersaturation (S,,,c) and the time during which
the interface remains supersaturated (fg) increase with
increasing E. In the above analysis, we only look at the
interface since heat diffuses faster than the solute and thus
the maximum supersaturation ratio can exist only in the
region closest to the bubble, i.e., at the interface. The
estimated supersaturated layer thickness increases with £
and is O(10 nm), consistent with literature [21]. However,
this supersaturation ratio at the interface is dynamic and is
quantified only when the bubble exists. The induced flow
and resulting temperature and solute distribution surround-
ing the laser focal point after the bubble collapses are
complex and outside the scope of this work. The simulated
trends observed in Figs. 4(d) and 4(e) agree well with the
presented experimental results in Fig. 3.

Subsequently, we correlate the simulated crystallization
parameters S, and tg with the experimentally acquired
parameter N [Fig. 3(b)]. The nucleation rate (the number of
nuclei formed per unit time per unit volume) can be
expressed as [65]

J « Sexp{—16xv?y*/[3k3Tlog?(S)]}, (4)
where y is the solute-solution interfacial tension, kg is
Boltzmann’s constant, and » is the molecular volume.
We relate J o« N/fg. Since the size of the bubbles for the
time region where S > 1 are almost the same within the
range of energies used, we leave out the shell volume
surrounding the interface in the proportionality for J. Using
the slope from Fig. 5(a), we estimate y in Eq. (4) to be
377097 mJ/m? (at ~185°C-191°C). This value, when

-0.65
calculated for 25°C (3.51 mJ/m?), is within the reported
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FIG. 5. (a) Estimate of nucleation rate J against simulated peak
supersaturation (Sy,,,). J « N/tg, where N is the mean crystal
count from experiments and zg is the time for which § > 1 in
simulations. (b) Maximum vapor bubble radius plotted against
the energy supplied. The dotted and dashed lines represent the
power law fit for the data from experiments and simulations,
respectively. Error bars represent the standard error on the mean.

values of 2.19-5.283 mJ/m? for NPLIN [66-68] (see
Supplemental Material [23], Sec. VII for calculation).
Note that the elevated temperature is also a favorable
condition for crystal nucleation in addition to supersatu-
ration [Eq. (4)].

Figure 5(b) is an equivalent representation of Fig. 2(b),
showing the dependence of maximum bubble size (R,,.y)
for varying supplied energies. The estimate of the R, in
experiments was made using the bubble lifetime [69,70]
(see Supplemental Material [23], Sec. VIII). The closely
matching trends between experiments and simulations
support the reliability of the boundary conditions and
assumptions employed in the simulation.

In summary, we have shown that primary nucleation in
supersaturated aqueous KCI solution can be triggered by
thermocavitation induced by a single Nd:YAG laser pulse
below the optical breakdown threshold. The nucleation
probability as well as the number and morphology of
crystals formed depends on bulk supersaturation and laser
energy used. Combining high-speed microscopy experi-
ments and finite element simulations, we propose a
nucleation mechanism based on the solute accumulation
at the interface due to solvent evaporation into the growing
bubble. Simulations reveal a momentary spike in super-
saturation with a lifetime [O(ps)] proportional to the bulk
supersaturation and the supplied laser energy to facilitate
nucleation.

The proposed mechanism is distinct from other specu-
lated routes to crystal nucleation in laser-induced cavitation
experiments, for example, due to photochemistry [71] and
shock waves [72]. The intentional addition of KMnO,
enabled bubble formation via thermocavitation avoiding
photochemistry—which otherwise might exist due to
plasma in cavitation via optical breakdown. Furthermore,
our calculations reveal the length scale of shockwave
influencing crystallization [O(10 pm)] matches the thermal
boundary layer thickness surrounding the bubble (see

Supplemental Material [23], Sec. VIII). Therefore, we
expect no formation of crystals due to shock waves because
of the lower supersaturation ratio associated with higher
temperatures. Thus, the proposed mechanism, verified by
combining experiments and simulations, may shed light on
the discussion of the working mechanism(s) behind NPLIN
and sonocrystallization via cavitation [73,74].
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