A Bayesian defect-based physics-guided neural network model for probabilistic fatigue endurance limit evaluation
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ABSTRACT

Accurate fatigue assessment of material plagued by defects is of utmost importance to guarantee safety and service continuity in engineering components. This study shows how state-of-the-art semi-empirical models can be endowed with additional defect descriptors to probabilistically predict the occurrence of fatigue failures by exploiting advanced Bayesian Physics-guided Neural Network (B-PGNN) approaches. A B-PGNN is thereby developed to predict the fatigue failure probability of a sample containing defects, referred to a given fatigue endurance limit.

In this framework, a robustly calibrated El Haddad’s curve is exploited as the prior physics reinforcement of the probabilistic model, i.e., prior knowledge. Following, a likelihood function is built and the B-PGNN is trained via Bayesian Inference, thus calculating the posterior of the parameters. The arbitrariness of the choice of the related architecture is circumvented through a Bayesian model selection strategy. A case-study is analysed to prove the robustness of the proposed approach. This methodology proposes an advanced practical approach to help support the probabilistic design against fatigue failure.

1. Introduction

Defects broadly embody diverse unintended material features that originate from any fabrication process, encompassing casting, welding, sintering and additive manufacturing (AM) [1–3]. Although limitedly employed in practical engineering problems, a great deal of scientific interest has recognised material defects as the foremost cause of fatigue collapse. Specifically, defects induce local stress concentrations interfering with in-service fatigue loads and thus promoting fatigue crack initiation. Moreover, these phenomena are highly sensitive to defect's shape and location with respect to the free-surface of the considered structural components [4–6].

Although numerous post-fabrication treatments aim to mitigate material defectivity, its presence appears inescapable in some instances [7–9]. Therefore, defect-based models ought to be pursued for designing mechanical components against fatigue failure [10]. When defects can be regarded as cracks, their impact on fatigue performance can be assessed exploiting Fracture Mechanics (FM). Provided a representative characteristic length for such crack-like defects, several semi-empirical fatigue crack growth models are available to assess the fatigue life as well as the fatigue endurance limit of metallic materials, e.g. Paris', Murakami's, and El Haddad's (EH) [11–13]. For decades, these fatigue semi-empirical models have constituted the mainstream for designing metallic parts against fatigue failure [14,15]. Despite their practicality, such models are not capable to fully consider...
the real morphology of defects; generally highly complex. On top of that, other material inhomogeneities present at the micron- and sub-micron-scale are completely neglected in current predictive models, such as residual stress (RS) and intrinsic material fatigue strength. These shortcomings reveal the limitations of such semi-empirical models. As far as the defect morphology is concerned, the leading trend in characterising materials is seeing the use of both computed tomography (CT) and post-mortem fractography, to thoroughly acquire relevant descriptors of defects, thus enriching their characterisation – particularly in the context of AM [3,16–20]. Nevertheless, the current use of this powerful technique is only exploited partially given that, FM models cannot handle defect features other than the representative length.

To tackle this caveat, Machine Learning (ML) approaches have recently gained popularity to achieve superior defect-based assessment of fatigue performance [21–23]. To this end, a wealth of application of ML algorithm can be found in the literature regarding diverse metallic alloys, e.g. Neural Networks (NN) [24–29], Random Forest [28–30], Support Vector Machines [28,29,31–33], Kernel Ridge Regression [33,34], Gaussian Process Regression [29]. Due to the pure data-driven training of these ML approaches and due to the generally scarce available experimental data, the resulting surrogate models might recognise biased data patterns and lead to predictions not complying with the observed phenomenon. This drawback has recently fostered the development of Physics Informed Neural Networks (PINNs), whose training is constrained by physical or phenomenological laws [35,36]. Although PINNs were originally developed to numerically solve partial differential equations (PDEs), their rationale has been transferred to deal with problems related to fatigue life assessment. A few authors of the present manuscript conceived a defect-based PINN reinforced by a linear elastic FM (LEFM) model to correlate a set of defect descriptors with the fatigue life of a batch of AlSi10Mg specimens [37,38].

Reportedly, defects cause scattered fatigue data which, consequently, retain both epistemic and aleatory uncertainty [39–42]. Therefore, deterministic and frequentist data-driven and physics informed ML models cannot adequately account this aspect that is of great importance when designing engineering components against fatigue failure. Moreover, this approaches may suffer from small-data regimes. For this reason, the employment of probabilistic approaches is gaining more interest. Instead, Bayesian Inference (BI) represents a neat solution to address this problem which provides a formal probabilistic modelling setting with a built-in uncertainty quantification framework, provided adequate prior domain knowledge [43–45]. These methods inherit from BI the ability to craft surrogate models whose complexity is linked with the nature of the problem while minimising the dependence on the data regime [46]. Despite this, relatively little research has been devoted to applying formal BI-based methods to fatigue-related problems [40,47–49]. Given the potential of the Bayesian setting, BI and NNs have elegantly been blended, thus defining a new paradigm of ML, namely Bayesian NNs (BNNs) [46,50–52]. Thanks to BI, BNNs demonstrates excellent predictive capabilities in the context of small datasets [53], even when the number of samples is lower than the dimensionality of the problem [54]. More recently, the realm of BNNs has witnessed the advent of Bayesian PINNs (B-PINNs) [55]. Although primarily focused on PDE-governed problems [56–58], B-PINNs efficiently combines the distinctive capabilities of PINNs with BI. Hence, B-PINNs apparently represent a powerful probabilistic ML tool to address the evaluation of fatigue performance, while embedding appropriate phenomenological laws into the training and offering a formal uncertainty quantification framework.

The present manuscript borrows part of the B-PINN’s framework to conceive a B-PGNN that predicts whether a specimen retaining certain defectivity traits attains a given fatigue life, i.e. number of cycles, when subjected to a prescribed fatigue load; sometimes referred to as material fatigue limit. The present investigation concentrates on an Selective Laser Melted (SLM) AlSi10Mg literature dataset whose specimens were tested via alternate tensile fatigue tests. Comprehensive defect descriptors are available from both ante- and post-mortem analysis via CT-scan and fractography, respectively. Initially, the fractographic data and further literature information are used to determine the EH defect sensitivity curve of the dataset following Ref. [49]. The retrieved EH curve is then opportunistically generalised to handle the descriptors contained in the CT-dataset. The generalised EH curve is then transferred to the parameters (weights & biases) of the B-PGNN as a prior (distribution) to inform its physical side. Whilst the data-driven side of the B-PGNN is ruled by the likelihood (function) built upon the available experimental CT dataset. Thus, BI is pursued to compute the posterior (distribution) of the parameters. Consequently, the B-PGNN learns how to predict the failure probability of the samples while providing the uncertainty of such predictions. Furthermore, a K-fold cross-validation is performed to assess the robustness of the B-PGNN, and its performance over the BNN counterpart are examined. Alongside, a Bayesian model selection method is presented to identify the optimal B-PGNN architecture amongst many candidate configurations. As an ancillary result, the B-PGNN is exploited to shed light onto the correlations between the predictions and descriptors from CT-scans, which would not be disclosed if the classic EH model were adopted.

2. Bayesian Physics Guided Neural Networks

For an input point \( x \in \mathbb{R}^n \), let \( F \) a feed-forward NN with \( l = 1, 2, \ldots, L \) fully-connected layers having \( N_1, N_2, \ldots, N_L \) neurons each. Inductively, \( F \) is defined over the number of layers as follows:

\[
y_1(x) = W_1 x + b_1,
\]

\[
y_l(x) = W_l \varphi(y_{l-1}(x)) + b_l, \quad l = 2, \ldots, L
\]

\[
F(x) = y_L(x)
\]

where \( \varphi \) represents the activation function. As concerns the \( l \)-th, \( W_l \) and \( b_l \) are weight matrix and bias vector thereof. Whilst \( N_l \) denotes the number of neurons of the \( l \)-th layer. Henceforth, \( \Theta \) will denote the aggregated vector of weights and biases.

Let \( D \) be a dataset generated by an underlying ground-truth function one wish to learn. Bayesian modelling aims to assimilate the function by capturing the uncertainty in the learning process [59] – it does so by turning model parameters (i.e. weights & biases
in the case of NNs) into random variables. In particular, Bayesian modelling commences with placing a prior over the network parameters \( P(\theta|F) \). Intuitively, the prior represents the previous knowledge of the modeller about the observed phenomenon. The fit of the network \( F \) to the data \( D \) is assessed through the likelihood \( P(D|\theta, F) \) [60]. BI then combines the likelihood and prior via Bayes’s theorem to obtain the posterior over the NN parameters:

\[
P(\theta|D, F) = \frac{P(D|\theta, F)P(\theta|F)}{P(D|F)}
\]

(4)

where \( P(D|F) \) is called the model evidence defined as:

\[
P(D|F) = \int P(D|\theta, F)P(\theta|F) d\theta.
\]

(5)

Once the posterior distribution is computed, one can draw \( \theta^{(k)} \) \( k = 1, \ldots, N \) trials from it and perform predictions \( F^{*}(x) = F^{*} \) on an unseen input \( x \) by computing the predictive posterior (distribution):

\[
\mathcal{F}^{*} = \mathbb{P}(x|D, F) \approx \frac{1}{N} \sum_{k=1}^{N} \mathbb{P}(x|\theta^{(k)}, F).
\]

(6)

Upon determining \( \mathbb{P}(x|D, F) \), one can draw a sufficient number of trials \( F^{(k)} \) \( k = 1, \ldots, P \) whereby pertinent statistical indicators can be computed accordingly, such as the expected value (mean) \( \mathbb{E}[F^{*}] \), standard deviation (uncertainty) \( \sqrt{\mathbb{V}[F^{*}]} \). Additionally, one can compute the 2.5% and 97.5% quartiles, and the 25% and 75% quartiles to calculate the 95% confidence interval and the interquartile range of \( \mathbb{P}(x|D, F) \), respectively.

Unfortunately, for NNs the exact computation of Eq. (4) is generally unfeasible. Consequently, the computation of \( P(\theta|D, F) \) requires approximations, and approximate BI methods such as Hamiltonian Monte Carlo (HMC) [46,61] and Variational Inference (VI) [62–65] are generally employed. As both methods are used in the present manuscript, their brief summary is given herein.

HMC defines a set of Markov chains whose invariant distribution is \( P(\theta|D, F) \) and relies on Hamiltonian dynamics to accelerate the exploration of the distribution space. Because the invariant distribution of the Markov chains is \( P(\theta|D, F) \), the training performed with HMC is guaranteed to converge asymptotically to the exact posterior distribution.

VI defines an approximating posterior distribution \( Q_{\lambda}(\theta) \approx P(\theta|D, F) \) from a given class, e.g., Gaussian. VI assumes that \( Q_{\lambda}(\theta) \) depends on the parameters in \( \lambda \) which are selected in order to minimise a distance between \( Q_{\lambda}(\theta) \) and the true posterior and, consequently, to find the closest \( Q_{\lambda}(\theta) \) to \( P(\theta|D, F) \) within the given class. Whilst VI has no convergence guarantees with respect to the true posterior, it often holds advantages in terms of computational complexity.

The B-PGNN conceived herein is essentially a NN trained through BI, i.e. by employing Eq. (4) In particular, the physical laws governing the observed phenomenon is embedded in the prior \( P(\theta|F) \), whereas the likelihood is generally assumed to be Gaussian in a regression setting, or Multinoulli in a classification setting [60]. The training scheme of the B-PGNN is illustrated in Fig. 1, whilst the details about designing the prior to include the physical law shall be discussed in Section 3.3 with particular regard to catalytic priors [66,67].

It is worth mentioning that the B-PINN framework has already been presented in [55]. Therein, the physics governing the problem is injected as to modify the likelihood, instead of the prior distribution. It is important to remark that one approach does not exclude the other. However, while the likelihood modification approach is more akin to the training for deterministic PINNs, designing priors tailored at a particular application is the natural channel for embedding expert knowledge in BNNs [46,67,68]. Crucially, crafting priors resembling the problem’s formulation is an essential requirement to obtain good quality uncertainty estimation and a well-calibrated posterior [69].

3. Materials and methods

3.1. Material dataset

The present study considers as a case study the literature dataset borrowed from [17]. In particular, this dataset regards a batch of n.12 SLM AlSi10Mg specimens encompassing their fatigue characterisation, ante-mortem CT defectivity assessment, and post-mortem failure analysis. The specimens were turned after their fabrication to reduce their surface roughness, but no thermo-mechanical treatments were applied to relieve RS or mitigate defectivity.

The fatigue response of the samples was probed employing a cyclic load with constant stress amplitude \( \Delta \sigma \) at load ratio \( R = -1 \). The recorded fatigue life \( N \) of each specimen as well as the corresponding applied stress range are listed in Table 1. The runout threshold \( T = 2 \cdot 10^{6} \) was set to distinguish samples as either runout or failed, i.e. \( N \geq T \) and \( N < T \), respectively.

Before fatigue testing, each specimen were examined through CT to characterise its defectivity. Specifically, CT-scans enabled the retrieval of the external area, \( A \), and the volume, \( V \), of the detected defects whereby additional morphological features were derived. The projection of \( A \) onto the plane normal to the applied fatigue load provides the associated Murakami’s parameter \( \sqrt{\text{area}} \) [12]. Furthermore, the combination of both \( A \) and \( V \) lead to the so-called sphericity \( S \):

\[
S = \frac{\pi^{1/3} (6V)^{2/3}}{A}
\]

(7)
Fig. 1. Block diagram of the training the B-PGNNs \( \mathcal{F} \). The prior distribution of the parameters \( \theta \), i.e. \( P[\theta|\mathcal{F}] \), is inferred from a "physical" law. Given a training dataset \( \mathcal{D} \) the likelihood \( P[\mathcal{D}|\theta, \mathcal{F}] \) is built, which is plugged along with the prior into Bayes's theorem. As a result the posterior \( P[\theta|\mathcal{D}, \mathcal{F}] \) is computed, alternatively through VI or HMC, allowing for subsequent predictions.

Table 1

Summary of the fatigue test campaign. Samples marked with * underwent prior testing at a lower \( \Delta\sigma \).

<table>
<thead>
<tr>
<th>Sample</th>
<th>( \Delta\sigma ) [MPa]</th>
<th>( N ) [-]</th>
<th>Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>295.4</td>
<td>46255</td>
<td>Failed</td>
</tr>
<tr>
<td>2</td>
<td>400.0</td>
<td>474</td>
<td>Failed</td>
</tr>
<tr>
<td>3</td>
<td>220.0</td>
<td>8889311</td>
<td>Runout</td>
</tr>
<tr>
<td>3*</td>
<td>360.0</td>
<td>3432</td>
<td>Failed</td>
</tr>
<tr>
<td>4</td>
<td>156.0</td>
<td>3795336</td>
<td>Runout</td>
</tr>
<tr>
<td>5</td>
<td>301.6</td>
<td>39538</td>
<td>Failed</td>
</tr>
<tr>
<td>6</td>
<td>378.3</td>
<td>11465</td>
<td>Failed</td>
</tr>
<tr>
<td>7</td>
<td>298.5</td>
<td>19806</td>
<td>Failed</td>
</tr>
<tr>
<td>8</td>
<td>156.0</td>
<td>20000000</td>
<td>Runout</td>
</tr>
<tr>
<td>9</td>
<td>180.0</td>
<td>11352768</td>
<td>Runout</td>
</tr>
<tr>
<td>10</td>
<td>220.0</td>
<td>2622640</td>
<td>Runout</td>
</tr>
<tr>
<td>11</td>
<td>180.0</td>
<td>237485</td>
<td>Failed</td>
</tr>
<tr>
<td>12</td>
<td>200.0</td>
<td>15242310</td>
<td>Runout</td>
</tr>
</tbody>
</table>

whereas, the sole \( V \) permits computing the equivalent diameter \( d \):

\[
d = \sqrt[3]{\frac{6V}{\pi}}
\]  

(8)

Whilst the position of the defects, \( h \), was quantified by estimating the relative distance between their centroid and the free-surface of the examined specimen.

Postulating crack-like defect approximation, LEFM enables mode I SIF range \( \Delta K \) to be assumed as the fatigue crack driving force. In this instance, \( \sqrt{\text{area}} \) is adopted as the representative length of defects whereby \( \Delta K \) is formulated as [70]:

\[
\Delta K = Y \Delta\sigma \sqrt{\frac{\pi \sqrt{\text{area}}}{r}}
\]  

(9)

where the factor \( Y \) is evaluated according to Murakami’s criterion [70]:

\[
Y = \begin{cases} 
0.65 & h/r < 1.25 \\
0.5 & h/r \geq 1.25 
\end{cases}
\]  

(10)

in which \( r = \sqrt{\text{area}/\pi} \) is the equivalent radius of the defect. Amongst numerous acquired defects for each sample, the present research prioritises those yielding the maximum \( \Delta K \), see Table 2.

Post-mortem fractography characterised, where detectable, the defects that actually triggered fatigue failure in terms of \( \sqrt{\text{area}} \) and, again, the distance \( h \) between the defect’s centroid and the free-surface of the specimen. Additionally, Murakami’s criterion
Table 2
Defect descriptors acquired via CT-scan yielding the maximum $\Delta K$.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$\sqrt{\text{area}}$ [$\mu$m]</th>
<th>$h$ [$\mu$m]</th>
<th>$d$ [-]</th>
<th>$S$ [-]</th>
<th>$Y$ [-]</th>
<th>$\Delta K$ [MPa$\sqrt{\mu}$m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>214.2</td>
<td>110.9</td>
<td>186.7</td>
<td>0.35</td>
<td>0.65</td>
<td>5.0</td>
</tr>
<tr>
<td>2</td>
<td>275.0</td>
<td>308.8</td>
<td>256.5</td>
<td>0.27</td>
<td>0.65</td>
<td>7.6</td>
</tr>
<tr>
<td>3</td>
<td>283.4</td>
<td>134.3</td>
<td>253.0</td>
<td>0.25</td>
<td>0.65</td>
<td>4.3</td>
</tr>
<tr>
<td>4</td>
<td>334.5</td>
<td>233.8</td>
<td>227.6</td>
<td>0.32</td>
<td>0.65</td>
<td>3.3</td>
</tr>
<tr>
<td>5</td>
<td>379.1</td>
<td>269.5</td>
<td>260.9</td>
<td>0.29</td>
<td>0.65</td>
<td>6.8</td>
</tr>
<tr>
<td>6</td>
<td>429.2</td>
<td>222.8</td>
<td>340.6</td>
<td>0.23</td>
<td>0.65</td>
<td>9.0</td>
</tr>
<tr>
<td>7</td>
<td>443.3</td>
<td>207.6</td>
<td>401.8</td>
<td>0.21</td>
<td>0.65</td>
<td>7.2</td>
</tr>
<tr>
<td>8</td>
<td>458.2</td>
<td>214.2</td>
<td>341.4</td>
<td>0.24</td>
<td>0.65</td>
<td>3.8</td>
</tr>
<tr>
<td>9</td>
<td>470.0</td>
<td>222.3</td>
<td>342.6</td>
<td>0.25</td>
<td>0.65</td>
<td>4.5</td>
</tr>
<tr>
<td>10</td>
<td>497.8</td>
<td>310.1</td>
<td>418.3</td>
<td>0.17</td>
<td>0.65</td>
<td>5.7</td>
</tr>
<tr>
<td>11</td>
<td>568.8</td>
<td>332.0</td>
<td>398.6</td>
<td>0.20</td>
<td>0.65</td>
<td>4.9</td>
</tr>
<tr>
<td>12</td>
<td>572.0</td>
<td>373.7</td>
<td>410.2</td>
<td>0.21</td>
<td>0.65</td>
<td>5.5</td>
</tr>
</tbody>
</table>

Table 3
Available defect descriptors acquired via fractography.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$\sqrt{\text{area}}$ [$\mu$m]</th>
<th>$Y$ [-]</th>
<th>$\Delta K$ [MPa$\sqrt{\mu}$m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>128.8</td>
<td>0.65</td>
<td>3.9</td>
</tr>
<tr>
<td>2</td>
<td>378.2</td>
<td>0.65</td>
<td>9.0</td>
</tr>
<tr>
<td>3</td>
<td>168.8</td>
<td>0.65</td>
<td>5.4</td>
</tr>
<tr>
<td>8</td>
<td>500.0</td>
<td>0.65</td>
<td>2.6</td>
</tr>
<tr>
<td>9</td>
<td>437.4</td>
<td>0.65</td>
<td>4.3</td>
</tr>
<tr>
<td>10</td>
<td>271.5</td>
<td>0.65</td>
<td>4.2</td>
</tr>
<tr>
<td>12</td>
<td>440.0</td>
<td>0.65</td>
<td>4.2</td>
</tr>
</tbody>
</table>

(Eq. (10)) was applied to compute $Y$ and the corresponding $\Delta K$. Table 3 reports the outcomes of this investigation. The defect pertaining to the twelfth sample of Table 3 was originally categorised as sub-surface defect, i.e. $Y = 0.5$. However, EH curve should be referred to a unique class of defect [13]. Maintaining the same $\Delta K$, the equivalent $\sqrt{\text{area}} = 440.0 \mu$m was computed by assigning $Y = 0.65$ to this defect.

Fig. 2(a) shows the CT dataset given in Table 2, where purple circles and yellow cross markers indicate runout and failed samples, respectively. Similarly, Fig. 2(b) portrays $\sqrt{\text{area}}$ and $\Delta \sigma$ acquired by fractography. Therein, markers are coloured according to the associated $\Delta K$ whose value can be read from the rightmost colour bar.

3.2. El Haddad’s curve of the fractography dataset

The EH curve is considered to build the physical constraint of the B-PGNN. Such curve is a semi-empirical law that establishes the fatigue endurance limit of metallic alloys referred to a prescribed runout threshold $\bar{T}$. Under the hypothesis of LEFM, assuming crack-like defect approximation, and $\sqrt{\text{area}}$ as the defect’s characteristic length, the analytical expression of the EH curve turns out
to be \([13,71]\):

\[
E : \Delta \sigma = \Delta \sigma_w \sqrt{\frac{\text{area}_i}{\text{area}_w + \text{area}}}
\]  

(11)

where \(\Delta \sigma_w\) is the fatigue endurance limit of a defect-free specimen, and \(\sqrt{\text{area}_w}\) is the so-called EH critical length:

\[
\sqrt{\text{area}_w} = \frac{1}{\pi} \left( \frac{\Delta K_{th,lc}}{\Delta \sigma_w} \right)^2
\]  

(12)

where, in turns, \(\Delta K_{th,lc}\) is the fatigue crack growth threshold for long cracks.

Given \(\Delta K_{th,lc}\) and \(\Delta \sigma_w\), the associated EH curve partitions the \(\sqrt{\text{area}} - \Delta \sigma\) plane into the region of propagating cracks and non-propagating cracks, above and beneath the curve respectively. Considering a fatigued sample represented by \(x_i = [\sqrt{\text{area}}, \Delta \sigma]\), the EH curve allows assessing whether pre-existing crack would propagate from a defect when a cyclic load is applied. Specifically, if \(x_i\) falls above the EH curve, the associated specimen is meant to fail. Conversely, if \(x_i\) lays beneath the curve, the specimen is expected to runout. In terms of ML, the EH curve intrinsically defines a dichotomous classification problem where it acts as the decision boundary separating two distinct classes, i.e. runout and failed samples. Consequently, the identification of the EH parameters was carried out using the Maximum a Posterior (MAP) approach comprehensively described in Ref. [49] and briefly summarised herein. The fractographic dataset (Table 3), formally stated as:

\[
D_H = \{ (x_i, T_i) : x_i = [\sqrt{\text{area}}_i, \Delta \sigma_i], i = 1, 2, 3, 8, 9, 10, 12 \}
\]  

(13)

was used to build the corresponding Bernoulli likelihood, in which \(T_i\) is the ground-truth class computed according to Table 1 and \(T = 2 \cdot 10^6\) as follows:

\[
T_i = \begin{cases} 
0 & \text{if } N \geq T \\
1 & \text{if } N < T
\end{cases}
\]  

(14)

where 0 and 1 stand for runout and failed, respectively. Whilst the predicted class associated to \(x_i\) is computed by modelling the EH curve via Logistic Regression. Results from the literature were used to inform independent priors \(P[\Delta K_{th,lc}] = \mathcal{N}(4.9, 1.6^2)\) MPa\(\sqrt{m}\) and \(P[\Delta \sigma_w] = \mathcal{N}(330, 7.10.4^2)\) MPa for the EH parameters \([72–76]\). MAP was then pursued to compute the corresponding marginal posterior distributions \(P[\Delta K_{th,lc}|D_H]\) and \(P[\Delta \sigma_w|D_H]\), whose expected values \(\Delta K_{th,lc}\) and \(\Delta \sigma_w\) are the EH parameters sought. The EH curve referred to these values will be denoted as \(\hat{E}\).

3.3. Learning El Haddad’s curve

The first step necessary for the application of the B-PGNN framework for the present problem aims at encoding the EH curve into the prior of the BNN prior. Nevertheless, while BNNs are flexible models that can be used to tightly approximate any smooth function, they are characterised by a non-linear relationship between the distribution placed on the weights and the resulting functional form of their output. Therefore, the EH curve cannot analytically be encoded. Nevertheless, as highlighted in the following, a method for accurate encoding of the prior can be designed through a combination of synthetic data generation, learning, and posterior tempering by relying on the concept of catalytic priors \([66,67]\).

In the specific problem analysed herein, the set of problem descriptors considered thus far is initially extended. In fact, the application of ML allows for considering features whose relationship with the predictor are already well-understood physically, but also descriptors that potentially hold complementary information. Specifically, beside \(\sqrt{\text{area}}\) and already considered in the EH curve, the vector representing the BNN input, \(x_i\), is expanded as:

\[
x_i' = [\sqrt{\text{area}}, d_i, S_i, \Delta \sigma_i]
\]  

(15)

Intuitively, the feature \(\sqrt{\text{area}}\) allows the B-PGNN to account for the extension of the defects, whereas the combination of \(\sqrt{\text{area}}\) and \(d\) (Eq. (8)) indirectly encode the influence of the defect’s thickness. Additionally, \(S\) (Eq. (7)) was selected as a shape parameter since it introduces the functional dependence on three-dimensional morphological traits. Specifically, \(S\) can allow for spheroidal defects (e.g. gas pores) to be distinguished from those being more crack-like (e.g. lack-of-fusion) when \(S \to 1\) and \(S \to 0\), respectively. Notice that \(h\) was not included in the model since Murakami’s criterion (Eq. (10)) categorises all the instances of Table 2 as surface defects. Thanks to the flexibility of the present framework, any other available descriptors relevant to the problem can be potentially included in \(x_i'\).

To encode the EH curve in the BNN the catalytic prior framework \([66,67]\), a synthetic dataset is generated such that it encapsulates the behaviour of the EH curve in a discretised fashion. In order to so, a uniform grid over the entries of \(x_i\) is defined – this step only affects \(\sqrt{\text{area}}\) and \(\Delta \sigma\). Whilst the additional descriptors specific to the BNN are sampled from a Gaussian distribution with mean and variance set according to the experimental data listed in Table 2:

\[
[d_i, S_i] \sim \mathcal{N}(\mu = [320, 0.25], \Sigma = \text{diag} = (80^2, 0.05^2))
\]  

(16)
With the resulting samples a synthetic dataset is built as follows:

\[ D_S = \{ \{ x'_i, T'_i \} : x'_i = \left[ \sqrt{\text{area}}_i, \overline{d_i}, S_i, \Delta \sigma_i \right], i = 1, 2, \ldots, M \} \] (17)

where \( T'_i \) depends only on the EH input descriptors.

In short, the catalytic prior is learnt through the BNN from the synthetic dataset \( D_S \). Formally, a standard Gaussian distribution is initially placed over the weight, \( P(\theta | T') \) so that the catalytic prior is retrieved from a straightforward application of the Bayesian formula:

\[
P(\theta | D_S, T') = \frac{p(D_S | \theta, T') p(\theta | T')}{p(D_S | T')}
\] (18)

which is approximated using VI and the implementation is carried out through Pyro [77]. Differently from the standard Bayes’ theorem (Eq. (4)), Eq. (18) implements an additional parameter \( \tau \), called temperature [69]. In the current application, \( \tau \) balances the relative weight between the importance given to the physics, and that given to the observed dataset. Specifically, \( \tau \) is chosen as suggested in Ref. [66,67] such that \( \tau = \rho / M \); where \( M = \max\{400, 4p\} \) (Eq. (17)), and \( p \) is the number of B-PGNN’s parameters. The influence of \( \tau \) shall be clarified later in regards to the present problem. Furthermore, Eq. (18) is not yet the learning stage of the final B-PGNN, but only its first step encoding the physics information into the BNN model. Before discussing this aspect, however, a Bayesian method to identify a suitable architecture of \( T \) is illustrated.

### 3.4. Model selection

The design of the BNN prior to reproduce the EH curve has been discussed without referring to any specific architecture \( T \). The present section addresses the issue of selecting the optimal architecture from a given set of configurations following the Bayesian framework. This process is generally referred to as model selection [59,78].

Consider the CT dataset given in Table 2, formally:

\[ D_N = \{ \{ x'_i, T'_i \} : x'_i = \left[ \sqrt{\text{area}}_i, \overline{d_i}, S_i, \Delta \sigma_i \right], i = 1, 2, \ldots, 12 \}. \] (19)

where \( T'_i \) refers to the ground-truth label obtained by combining the data in Table 1 and Eq. (14). The first step consists in dividing the dataset into a training set, \( D_T \), and a validation one, \( D_V \), which reserves one third of the data for the latter. In addition, a train-test K-fold split is performed thrice, so that each data point is included in the validation set once. This results in the definition of three K-folds pairs which denoted by \( D_T^{(K)} \) and \( D_V^{(K)} \) for \( K = 1, 2, 3 \). The resulting folds are graphically depicted in Fig. 3.

In order to perform model selection, one is meant to consider a finite dataset of possible configurations. In this instance, fully-connected NN architectures with tanh activation functions are considered [22,37,79]:

\[ D_C = \{ T_{m,n} : m \in \{1, 2\}, n \in \{16, 32, 64\} \}. \] (20)

where \( m \) is the number of hidden layers \( N \), whereas \( n \) denotes the neurons belonging to the first hidden layer \( N_1 \). If \( m = 2 \), then \( N_1 = N_2 / 2 \) neurons are assigned to the second hidden layer. In any case, the dimension of the input vector \( x'_i \) automatically determines the size of the input layer.

In a Bayesian setting, model selection is performed by selecting the specific architecture that maximises the model evidence for each specific fold \( K \):

\[
P[D_T^{(K)} | T_{m,n}] = \int \prod \{ D_T^{(K)} | \theta, T_{m,n} \} p(\theta | T_{m,n}) d\theta
\] (21)

Notice that while the integral is in general analytically intractable, it can be numerically approximated [59,78]. Finally, the optimal architecture for each K-fold is selected as:

\[ T^* = \max_{T_{m,n} \in D_C} \max_{K \in \{1,2,3\}} p[D_T^{(K)} | T_{m,n}] \] (22)

### 3.5. Training on CT data

The final stage of the learning entails the computation of the posterior of the B-PGNN for each optimal architecture and prior designed over the EH curve.

In particular, given the catalytic prior \( P(\theta | D_S, T') \) of Eq. (18), the optimal model architecture \( T^* \) is selected as explained in the previous section. The likelihood function over the fold training set, \( D_T^{(K)} \), is the computed and used to evaluate the posterior of the B-PGNN according to Eq. (4). The resulting posterior is approximated using HMC. In this instance, n.8 Markov chains having n.100 samples of \( \theta \) randomly explore the parameter space, whereas n.200 samples are dedicated to sample the posterior once the Markov’s chains converge. The implementation of HMC was conducted utilising, again, Pyro [77]. The resulting posterior distribution \( P(\theta | D_T^{(K)}, T^*) \) is finally employed to make predictions as per Eq. (6).

The reader could find the computational framework outlined thus far concisely presented in Appendix A.
4. Result and discussion

4.1. Identified EH curve

The application of MAP provided the expected values of the EH parameters $\hat{\Delta K}_{th,lc} = 6.6 \text{ MPa} \sqrt{m}$ and $\hat{\Delta \sigma}_w = 349.2 \text{ MPa}$, which univocally identify the EH curve through Eq. (11)–(12). Fig. 4 displays $\Delta \sigma$ alongside $\sqrt{\text{area}}$, and the identified EH curve $\hat{\zeta}$. A visual examination indicates $\hat{\zeta}$ to be correctly located at an intermediate position between failed and runout specimens, thus partitioning the dataset $\mathcal{D}_H$, precisely. This result, therefore, substantiates the judicious selection of the adopted prior distributions, i.e. $P[\Delta K_{th,lc}]$ and $P[\Delta \sigma_w]$.

4.2. Functional prior of the selected architectures

The implementation of model selection and the guidelines in Ref. [66,67] appointed $F_{1,16}$ as the optimal architecture for each K-fold $D_F^K$. Specifically, $F_{1,16}$ possess n.1 hidden layer with n.16 neurons totalising $p = 114$ parameters. Correspondingly, this strategy automatically determined the number of training points, i.e. $M = 484$, required to form the synthetic dataset $D_S^K$ (Eq. (17)). Alongside, the value of the temperature parameter turned out to be $\tau = 0.236$. The section of $D_S^K \forall K = 1,2,3$ – which is identical for each K-fold – taken on $\sqrt{\text{area}} - \Delta \sigma$ plane is portrayed in Fig. 5. Therein, runout and failed samples of $D_S^K$ are denoted by blue and red circle dots, respectively, whereas the solid black line is $\hat{\zeta}$. It is worth remarking that the descriptors not shown in Fig. 5 follow the normal distribution defined in Eq. (16).

VI was applied on three distinct instances of $F_{1,16}$ to compute the related the variational approximation of the catalytic prior $P[\theta | D_S^K | F_{1,16}] \forall K = 1,2,3$. To qualitatively assess the buoyancy of this stage, Fig. 6 presents the contours of the predictive posterior in terms of the expected value $\mathbb{E}[P_i]$ and uncertainty $\sqrt{\mathbb{V}[P_i]}$ of the forecast class $P_i$. Each figure also depicts failed and runout specimens belonging to the training and test set, i.e. $D_T^K$ and $D_V^K \forall K = 1,2,3$, for the sake of convenience. The combination of these contours can be interpreted as the probabilistic fatigue endurance limit of the examined batch of samples. Apart from
modest oscillations ensuing from the random hidden descriptors, the contours bear a close resemblance to one another. A graphical inspection reveals that $F_{1,16}$ satisfactorily surrogates the EH curve as the contour lines of the predictive posterior globally track the functional form of $\hat{\epsilon}$. Nevertheless, a substantial broadening of the contour lines of $\mathbb{E}[F_i]$ and a general increase of $\sqrt{\mathbb{V}[F_i]}$ can be observed along $\hat{\epsilon}$ for approximately $\sqrt{\text{area}} < 150$ MPa and $\sqrt{\text{area}} > 600$ MPa. Therein, $F_{1,16}$ supposedly extrapolates more than it would do across the sub-domain of the plane where the synthetic training points are concentrated, i.e. $[150, 600] \times [100, 500]$. In contrast, $F_{1,16}$ achieve greater performance across the interior of this region as the contour lines of $\mathbb{E}[F_i]$ tightly surround $\hat{\epsilon}$ while showing relatively lower levels of uncertainty.

4.3. Assessing B-PGNN predictions

Each $F_{1,16}$ was subsequently trained on $D_{S}^{(K)}$ through HMC upon prescribing the functional prior $\mathbb{P}[\theta | D_{S}^{(K)} | F_{1,16}] \forall K = 1, 2, 3$. As a result of the training, the final posterior distribution $\mathbb{P}[\theta | D_{S}^{(K)}, H_{1,16}]$ was computed. Fig. 7 illustrates the contours of $\mathbb{E}[F_i]$ and $\sqrt{\mathbb{V}[F_i]}$ of the predictive posterior of each $F_{1,16}$. For each examined K-fold, the contours ostensibly retain the trend seen in Fig. 6. This finding demonstrates that each B-PGNN preserved the physical knowledge assimilated during VI. Interestingly, the contours attempt to accommodate the conformation of the training datasets. As concerns K-folds n.1, this effect is barely perceptible in Fig. 6(a) since the arrangement of the training points already seem to concur well with the underlying phenomenological law. Nonetheless, the B-PGNN becomes more confident about its predictions in the neighbouring regions of the CT training data. Therein the uncertainty is reduced thanks to the additional training information ensued from CT data, as it can be noticed in Fig. 7(b). The adaptation of the contours to the CT training data is more evident in regards to k-folds n.2. The group five of runouts in $D_{S}^{(2)}$ appears as prevailing so that the contours of $\mathbb{E}[F_i]$ and $\sqrt{\mathbb{V}[F_i]}$ are shifted downwards on the rightmost portion of the plot (Fig. 7(c)-(d)). Similarly to K-fold n.1, the uncertainty diminishes around the CT training data, see Fig. 7(d). With particular regard to K-fold n.3, the predominant
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Fig. 6. Contours of the catalytic prior for $D^K \forall K = 1, 2, 3$ obtained through VI (a)–(c) Expected value $E[P]$. (b)–(d)–(f) Uncertainty $\sqrt{V[P]}$. The contours are grouped row-wise with respect to the K-folds. (a)–(b) $K = 1$. (c)–(d) $K = 2$. (e)–(f) $K = 3$.

The presence of four failed training specimens above $\hat{e}$ drastically pushes the contours upwards, see Fig. 7(d). Intriguingly, the peculiar collocation of the CT training points suffices to reduce the uncertainty over the entire failed side of the contours.

Box & whisker plots are presented in Fig. 8 to quantitatively assess the obtained predictions. The box spans the interquartile ranges, whereas the whiskers decidedly cover 95% confidence interval. Besides training and test points, the figure reports the median as a short black horizontal line, whilst the expected value of the predictions are denoted as blue triangle markers. The samples are sorted as per Table 2. Except for limited variations, the B-PGNNs achieve similar predictions for samples 1–9. Indeed, this predictions satisfactorily match the experimental expectation for both the training and test datasets. By contrast, little inconsistency is observed with regard to specimens 10–12. These are closely located to $\hat{e}$ where $E[P]$ attains values about 0.5 and $\sqrt{V[P]}$ is relatively high. Therefore, the B-PGNNs cannot exactly distinguish which class the samples belong to. Much attention should be devoted to the
Fig. 7. Contours of the predictive posterior obtained by training $P_{1,16}$ on $D^{(k)}_{\mathcal{X}}$ for $K = 1, 2, 3$ through HMC (a)–(c)-(e) Expected value $E[\mathcal{P}]$. (b)-(d)-(f) Uncertainty $\sqrt{\mathcal{V}[\mathcal{P}]}$. The contours are grouped row-wise with respect to the K-folds. (a)–(b) $K = 1$. (c)–(d) $K = 2$. (e)–(f) $K = 3$.

eleventh sample of the third K-fold (Fig. 7(c)). In this instance, let $x'_{11}$ be its representative point. Contrary to expectations, the B-PGNN probabilistically classify $x'_{11}$ as a runout. The apparent lack of matching can attributed to the pathological location of this sample. Focusing on the sole prior knowledge (Fig. 6(e)), $x'_{11}$ is positioned beneath $\hat{\mathcal{P}}$, where runouts are supposed to lay in. Further, the sample is surrounded by runouts training points which not only prompt the B-PGNN to classify $x'_{11}$ as runout, but also make the B-PGNN more confident. Certainly, further experimental data surrounding $x'_{11}$ can compensate for this little inaccuracy. In conclusion, $x'_{11}$ should essentially be treated as an outlier. Conversely, regarding K-fold n.1 and n.2, $x'_{11}$ acts as a training point, and it allows one to highlight an interesting property of the B-PGNN. Specifically, the B-PGNN recognise $x'_{11}$ not complying with the EH semi-empirical law. Consequently, since the B-PGNN becomes unsure about handling this exception, it increases the uncertainty around $x'_{11}$ to compensate for this apparent mismatch. Therefore, the B-PGNN classifies $x'_{11}$ with higher uncertainty, and this valuable
information would not have been appreciated with frequentist training, or by training without a physics-guided prior. Although this performance is not ideal, overall, the robustness of the B-PGNNs across the examined K-fold is verified, given the limited number of processed samples. It is worth emphasising that the examined sample are positioned nearby the $\hat{E}$, where considerable uncertainty is present. Nevertheless, in order to ensure sufficiently reliable parts, engineering design against fatigue failure requires samples to be located sufficiently distant from $\hat{E}$. To this end, the performance of the B-PGNNs is probed in such regions upon generating an additional synthetic dataset, see Appendix B for further details.

It is worth briefly commenting on the function of $\tau$ (Eq. (18)) across the different stages of the training. Specifically, $\tau$ intervenes as factor weighting the influence of the functional prior, i.e. $P[\theta|D^K_S, R_{m,n}]$, and the likelihood ensued from $D^K_T$ involved in HMC, i.e. $P[D^K_T|\theta, R_{m,n}]$. Hence, $\tau$ balances the contribution of the physical model and the training data from the CT dataset. The reader could refer to Appendix C for additional details on this.

In order to demonstrate the capabilities of the B-PGNN over the BNN counterpart having the same architecture, HMC was repeated without prescribing the catalytic prior. As concerns the implementation, VI was foregone, and HMC pursued with $\tau = 1$ and a non-informative prior over the parameters. Therefore, this configuration completely neglects the physical knowledge that the catalytic prior brought about earlier. For the sake of brevity, the contours of the predictive posterior are reported in Appendix D. In this case, the contours of $E[F_r]$ qualitatively capture the configuration of each dataset, but they do not follow the functional shape of the EH curve. Examining Fig. D.14(a), however, one can claim little similarity the contour in Figs. 7(a) and 7(c). Again, this is fortuitously due to the intrinsic distribution of the training points. Nevertheless, the quantitative predictions are far from being adequate.

Further evidence is provided by the box-plots in Fig. 9 whose box and whiskers span, again, the interquartile range and the 95% confidence interval, respectively. A graphical inspection reveals that the B-PGNN yields more consistent predictions except for the specimens located in the vicinity of the EH which may inherit higher uncertainty from the catalytic prior (see Fig. 6). Apart from these peculiar specimens, the B-PGNN’s predictions considerably approach the ground-truth more than the BNN does. In fact, BNN’s $E[F_r]$ appears to oscillate just within [0.3, 0.6] – considerably deviating from the ground truth value. Moreover, the larger interquartile range and confidence intervals prevent one from inferring precise information about the predicted class. Since the BNN may provide predictions significantly differing from the actual value, a prospective practitioner would pursue more conservative
The predictions provided by the BNN after HMC training without prescribing the functional prior (a) $K=1$ (b) $K=2$, (c) $K=3$.

approaches to tolerate this higher uncertainty in the predictions. Whilst, a more performance-oriented can be adopted by exploiting the superior accuracy of the B-PGNN.

Unlike the classical EH model which exclusively concentrates on $\sqrt{\text{area}}$ and $\Delta \sigma$, the obtained B-PGNNs allow for unveiling potential latent correlations between $F_i$ and the additional defect descriptors. This can provide insights into phenomena governing fatigue failures. The features were considered in pairs and permuted to study all the possible planes of the input domain, other than $\Delta \sigma - \sqrt{\text{area}}$ already discussed. This investigation was carried out with regard to the third K-fold $(D_3^{(3)})$ only, for the sake of brevity. The analysis showed positive correlations between $\sqrt{\text{area}}$ and $d$, $\sqrt{\text{area}}$ and $S$, and $\Delta \sigma$ and $d$, whereas negative correlation can be observed between $\Delta \sigma$ and $d$. On the other hand, no evident relationships connect $d$ and $S$. Further details on this are reported in Appendix E.

5. Conclusions

The present research has showcased a B-PGNN framework to probabilistically forecast whether metallic defect-laden materials experience fatigue failure when subjected to uniaxial fatigue loads. A rigorous Bayesian framework was developed to train the B-PGNNs by inferring a prior knowledge incoming from the data-associated semi-empirical El Haddad curve following a previously proposed procedure. The training culminates in the introduction of experimental evidence from CT data to account for a set of defect descriptors. A selection technique based on model evidence was illustrated to effectively select the most appropriate NN architecture. This approach ensures a full Bayesian treatment of the problem and eliminates the user’s arbitrariness on choice NN structure, i.e. layers and neurons.

To test this approach, a literature dataset of SLM AISI10Mg specimens was considered as a case-study. A K-fold split was employed to assess the robustness of the predictions offered by the developed method. Additionally, it was seen that the B-PGNN outperformed the non-informed BNN counterpart whose training did not involve the prescription of the prior. The tested case-study confirmed that out-of-distribution experimental data might affect the accuracy of the predictions – in extremely small datasets – however the results shown herein are more than satisfactory.

Based on the considered case-study, the developed B-PGNN model allowed for the exploration of potential latent correlations between the prediction and the input descriptors.
The proposed B-PGNN framework makes the most of advanced computational tools and fracture mechanics concepts to establish an unprecedentedly accurate probabilistic predictive model – even for scarce experimental datasets – to efficiently support the design against fatigue failure of defect-laden materials.
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**Appendix A. Computational algorithm**

**Algorithm 1** Computational algorithm for the B-PGNN of the present study.

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
</table>
| -- EH curve — | Require: Dataset from fractography $D_H$  
Require: Priors for EH parameters $P[\Delta K_{th,l,c}]$ and $P[\Delta \sigma_w]$  
Perform MAP  
Compute $P[\Delta K_{th,l,c}|D_H]$ and $P[\Delta \sigma_w|D_H]$  
Compute EH curve of $D_H$ |
| -- EH catalytic Prior & Model Selection — | Require: EH curve of $D_H$  
Require: Dataset $D_N$  
Require: K-fold split of $D_N$, i.e. $D_N^K$ and $D_N^V$  
Require: NN architectures $F_{n,m}$  
for $m \in \{1, 2\}$ do  
for $n \in \{16, 32, 64\}$ do  
Generate synthetic Dataset $D_S$  
Learn the Catalytic prior through VI  
for $K \in \{1, 2, 3\}$ do  
Compute the evidence of $F_{n,m}$ on $D_N^K$  
end for  
end for  
end for  
Select the optimal architectures $F^*$ for each K-fold |
| -- Training on CT data — | Require: K-folds of $D_N$, i.e. $D_N^K$ and $D_N^V$  
Require: Optimal architectures $F^*$  
for Each optimal architecture do  
Prescribe the catalytic prior over $\theta$  
Train B-PGNN through HMC on $D_N^K$  
Make predictions  
end for |
Appendix B. Performance of the B-PGNN for engineering practice

The synthetic dataset in Fig. B.10 is generated to assess the predictive capabilities of the B-PGNNs for engineering design against fatigue failure. This dataset will be named as $\mathcal{D}_p$ in the following. The dataset is characterised by points remotely located with respect to $\hat{\mathcal{E}}$. Each point belonging to $\mathcal{D}_p$ is assumed to possess $d = 320 \mu m$ and $S = 0.25$, in agreement with the mean values of the
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**Appendix C. Influence of the temperature \( \tau \)**

This section is briefly presented to expand the discussion about the function of \( \tau \) across the stages of the training VI and HMC. As far as the extreme instances of \( \tau \) are concerned, if \( \tau \) conceptually approaches zero, the physical side of the B-PGNN dominates the posterior. In contrast, if \( \tau \) becomes increasingly larger, the contribution of the functional prior is progressively purged. Lastly, if \( \tau = 1 \) the prior and the likelihood are equally balanced.

Additionally, to assess the sensitivity of the temperature parameter on the final predictions, \( \tau \) is drastically amplified, thus giving \( \tau_{\text{min}} = 0.2 \tau \) and \( \tau_{\text{min}} = 5 \tau \). Fig. C.12 summarises the results obtained through VI upon training on the synthetic dataset in terms of the predictive posterior. As concern the former case, the contours seems to approach those pertaining to the mere data-driven strategy as \( \tau_{\text{min}} \) weakens the prior knowledge inherited from the \( \hat{E} \). Conversely, in the latter instance the physical branch of the B-PGNN is strengthened, thus tightening the contours along \( \hat{E} \).

The choice of \( \tau \) has direct implication for the final predictions, as shown in Fig. C.13. Specifically, the lack of physical knowledge ensuing from \( \tau_{\text{min}} \) broadened both the interquartile ranges and the confidence intervals. Hence, an overall increase of uncertainty is observed. The opposite behaviour is obtained for \( \tau_{\text{max}} \) which considerably enhances the confidence of the B-PGNN. As concerns Fig. C.13, \( x_{11} ' \) seems to be, again, probabilistically classified as a runout, notwithstanding the reduced value of \( \tau \). Therefore, in order to include the possibility for \( x_{11} ' \) to be a failed samples, one ought to decrease \( \tau \) further. Nevertheless, this would lead to an unjustified broadening of the interquartile ranges and confidence intervals of the remaining samples. By contrast, the adoption of \( \tau_{\text{max}} \) confirms \( x_{11} ' \) to be a runout. This is mathematically reasonable as \( x_{11} ' \) would initially belong to the region where the expected value ranges from 0.3 to 0.4. As previously mentioned, \( x_{11} ' \) ought to be treated as an outlier so that its predictions needs to be interpreted with caution.

**Appendix D. Predictive posterior of the non-guided B-PGNN**

The present appendix reports the contour of the expected value (mean) and uncertainty (standard deviation) of the predictions obtained upon HMC without computing the functional prior through VI. Fig. D.14 present the result in the same manner as those in Figs. 6–7.
APPENDIX E. INVESTIGATION OF LATENT RELATIONSHIPS

The present Appendix complements the discussion about the analysis of the correlation between the input features the B-PGNN is meant to process. Fig. E.15 visually summarises the outcomes of this analysis. Particularly, Fig. E.15(a) discloses a positive
correlation between $\sqrt{\text{area}}$ and $d$, i.e. if these features jointly increase the failure probability increases as well. This appears reasonable since large defects are more likely to trigger fatigue collapse. Unexpectedly, Fig. E.15(b) suggest that $\sqrt{\text{area}}$ and $S$ are positively correlated, which seems, in a word, counterintuitive. In fact, one would suppose that spheroidal defects, i.e. $S \to 1$, yield a minor influence on fatigue failure. Nonetheless, Fig. E.15(b) recalls some of the traits of the EH curve. Presumably, this can be ascribed to the presence of $\sqrt{\text{area}}$ whose behaviour was previously informed by the EH model. However, as concerns Fig. E.15(c), a neat correlation is scarcely distinguishable. Fig. E.15(g) indicates that $\Delta \sigma$ generally controls the predictions, although a mild positive correlation can be recognised. In other words, for increasing $d$, $E[P_f]$ increases, which is in line with theoretical expectations. Still,
an arguable negative correlation can be noticed in Fig. E.15(i) with regard to $S$, similarly to that observed in Fig. E.15(c). Therefore, defects having $S \to 0$ ought to possess a crack-like shape, thus more detrimental to fatigue. In any case, the information contained in $D^{(3)}$ allowed the B-PGNN to enhance its predictions. The rightmost panels of Fig. E.15 witnesses diminished uncertainty in the neighbouring region of the training points. It should be mentioned that these sections are partly, or even completely (Fig. E.15(e)–(f)), non-informed by the physical branch. As a result, the patterns that the B-PGNN acquired were inferred from mere data, which corroborates the arrangement of the contours. Potentially, the existing observed discrepancies might be mitigated should further data is provided.
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