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A B S T R A C T   

Large errors can be introduced in traditional acoustic emission (AE) source localization methods using extracted 
signal features such as arrival time difference. This issue is obvious in the case of irregular structural geometries, 
complex composite structure types or presence of cracks in wave travel paths. In this study, based on a novel 
deep learning algorithm called deep residual network (DRN), a structural health monitoring (SHM) strategy is 
proposed for AE source localization through classifying and recognizing the AE signals generated in different sub- 
regions of critical areas in structures. Hammer hits and pencil-leak break (PLB) tests were carried out on a steel- 
concrete composite slab specimen to register time-domain AE signals under multiple structural damage condi
tions. The obtained time-domain AE signals were then converted into time-frequency images as inputs for the 
proposed DRN architecture using the continuous wavelet transform (CWT). The DRNs were trained, validated 
and tested by AE signals generated from different source types at various damage states of the slab specimen. The 
proposed DRN architecture shows an effective potential for AE source localization. The results show that the DRN 
models pre-trained by the AE signals obtained in the undamaged specimen are able to accurately classify and 
identify the locations of different types of AE sources with 3–4.5 cm intervals even when multiple cracks with 
widths up to 4–6 mm are present in the wave travel paths. Moreover, the influence factors on the model per
formance are investigated, including structural damage conditions, sensor-to-source distances and AE sensor 
mounting positions; in accordance with the parametric analyses, recommendations are proposed for the engi
neering application of the proposed SHM strategy.   

1. Introduction 

Acoustic emission (AE) technique is one of the most advanced non- 
destructive testing (NDT) methods for detecting internal damage sour
ces in structures. Physically, AE refers to the transient elastic waves (also 
referred to as stress waves [1]) induced by a rapid release of strain en
ergy due to deterioration process or internal friction in a solid material 
[2,3]. Transient elastic waves can be captured by AE sensors mounted on 
the surfaces of a structure by transforming them into electric signals that 
are then recorded by an acquisition system. Due to the passive nature of 
AE technique (without the need of active interrogation of the inspected 
structure by imposing some types of energy), it has advantages in early 
cracking detection and real-time monitoring. AE techniques are mainly 
utilized for classifying the types of damage sources [4] and estimating 
the locations of damage sources [5]. The scope of this study is restricted 
to the later. 

An accurate estimation of the damage source locations is a prereq
uisite for further analyzing the possible cracking areas in structures and 
for a better insight into the characteristics of the damage sources [6]. 
Traditionally, two classes of AE source localization approaches can be 
distinguished, namely the methods based on the analysis of full AE 
waveforms and those considering the extracted features/parameters of 
recorded signals [7]. The most used AE source localization methods are 
the arrival-time based approaches (also referred to as 
travel-time-difference approaches [8]). In concrete structures, the ac
curacy of AE sources localization is affected by many factors, such as the 
picking error of signal arrival time [9] and heterogeneous material 
properties of concrete [10]. These factors can lead to large localization 
errors up to 150 mm in concrete structures [10]. Many advanced algo
rithms have been proposed to improve the AE localization accuracy, 
which can be classified into three categories: 1) Akaike information 
criterion (AIC)-based approaches for picked arrival time [11]; 2) 
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complex velocity model-based approaches for materials with heteroge
neous properties [12,13]; and 3) the probability-based source location 
approaches [14]. However, these advanced algorithms often lead to 
longer computational time which is not suitable for real-time moni
toring, and the source localization error cannot be entirely removed. 

Recently, machine learning (ML) methods have been widely applied 
to the field of AE source localization. Compared to the aforementioned 
traditional source localization approaches, the data-driven ML methods 
are suitable for solving some difficult issues, such as the source locali
zation in complex structures with irregular geometries. Generally, the 
ML-based AE source localization methods can be distinguished into two 
categories, the regression models and classification models [15]. The ML 
regression models, e.g., artificial neural network (ANN) [16,17], 
generalized regression [18] and random forest regressions [19], are able 
to predict the locations of AE sources by establishing the relationship 
between the training and output datasets to reproduce data’s inherent 
characteristics [6]. These ML regression models have proven their ad
vantages in compensation for acoustic anisotropy effects, wave re
flections at structural boundaries and wave attenuation caused by 
defects or obstacles in wave travel paths [6,15,20,21]. Nevertheless, a 
large number of datasets are required for their training process, which is 
not practical for engineering applications [22]. Alternatively, the ML 
classification models achieve the prediction for AE source locations 
through dividing a target monitoring area into several sub-regions, in 
which different AE sources can be classified and recognized. The feasi
bility of various ML classification models for AE source localization has 
been widely investigated in literature, including the support vector 
machine (SVM) [15], hierarchical clustering algorithm [23], K-nearest 
neighbor (KNN) [24], naive Bayesian classifier [25] and decision trees 
[26]. Compared to the regression models, the number of data required 
for training a classification model is reduced to some extents [27]. 

More recently, the image-based ML classification methods have 
emerged as a promising tool for the AE source localization due to their 
potential for rapid inspection [27]. Compared with other ML-based 
approaches, the most distinguished advantage of an image-based ML 
classification method is that it does not require collecting many AE 
signals as inputs. A large number of datasets can be synthetically 
generated through the so-called “data augmentation” technique by 
adding a different levels of zero-mean Gaussian noise to the images [27]. 
The image-classification based strategy has been applied in different 
types of structures by adopting the convolutional neural network (CNN) 
based deep learning algorithms [15,28–32]. In such methods, AE signals 
were transformed into 2-D images or 1-D spectrograms as inputs of the 
CNNs [22]. The AE source locations were then predicted through clas
sifying and recognizing the images or spectrograms corresponding to the 
AE signals generated in different sub-regions of a target monitoring area. 
The available reported literatures were still in the theoretic stage, 
mainly focusing on the classification of the source locations far away 
from each other, e.g., 100-mm location intervals in [27], in small-scale 
structures. 

Although different ML models have been extensively employed for 
AE source localization, the previous studies usually split a single dataset, 
composed of same type of artificial AE sources, into different pro
portions of sub-datasets for the training, validation and testing of their 
adopted ML models [15,22,27]. AE signals of various sources types with 
different propagation and attenuation characteristics were observed in 
concrete structures [33,34]. For engineering applications, there is a need 
to verify the ability of ML models trained by one or several source types 
to predict the locations of different source types. Moreover, the previous 
studies mainly focused on the source localization in small-scale intact 
specimens in a laboratory without considering the influence of structure 
damage conditions on the localization accuracy. In actual working 
conditions, the generation of AE signals is usually accompanied by the 
occurrence of cracks in wave travel paths. There is a need to assess the 
localization accuracy of ML models trained by datasets obtained at un
damaged structural state for other datasets obtained with changed 

(damaged) wave travel paths under multiple structural damage condi
tions in large-scale structures. 

This paper presents an image-based deep learning framework for the 
AE source localization in a large-scale steel-concrete composite slab 
based on a novel deep learning algorithm called deep residual network 
(DRN). Since proposed by Microsoft Research in 2015 [35], the DRN has 
proven its accuracy and efficiency in image classifications; nevertheless, 
it has not yet been applied to the field of damage source localization. The 
obtained raw AE signals were converted into time-frequency images as 
the inputs of the proposed DRN architecture by using the continuous 
wavelet transform (CWT). In order to better evaluate the feasibility of 
the proposed strategy, in this study, the testing datasets of the estab
lished DRN models are largely different from the training datasets. The 
testing datasets are composed of various source types of AE signals 
generated under multiple damage states of the slab specimen. Moreover, 
the influence factors on the model performance have been investigated, 
including the damage conditions of the specimen (i.e., the cracks in the 
wave travel paths), the sensor-to-source distances and the AE sensor 
mounting positions (on the surfaces of steel or concrete). According to 
the results, recommendations were proposed for the application of the 
image-based AE source localization strategy to engineering practice. 

2. Experimental procedure and data collection 

2.1. Description of the tested specimen 

A large-scale steel-concrete composite slab specimen with di
mensions of 6620 × 1794 × 460 mm3 was selected for the laboratory 
experiments. The slab specimen was extracted from a historical bridge 
located in Amsterdam, The Netherlands. This slab specimen is composed 
of three paralleled I-shaped steel girders and the surrounding concrete 
parts. Four-point bending test was conducted on the slab specimen, 
which is part of a large experimental program for assessing the bearing 
capacity of historical bridge decks in The Netherlands. Fig. 1 shows the 
setup for the failure test, including the tested slab specimen, supports 
and actuators. The slab specimen was simply supported by three support 
cells at each side with a span of 5900 mm. Loads were applied through 
four loading plates of 230 × 230 mm2 with two distributed steel beams 
being placed between the loading plates and two actuators. 

Loading history of the test is given in Fig. 2. The load was applied for 
two loading-unloading cycles. In the loading of the first cycle, a loading 
step of 100 or 200 kN was adopted and crack checking was conducted at 
the end of each loading step. The slab was monotonically loaded to 
failure in the second cycle. Herein, three damage states are defined: 
undamaged state before loading, damaged state A at the end of the first 
unloading and damaged state B at the end of second unloading (Fig. 2). 
The cracking behavior of the slab specimen at damaged states A and B is 
shown in Fig. 3, providing cracking patterns at the middle part of the 
slab in lateral and bottom sides. The maximum widths of bottom cracks 
at damaged state A and B are 4 mm and 6 mm, respectively. At damaged 
state B, concrete crushing occurred in the top of the specimen near the 
loading plates (Fig. 3b). 

2.2. Experimental setup and sensor layout 

The AE measuring zone was selected at the bottom side of the middle 
part of the slab specimen, as shown in Fig. 1. In order to examine the 
influence of sensor-to-source distance on the model performance, a total 
of eight AE sensors of two different types were used in the experiments. 
An overview of the sensor layout is given in Fig. 4. Two R15α sensors (S1 
and S2 in Fig. 4), with a resonance frequency of 150 kHz and a 50–400 
kHz operating frequency range, were mounted at the bottom surface of 
the middle steel girder with a distance of 1.5 m. Six R6I-AST sensors (S3- 
S8 in Fig. 4), with a resonance frequency of 55 kHz and a 40–100 kHz 
operating frequency range, were mounted at the bottom surface of the 
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concrete. Such selection of sensor types is according to the recommen
dation in [37] and based on different wave attenuation characteristics in 
concrete and steel materials. Heavier wave attenuation and lower fre
quency range are expected for the detected AE signals in concrete due to 
its heterogeneity. The precise coordinates of each AE sensor on the 

bottom surface of the slab specimen are marked in Fig. 1b and c. 
Acquisition of AE signals was conducted using a 32-channel Micro-II 

Express Digital AE system (Mistras Group, Inc). A constant threshold of 
45 dB was applied to isolate ambient noises (amplitudes of ambient 
noises were measured as around 42 dB in pretests). The pre-amplifier, 
pre-trigger and sampling rate were initialized as 40 dB, 256 μs and 5 
MHz, respectively. A band pass filter from 20 kHz to 400 kHz was applied 
for all the sensors, as it is the expected frequency range for most of the 
detected AE signals in concrete [38] and steel structures [6]. The hit 
lockout time (HLT) of sensors S1 and S2 (on the steel girder surface) and 
the remaining sensors (on the concrete surface) were set as 1000 μs and 
300 μs, respectively, to avoid false detection due to signal decay [33,39]. 
Silicone grease coupling agent was used and pencil-leak break tests were 
conducted at a 3-cm distance to sensor center for each sensor before 
main tests to assure sensor sensitivity and the proper settings of AE 
monitoring system. 

2.3. Test procedure and data collection 

This study focuses on a zone-based identification of AE source lo
cations, as a supplement to traditional arrival-time based source local
ization methods. Previous study showed that classical arrival-time based 
AE localization approaches, e. g., the grid search method [37], can 
introduce large errors up to 9 cm in undamaged concrete structures [10]. 
Larger AE localization errors are expected when cracks in the wave 
travel paths and complex steel-concrete composite structures are 
involved as the case in this study, due to the reflection of the AE waves at 
the crack faces and the steel-concrete interfaces. The AE source zone is 
selected at the left bottom corner of the AE measuring zone with varied 
sensor-to-source distances from 176 to 1635 mm (at the bottom of slab 
specimen between the AE sensors S1 and S3 as shown in Fig. 5). The 
length of the AE source zone is set to the common error range caused by 
the classical arrival-time based AE localization methods for undamaged 
concrete structures, namely 9 cm. Eight AE source location classes are 
considered in the AE source zone, denoted as C1, C2, … and C8. These 
AE source locations are assigned on the bottom surfaces of both concrete 
(C1-C5) and steel (C6- C8) to represent different possible damage loca
tions in a steel-concrete composite structure. Various distances between 
the AE sources, e.g., 4.5 cm between C1 and C2, and 3 cm between C4 
and C5, are assigned to evaluate the localization precision of the pro
posed deep learning network. The DRN models were trained based on 
the AE signals obtained at locations C1, C2, … and C8 at the undamaged 
structural state. To further examine the predictivity of the DRN models 
for unseen datasets and entirely new datasets, two other source location 
classes C3T (near C3) and C6T (near C6), as marked in Fig. 5, are 
selected to generate additional datasets for model testing. 

Artificial AE signal sources were generated at the assigned AE source 
locations. To increase the diversity of datasets and to be closer to real 
structural damage sources, four kinds of methods were used for gener
ating AE sources, including hits from 5-mm, 10-mm and 25-mm-diam
eter hammers and excitations from pencil-leak break (PLB) tests, as 
shown in Fig. 6. Typical signals generated at source location C1 and 
received by AE sensor S3 (closest sensor to AE source locations as shown 
in Fig. 5) by the four different source generation methods are given in  
Fig. 7. A typical PLB signal has a peak frequency of 100 kHz and a wide 
frequency range from 20 to 120 kHz. The AE signals induced by the 
hammer hits with three different hammer diameters have a similar peak 
frequency at around 30 kHz, while those from the 25-mm diameter 
hammer hits cover a wider frequency range (Fig. 7c). It should be noted 
the frequencies and amplitudes of the signals received by different AE 
sensors are varied for a given excitation, due to the different sensor-to- 
source distances. 

A total of 14 datasets were collected, as listed in Table 1, consisting of 
8 main datasets and 6 additional test datasets. AE signals in the 8 main 
datasets were obtained by hammers of three different diameters hitting 
for 1000 times at AE source locations C1, …, C8, respectively, at the 

Fig. 1. Description of slab specimen: (a) an overview; (b) bottom view; (c) 
cross section A-A (unit: mm). 

Fig. 2. Loading history for the failure test of the slab specimen.  
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undamaged state of the slab specimen. These 8 main datasets were used 
for the training, validation and testing of the proposed model. AE signals 
in the 6 additional test datasets were generated by excitations at AE 
source locations C1, C8, C3T and C6T in multiple structural damage 
states (undamaged state, damaged states A and B) of the slab specimen. 
Unlike the main datasets that were generated by hammer hits, PLB 
sources were used for the additional test datasets. Such consideration is 
to preliminarily examine the feasibility of the proposed method for the 
localization of real damage sources. Possibility of PLB tests for simu
lating the acoustic emission signals from different types of real damage 
sources in concrete, steel and composite structures have been widely 
demonstrated in literature [40–42]. The PLB sources were not consid
ered in the additional test datasets C3T, C1a and C1b, because the PLB 
induced signals generated at source location C3T and C1 on concrete 
surface cannot be detected by the remote AE sensors S5, S7 and S8 in 

preliminary experiments, especially at damaged states A and B, due to 
their low energy and high attenuation. 

Each of the AE events induced by hammer hits or PLB tests were 
recorded by the 8 assigned AE sensors (see Fig. 4). It should be 
mentioned that one excitation (hammer hits or PLB) would result in 
several AE signals received by an AE sensor due to the reflection of AE 
waves at the structural boundaries and steel-concrete interfaces. It’s 
possible to isolate these reflection related signals by using some well- 
established AE signal filters, e. g., Swansong II filter [43]. However, 
such reflection related signals are encountered in the real working 
condition of a structure and thus all the received raw AE signals were 
retained as model inputs, in order to examine the feasibility of proposed 
strategy for compensating the wave reflections. 

3. SHM strategy for deep residual learning based AE source 
localization 

3.1. Data processing 

The received raw AE signals are time-history data. Preliminary study 
showed that the proposed RDN architecture yielded low training and 
testing performance when the time-domain AE signals were directly 
used as model inputs. Similar low performance was also observed for 
one-dimensional CNN using time-domain ultrasonic guided wave signals 
as inputs [22]. Consequently, the continuous wavelet transform (CWT) 
was adopted to convert the raw time-series AE signals into 
time-frequency scalogram images that contain the time-varying fre
quency characteristics of received AE signals. In definition, the CWT is a 
convolution of the time-series signals with a set of functions generated 
by a wave-like oscillation (also referred to as the mother wavelet) [44]. 
The CWT is one of most efficient tools for image compression [45] and 

Fig. 3. Cracking behavior of the slab specimen at: (a) damaged states A and (b) damaged state B.  

Fig. 4. An overview for AE sensor layout (unit: mm).  
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has the suitability for extracting features from time-series signals, such 
as ultrasonic guided waves and AE signals [46,47]. Each original image 
converted from a raw AE signal has a size of [840 × 630 × 3] (length ×
width × channel numbers), which was further resized to 
[200 × 200 × 3] for computational efficiency. To make the input space 
smoother and easier and to avoid overfitting and mapping problem for 
the input datasets, standard image augmentation was carried out 
through adding zero-mean Gaussian noise with 0.3 standard deviation 
to each resized image [48]. Accordingly, a total of 77976 images were 
created, with around 10000 images for each AE sensor corresponding to 
9600 excitations (hammer hits or PLB sources) as shown in Table 1. The 
number of images (AE signals) is larger than that of the excitations, as all 

the received AE signals were considered, including the reflected signals.  
Fig. 8 shows typical processed images from AE signals generated by a 
5-mm hammer hitting at source location C1 and received by different AE 
sensors (S1-S8). 

3.2. Brief introduction to deep residual network (DRN) 

The deep residual network (DRN) is a new type of convolutional 
neural network (CNN). In the following, a brief introduction to the 
classical CNN architecture is given first. The CNN is a popular network in 
the computer vision field and it is usually used to construct deep 
learning models for the classification and identification of various ob

Fig. 5. Layout of AE source locations (unit: mm).  

Fig. 6. Different methods for generating AE sources (a) hammers and (b) pencil lead break (PLB) (unit: mm).  
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jects, mainly images or videos [49]. A typical CNN is made up of the 
following building layers:  

● Input layer. This is the first layer of a CNN, which contains the input 
images of three dimensions, namely the height, width and channel 
(s). For the colorful images used in this study, the channel number is 
three, i.e., red, green and blue colors.  

● Convolution layer. In this layer, the input images are convolved to 
generate feature maps by using one or several filters. The filters are 
m × m matrixes, with m being usually set as 3, 5 or 7. Generally, 
several convolution layers are used in a typical CNN. In each 
convolution layer, the input matrix is reduced into smaller spatial 
size without losing any features. Element-wise multiplication oper
ation is carried in the convolution layers involving a sliding move
ment of the filter [50]. Size of the sliding is given by the stride. A 
convolution layer can be described by the following equation: 

Fl+1
j =

∑

i
Wl

ijF
l
j + bl

j (1)  

where Fl
j is the j-th feature map of the l-th layer. Wl

ij and bl
j are the 

filters (also referred to as convolutional kernel [51]) and the bias, 
respectively, which are automatically learned by the 
back-propagation algorithm.  

● Activation layer. The output values from the convolution layer are 
checked in this layer. Once an output value exceeds its given 
threshold, the activation function will be activated. The active layer 
is also referred to as the nonlinear mapping layer, because it works 
through nonlinear mapping, as follows: 

Fl+1
j = f (Fl

j) (2)  

where f(•) represents the nonlinear activation function, such as tanh, 

Fig. 7. Typical signals generated at source location C1 and received at AE sensor S3 by: (a) 5-mm diameter hammer hit, (b) 10-mm diameter hammer hit, (c) 25-mm 
diameter hammer hit and (d) pencil lead break (PLB). 

Table 1 
Description and classification for the collected AE signal datasets.  

Dataset name Source position Damage state Excitation number Source type (percentage) Description Purpose (percentage) 

C1 C1 undamaged 1000 5-mm diameter hammer hits (33%) 
10-mm diameter hammer hits (33%) 
25-mm diameter hammer hits (34%) 

main 
datasets 

training (80%) 
validation (10%) 
testing (10%) 

C2 C2 undamaged 1000 
C3 C3 undamaged 1000 
C4 C4 undamaged 1000 
C5 C5 undamaged 1000 
C6 C6 undamaged 1000 
C7 C7 undamaged 1000 
C8 C8 undamaged 1000 
C3T C3T undamaged 200 5-mm diameter hammer hits (33%) 

10-mm diameter hammer hits (33%) 
25-mm diameter hammer hits (34%) 

additional testing datasets testing (100%) 
C1a C1 A 200 
C1b C1 B 200 
C6T C6T undamaged 200 PLBs (100%) 
C8a C8 A 200 
C8b C8 B 200  
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sigmoid, rectified linear unit (ReLU) and leaky ReLU [51]. One of the 
most used activation functions is the ReLU, which gives an output of 
x if x is positive else zero [52]: 

f (x) =
{

x x ≥ 0
0x < 0 (3)    

● Pooling layer. This layer has a similar function with the convolution 
layer, namely for reducing the spatial size of input maps and com
pacting the extracted features. There are two types of pooling layers, 
including max pooling and average pooling. The max pooling and 
average pooling select the maximum value and the average value of a 
local region, respectively, as outputs.  

● Batch normalization layer. The batch normalization layer is an 
optional layer. It is used to enforce the data far away from the 
saturation regions and thus can speed up the convergence of the 
CNN. A CNN with batch normalization layer is less sensitive to the 
initial values of parameters and thus can converge faster. Each data 
element xi in a training batch β is normalized into yi by the batch 
normalization layer: 

yi = γx̂i + β (4)  

where γ and β are the normalization parameters. x̂i is expressed as: 

x̂i =
xi − Eβ(xi)

̅̅̅̅̅̅̅̅̅̅̅̅
Vβ(xi)

√ (5)  

where Eβ(xi) and Vβ(xi) are the mean and the variation of xi in 
training batch β.  

● Classification layers. The classification layers are the ending layers of 
a CNN, which contain the flattened layer, fully connected layer and 
softmax layer. The softmax function is a neural transfer function used 
to calculate the output of a layer from its net input. The input data 
will be first flattened into a single vector by the flattened layer. Each 
element in the flattened vector is a probability representing a certain 
class. The flattened vector is then transferred to the fully connected 
layer, where the weights and bias are applied using the activation 

function. In the connected layer, a backpropagation algorithm, e.g., 
the stochastic gradient descent with momentum (SGDM), is imple
mented in each iteration of the training process. For a detailed 
description of CNN, readers can refer to [53–55]. 

The deep residual network (DRN), also referred to as deep CNN or 
ResNet [49], is a novel CNN type proposed by Microsoft Research in 
2015 [35]. Owing to its incomparable accuracy for visual recognition 
tasks, the DRN have been widely applied to many deep learning systems. 
Compared to a classical CNN, the DRN is able to avoid vanishing 
gradient problem when increasing the depth of convolution layer. 
Although a deeper network depth can largely boost the model perfor
mance, deeper networks result in vanishing gradient problems. For the 
classical CNN, the gradient may be updated repeatedly until the value is 
very small with the backpropagation, thus preventing the change of 
network weight and even terminating the training process. The DRN 
successfully solved this problem by incorporating a residual learning 
method and it also show advantages in accelerating the training process 
[35]. 

As shown in Fig. 9, the DRN and traditional CNN have different 
network architectures. In a traditional CNN, the architecture is orga
nized through combining different basic units (layers) in a cascade 
manner. In a residual network, the input and output in a building block 

Fig. 8. Typical signals generated by a 5-mm diameter hammer hit at source location C1 received by different sensors S1-S8.  

Fig. 9. Basic building blocks in: (a) a typical CNN and (b) a DRN. 
(adapted from [51]). 
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are directly connected by a shortcut pathway. Unlike the CNN archi
tecture that directly approximates an underlying function H(x), the DRN 
fits its residual mapping F(x), as shown in Eq. (6). Fitting a residual 
mapping F(x) is much easier than the original mapping H(x), especially 
when H(x) is an identity or near identity mapping [51]. This property 
makes it possible to largely increase the network depth while without 
decreasing the accuracy of network. For a detailed description of DRN, 
readers can refer to [35]. 

F(x) := H(x) − x (6)  

3.3. Proposed network architecture 

A block diagram for the DRN architecture adopted in this study is 
illustrated in Fig. 10. The proposed DRN architecture is built based on 
four kinds of blocks, including input block B1, initial convolution block 
B2, identity block B3 and residual convolutional block B4. The block B1 
and B2 were sequentially used once at the top layers, while B3 and B4 
were iteratively stacked four times in the deep layers. The B1 block is 
mainly used for data preprocessing to 1). normalize the image tensor 
using its mean and standard deviation values and then 2). add gaussian 
random noise with a zero mean and standard deviation of 0.3. The aim 
of introducing gaussian random noise here is for data augmentation to 
prevent overfitting. The block B2 with a 7 * 7 filter and a stride of 2 is to 
extract the information in a larger local area and form a down-sampled 
feature map to achieve higher computation accuracy. Afterwards, the 
blocks B3 and B4 were iteratively used in sequence to conduct residual 
mapping, feature extraction and down-sampling. Note that no pooling 
layers were used in the blocks B3 and B4 and the down-sampling was 
conducted by a stride of 2 in the B4 convolutional layers. Among all the 
blocks, each convolutional layer was followed by a batch normalization 
layer to ensure the numerical stability and reduce overfitting. The 
rectified linear unit (ReLU) function was used as the activation function 
to introduce nonlinearity following each batch normalization layer. At 
the end, the 7 * 512 feature map was passed on to an average pooling 
layer to further reduce the dimension of feature map and flatten it to a 
1 * 8192 vector. Finally, a fully-connected forward neural network with 
a dropout rate of 0.4 in the hidden layer and a softmax activation 
function in the final layer is used to output the predicted probability 

distribution of different locations. 

3.4. Network training 

Training of the DRN is an optimization process based on the sto
chastic gradient descent with momentum (SGDM), which minimizes the 
loss of the training dataset by updating bias and weights [27]. The loss 
function is calculated in each step of the optimization process, which is 
considered as the softmax function with multi-nominal logistic loss in 
this study [55]. The input vectors of the loss function include the image 
pixel, weight and bias. For a given feature samples X (i.e., the image 
pixel), parameters of the DRN (i.e., the weight and bias) are learned by 
minimizing the following loss function L: 

L = −
1
N

∑N

i=1

∑K

k=1
δ(yi = k) • log(

eoik(Xi ,θ)
∑

eoik(Xi ,θ)
) (7)  

where yi is the label of the i-th sample Xi. δ(•) is the delta function. N and 
K are the total numbers of training samples and labels, respectively. 
oik(Xi, θ) denotes the output of the sample Xi. θ denotes the network 
parameters, which can be the weight matrix W or the bias vector b. The 
following gradient descent is used to update the weight matrix and bias 
vector for each layer: 

W(t+ 1) = W(t) − α ∂L
∂W

(8)  

b(t+ 1) = b(t) − α ∂L
∂b

(9)  

where α is the user-defined learning rate that is selected according to 
information accuracy and computational time. It should be mentioned 
that, in Eqs. (8) and (9), all the training samples are involved in the 
computation of the total loss L. For a K-class classification problem, the 
loss function is the cross-entropy for a 1-of-K coding scheme. Accord
ingly, the logarithmic loss calculated from Eqs. (7–9) is also referred to 
as cross-entropy loss [27]. 

Fig. 10. Proposed DRN architecture (stev: standard deviation; Ini: initial; Conv: convolutional layer; ReLU: rectified linear unit).  
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4. Results 

A total of eight models were established based on the proposed DRN 
architecture corresponding to the eight assigned AE sensors (Fig. 5) in 
order to investigate the influence of sensor-to-source distance on the 
model performance. The processed CWT images were used as inputs for 
training, validation and testing of the established DRN models. Herein, 
for simplicity, same names are used for the established DRN models and 
their corresponding AE sensors, e.g., DRN model S1 means that its inputs 
are made up of the processed CWT scalogram images converted from the 
AE signals received by AE sensor S1. Two classes of datasets were 
considered, i.e., the main datasets and additional test datasets (Table 1). 
Each DRN model was first trained, validated and test based on the main 
datasets that were hammer hits induced AE signals obtained at the un
damaged state of the slab specimen. The pre-trained models were then 
further tested based on the additional test datasets composed of six 
testing cases that consider new (neighbouring) source locations, new AE 
source type (PLB sources) and multiple damage states of the tested slab 
specimen (Table 1). 

4.1. Network performance for main datasets 

The main datasets of around 8000 images per AE sensor totaled 
67560 samples, which were split into 80%, 10% and 10% proportions 
for training, validation and testing purposes, respectively. Each DRN 
model (Model S1, …, S8) was trained for 40 epochs with 31 iterations in 
each epoch without overfitting occurring. The training-validation re
sults in terms of cross-entropy loss and accuracy curves for the DRN 
model S1 are given Fig. 11. The cross-entropy loss and accuracy curves 
of the remaining seven DRN models are shown in Appendix A. For DRN 
model S1, the validation accuracy converges at approximately 15–20 
epochs as shown in the decreasing cross-entropy loss curve (Fig. 11a). 
The validation accuracy of the eight established DRN models all 
converge after 30 epochs (Appendix A). The confidence for accurate 
predictions of all DRN models are gradually improved, although several 
oscillations can be observed in both the validation accuracy and cross- 
entropy loss curves in early epochs (before convergence) due to the 
limited data in each batch [27]. After convergence, the eight established 
DRN models all achieve more than 99.5% training/validation accu
racies. The test performance of DRN model S1 for the main datasets is 
shown in Fig. 12. Refer to Appendix A for the test performance of the 
remaining DRN models for the main datasets. The predictive test accu
racies of DRN models S1-S8 are 99.89%, 99.78%, 99.88%, 99.50%, 
100% and 99.63%, respectively. This indicates that the proposed DRN 
network is promising for the classifying AE locations with 3–4.5 cm in
tervals when the training and testing data are generated by same type of 
AE sources (hammer hits in the main dataset) in the undamaged 
steel-concrete composite slab specimen. Moreover, it can be concluded 
that the sensor-to-source distance has little influence on the predictive 

performance of the proposed DRN network for the main datasets, as the 
test accuracies of near 100% are achieved by all the DRN models cor
responding to the eight assigned AE sensors with varied distances of 
0.18–1.6 m to sources. 

4.2. Network performance for additional test datasets 

In actual working conditions, the received AE signals are the stress 
waves induced in the fracture process of materials [2]. This implies that 
the generation of AE signals is usually accompanied by the occurrence of 
cracks in wave travel paths. Moreover, AE signals with various peak 
frequencies of 0–350 kHz were observed for different types of damage or 
fracture in concrete structures [33,34]. Therefore, although the pro
posed DRN architecture provides accurate predictive testing results for 
the main datasets as discussed above, such results cannot demonstrate 
its potential for damage source localization in engineering practice due 
to the lack of data diversity and representativeness in the main datasets. 
As shown in Table 1, the main datasets consist of the same type of data 
obtained all by hammers hitting on fixed source positions (C1-C8) at the 
undamaged state of the slab specimen. 

Consequently, the DRN models (models S1, …, S8) that had been pre- 
trained by the main datasets were then further tested for six additional 
test datasets, including the datasets C3T, C6T, C1a, C8a, C1b and C8b 
involving new source locations (i.e., neighbouring sources locations C3T 
and C6T), new AE source types (i.e., PLB sources) and multiple damage 
conditions of the tested slab specimen (see Table 1). The six additional 
test datasets of around 200 × 6 images per AE sensor totaled 10416 
samples for testing purpose. During the testing process for the additional 
test cases, the test datasets C3T, C6T, C1a, C8a, C1b and C8b were 
supplied from the test dataset channels C3, C6, C1, C8, C1 and C8 of the 
DRN network, respectively. 

Fig. 13 and Fig. 14 show the test performance of DRN models S1 and 

Fig. 11. Typical training-validation results of DRN model S1: (a) cross-entropy loss and (b) accuracy.  

Fig. 12. Confusion matrix of the test performance of DRN model S1 for 
main datasets. 
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S3 (models established based on the AE signals received at AE sensors S1 
and S3 with closer distances to the AE source zone as shown in Fig. 5), 
respectively, for the six additional test datasets. It can be observed that 
the proposed DRN architecture provides accurate test results for the 
cases involving new source locations, with the test accuracies of model 
S1 (S3) being 99.5% (93.8%) and 98.2% (100%) for datasets C3T and 
C6T, respectively. 

For datasets C1a, C1b, C8a and C8b that were obtained at damaged 
states A and B of the slab specimen, declines of different degrees can be 
observed in the test accuracies of DRN models S1 and S3. For the test 
cases corresponding to AE source C1 located on the concrete surface (i. 

e., datasets C1a and C1b), the test accuracies of models S1 and S3 are 
both dramatically reduced with accumulating damage in the slab spec
imen. The test accuracies of model S1 (S3) are 83.6% (57.6%) and 34.5% 
(40.3%) for datasets C1a and C1b, respectively. However, it should be 
noted that the misclassifications for C1a and C1b datasets by models S1 
and S3 are mainly the nearby AE source locations C2 and C3 with close 
distances of 4.5–9 cm to the target source location C1 (see Fig. 5). This 
implies the proposed DRN network still remains the predictive ability for 
AE source classification, although its classification precision declines 
with increasing crack widths in wave travel paths. 

For the datasets C8a and C8b corresponding to AE source location C8 

Fig. 13. Confusion matrixes of the test performance of DRN models S1 for 6 additional testing cases.  

Fig. 14. Confusion matrixes of the test performance of DRN models S3 for 6 additional testing cases.  
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located on steel surface, the damage states of the slab specimen show 
little influence on the test accuracy of DRN models S1 and S3. The test 
accuracies of DRN model S1 (S3) are 99.7% (100%) and 80.8% (97.3%) 
for datasets C8a and C8b, respectively. This can be explained by the 
different damage conditions in the steel and concrete parts of the slab 
specimen. At damage states A and B, large surface cracks of 4–6 mm 
widths occurred in the concrete parts while no visible damage was 
observed in the steel parts, as shown in Fig. 3. In such cases, the wave 
travel paths of AE signals generated on the concrete surface (datasets 
C1a and C1b) were largely changed, while AE signals generated on the 
steel surface (datasets C8a and C8b) can still travel through the almost 
undamaged steel girders. As a result, less differences may be existed 
between the AE signals in the additional test datasets C8a and C8b and 
those in the training dataset C8. 

Unlike the main datasets with accurate test results independent from 
the distance between AE sensors and sources, the sensor-to-source dis
tance has a large influence on the predictive test accuracy of the pro
posed DRN architecture for the additional testing cases. The test 
performances of all the DRN models for the 6 additional test datasets are 
given in Appendix B. For a clear discussion, the test accuracies of eight 
DRN models for the additional test cases are further summarized in  
Table 2. The predictive test accuracies of the proposed DRN network 
exhibit a declined tendency for the six additional test datasets with 
increasing the sensor-to-source distances. When the sensor-to-source 
distances are larger than 770 mm, accuracies of the proposed DRN ar
chitecture are reduced to less than 60% for most test cases. Due to wave 
attenuation, the signals received at remote AE sensors would contain 
less useful information in both time and frequency domains. Addition
ally, a longer sensor-to-source distance means more cracks are involved 
in the wave travel paths at damaged states A and B, increasing the dif
ferences between signals in training and testing datasets, and thus 
leading to the classification and identification difficulty for the DRN 
network. 

Comparing the six test datasets, the proposed DRN network gives 
more accurate prediction for datasets C8a and C8b corresponding to AE 
source location C8 located on steel surface, for which the AE sensors 
with 176–994 mm distances to sources all provide more than 73% pre
dictive accuracies. Moreover, it should be mentioned that the predictive 
accuracy of the proposed DRN network is also affected by the mounting 
positions of AE sensors. As shown in Table 2, AE sensors S2, S5 and S8 
have similar distances to the AE sources. However, the proposed DRN 
network achieves more accurate test performance for the signals 
received at sensor S2, as it is mounted on the steel surface that is less 
affected by the damaged states of the slab. In accordance with these 
results, recommendations can be proposed for the application of the 
DRN-based SHM strategy to engineering practice. The AE sensor should 
be mounted on the steel parts of a steel-concrete structure with a dis
tance no more than 770 mm to the targeted AE source zone, to assure an 
accurate prediction of the proposed DRN network. 

5. Discussion 

This study proposed a practical AI-based SHM strategy for 

engineering applications by combining the AI tool and traditional AE 
source localization methods. Although with relatively large localization 
errors, the traditional AE source localization approaches considering the 
extracted signal features such as arrival time difference or amplitude 
attenuation can give a rough estimate for the source locations. When 
more precise AE source localization is needed, a rough location zone first 
estimated by traditional AE methods can be selected as the targeted area 
for AI models. Then, the targeted area can be further divided into sub- 
regions of different sizes according to the needed localization preci
sion. AE signals generated in these sub-regions can be classified and 
recognized by an AI-based classification model like the DRN network 
used in this study. This largely reduces the number of datasets and 
computation costs for training an accurate AI model. Moreover, in order 
to better evaluate the feasibility of AI models, this study performed the 
training, validation and testing of the DRN models using different 
datasets consisted of AE signals from different source types at multiple 
damage states of the specimen. 

Some limitations of current study should be mentioned. First, 
although the similarity between PLB sources and real damage sources 
has been widely discussed and demonstrated in literatures (e.g., 
[40–42]), the PLB signals generated on specimen surfaces as the cases in 
this study and in most available literatures [14,15,56,57–60] have 
different propagation characteristics from the real damage sources 
generated inside structures (i.e., body waves). It’s not able to determine 
the precise source locations of the AE signals from concrete cracking or 
delamination between concrete and steel in the failure process of the 
adopted slab specimen. Therefore, the localization accuracy of the DRN 
models for the real cracking sources cannot be quantified using the AE 
data obtained in this study. To thoroughly verify the feasibility and 
accuracy of data-driven AI models for the localization of real damage 
sources, special experimental programs with known damage source lo
cations (e.g., those in [33,34,61] with controlled or localized damage 
areas in specimens) should be adopted to obtain real damage signals that 
can be labelled for model testing. Nevertheless, the predictive ability of 
the proposed DRN-based SHM strategy should not be denied, as signif
icant differences still exist in the hammer hits and PLB induced signals 
used for training and testing purposes, respectively. The hammer hits 
induced signals have relatively narrowed frequency ranges at around 
30 kHz, while a typical PLB induced signal shows a wider frequency 
range of 20–120 kHz (Fig. 7). 

Secondly, the manual signal generation method used in current study 
(i.e., the hammer hit) is laborious and time-consuming and thus not 
suitable for creating a large training dataset in practice. In future study, 
the automatic source generator [22] can be an alternative which is also 
able to generate signals with different central frequencies. In fact, 
different frequency bands in a AE signal show largely different wave 
propagation and attenuation characteristics [62]. The proposed DRN 
architecture achieves its predictive ability by extracting the 
time-varying frequency characteristics of AE signals (see Section 3.1). If 
signals of various frequencies could be included in the training datasets, 
the predictive ability of the DRN model would be enhanced by learning 
the wave propagation and attenuation characteristics of different fre
quency bands. 

Table 2 
Test accuracies of the eight DRN models for six additional testing cases.  

Sensor number Sensor mounting position Distance to source zone (mm) Test accuracies for additional datasets (%) 

Dataset C3T Dataset C6T Dataset C1a Dataset C1b Dataset C8a Dataset C8b 

S3 concrete 176 93.8 100 53.5 40.3 100 97.3 
S1 steel 191 99.5 98.2 83.6 34.5 99.7 80.8 
S6 concrete 653 82.1 60.3 48.5 14.4 86.5 72.8 
S4 concrete 770 82.7 53.8 36.6 18.8 80.1 84.9 
S7 concrete 994 54.9 33.5 20.7 9.3 73.4 78.6 
S5 concrete 1510 49.3 0 0 0 0 0 
S2 steel 1512 51 35.5 41.1 23.8 77.9 88.8 
S8 concrete 1635 37.3 0 33.8 33.4 0 2.3  
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6. Conclusions 

Based on a novel deep learning algorithm called deep residual 
network (DRN), this study proposes a zone-base AE source localization 
strategy through classifying and recognizing the AE signals generated in 
different sub-regions of a critical area. The proposed strategy has proven 
its potential for AE source localization at multiple damage states of a 
structure, representing a big step towards developing a practical artifi
cial intelligence-based method for locating real damage sources in in- 
service structures. The main results are as follows:  

1. Feasibility and accuracy of the proposed AE source localization 
strategy have been demonstrated. For the datasets obtained at the 
undamaged state of the slab specimen, the pre-trained DRN can 
effectively distinguish the 8-class source locations with 3–4.5 cm 
intervals. Eight pre-trained DRN models, corresponding to 8 AE 
sensors with varied distances of 0.18–1.6 m to sources, exhibit test 
accuracies of 99.89%, 99.78%, 99.88%, 99.50%, 100% and 99.63%, 
respectively, for the main dataset.  

2. The predictive ability of the proposed AE source localization strategy 
has been preliminarily proved. The DRN pre-trained by hammer hits 
induced signals in the undamaged slab specimen can effectively 
classify and recognize the source locations of pencil lead break (PLB) 
induced signals at multiple damaged states of the specimen. The pre- 
trained DRN models S1 and S3, corresponding to two AE sensors with 
less than 0.2 m distances to sources, exhibit 100% (97.3%) and 
99.7% (80.8%) test accuracies, respectively, for the PLB signals at 
damaged state A (B).  

3. Influence factors on the localization precision of the proposed 
approach have been investigated. When large cracks of 4–6 mm 
widths occurring in the slab specimen at damage states A and B, the 
localization precision of the DRN models decreases. In addition, ac
curacy of the DRN is largely reduced with increasing the sensor-to- 

source distances. A sensor-to-source distance of no more than 
0.77 m is recommended to assure the predictive accuracy of the DRN. 
The mounting positions of AE sensors also influences the perfor
mance of the DRN. More accurate prediction is achieved by the DRN 
models established corresponding to the AE sensors mounted on the 
steel surface than those mounted on the concrete surface. 
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Appendix  

A. The training-validation results and testing confusion matrixes of the 8 established models (S1- S8) for the main datasets.

Fig. A1Cross-entropy loss curves for the training-validation process of eight DRN models for main datasets.  
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Fig. A2Training and validation accuracy of eight DRN models for main datasets. 

Fig. A3Confusion matrixes of the test performance of eight DRN models for main datasets.   

B. Confusion matrixes of the test performance of eight DRN models for six additional test datasets. 

Fig. B1. Confusion matrixes of the test performance of eight DRN models for dataset C3T.   
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Fig. B2. Confusion matrixes of the test performance of eight DRN models for dataset C6T.  

Fig. B3. Confusion matrixes of the test performance of eight DRN models for dataset C1a.  

Fig. B4. Confusion matrixes of the test performance of eight DRN models for dataset C1b.  

Fig. B5. Confusion matrixes of the test performance of eight DRN models for dataset C8a.   
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Fig. B6. Confusion matrixes of the test performance of eight DRN models for dataset C8b.  
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