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Foreword

This is D1.5 Functional Requirements of the MEDIATOR project. We are as proud to present this
deliverable, regardless of the difficult circumstances under which the task was performed, and we
are equally proud because of the difficult circumstances under which this task was performed.
Despite this crisis, well beyond our influence and vastly affecting all staff and processes in time and
resource unavailability, we have almost naturally maintained our enthusiasm and drive. A crucial
success factor for that, is that we have rapidly transformed our once new consortium into a spirited
alliance. Credit for that goes to our partners but certainly also to consortium leader SWOV.

This deliverable forms the basis for the HMI design task. A design task that has already started in
overlap with this task, through its Research by Design strategy. The starting point for this task was
formed by a set of identified knowledge gaps. Regardless of the aforementioned, unprecedented
circumstances that limited experimentation possibilities for some partners, or even made
experimentation impossible altogether for others, we are confident in our closing of the knowledge
gaps. The few minor gaps that remain will be efficiently closed throughout the design process.

Credits are due to all who ran this gauntlet, who are duly noted and listed as authors. For lack of a
specific section in the document format we have also included the talented designers of the first
three HMI concepts that facilitated the research, Wang, Grazian and Mallon. Additional important
contributors to the process are reviewer Prof. Tal Oron-Gilad (Ben-Gurion University of the Negev,
Israel) and the core team at SWOV, led by WP leader Michiel Christoph.

Elmer van Grondelle

Task Leader
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About MEDIATOR

MEDIATOR is a 4-year project led by SWOV. It started in May 2019. MEDIATOR will develop
a mediating system for drivers in semi-automated and highly automated vehicles, resulting
in safe, real-time switching between the human driver and automated system based on who
is most fit to drive. MEDIATOR pursues a paradigm shift away from a view that prioritises
either the driver or the automation, instead integrating the best of both.

Vision

Automated transport technology is developing rapidly for all transport modes, with huge safety
potential. The transition to full automation, however, brings new risks, such as mode confusion,
overreliance, reduced situational awareness and misuse. The driving task changes to a more
supervisory role, reducing the task load and potentially leading to degraded human performance.
Similarly, the automated system may not (yet) function in all situations. The objective of the
Mediator system is to intelligently assess the strengths and weaknesses of both the driver and the
automation and mediate between them, while also taking into account the driving context.

Driver state & preference ﬁ
Driver capabilities ’ l ' Signal to driver

_
IR

-

T ¥
(«

MEDIATE CONTROL
T

=

Driving context

1

Vehicle capabilities

’\ Signal to automation

Autonomous level

(

Figure 1 The MEDIATOR system will constantly weigh driving context, driver state and vehicle automation status, while

personalising its technology to the drivers’ general competence, characteristics, and preferences.

MEDIATOR will optimise the safety potential of vehicle automation during the transition to full (level
5) automation. It will reduce risks, such as those caused by driver fatigue or inattention, or on the
automation side imperfect automated driving technology. MEDIATOR will facilitate market
exploitation by actively involving the automotive industry during the development process.

To accomplish the development of this support system MEDIATOR will integrate and enhance
existing knowledge of human factors and HMI, taking advantage of the of expertise in other

MEDIATOR | Deliverable D1.5 | WP1 | Final viii
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transport modes (aviation, rail and maritime). It will develop and adapt available technologies for
real-time data collection, storage and analysis and incorporate the latest artificial intelligence
techniques, such as deep learning.

Partners

MEDIATOR will be carried out by a consortium of highly qualified research and industry experts,
representing a balanced mix of top universities and research organisations as well as several
OEMs and suppliers. The consortium, supported by an international Industrial Advisory Board and
a Scientific Advisory Board, will also represent all transport modes, maximising input from, and
transferring results to, aviation, maritime and rail (with mode-specific adaptations.

MEDIATOR | Deliverable D1.5 | WP1 | Final iX
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Executive summary

The goal of the activities described in this deliverable, is to determine the Functional
Requirements for the design of a Human Machine Interface (HMI) for vehicles that offer (partially)
autonomous driving functionality. The MEDIATOR project is working towards a system that
mediates, in real time, between the driver and the automated functions, ensuring that autonomous
driving is always executed by combining the best of either’s performance. The strategy by which
this is done is research-by-design i.e., HMI design projects facilitate the research into a number of
knowledge gaps, that were determined in our initial literature studies.

Despite of the severe impact of the Covid19 pandemic and the research limitations because of
that, we have been able to make pivotal steps in closing the knowledge gaps and establish a
starting position for HMI design.

Functional requirements form the bases for the Design Requirements by which the final HMI will be
designed. This holistic HMI will be tested and evaluated in driving simulators as well as in on-road
tests. The scope of these research-by-design projects is determined by non-functional
requirements, use-cases to construct all relevant driving scenarios, and design requirements to
ensure HMI design with raison d’étre.

In a preliminary study we investigated the Complexity of Mediation i.e., the role of Human,
Automation and Mediator by enactment, in order to obtain an understanding of how a Mediator
system should work. In this study, in an experimental set-up, participants were given the role of the
human driver and the automation, each with its own world view, and that of the mediator. The
decisions of a Mediator system are based on the different views of the world between a Human
driver and the Automation. This study yielded that the decisions of a Mediator system are mostly
conservative because of these different views of the world on which it has to base its decisions. In
addition, the results show that knowledge over time builds up trust and influences a Mediator’s
decisioning for future events.

Closing the knowledge gaps

The first knowledge gap Transfer of Control was researched in three studies from different
perspectives; the control transfer from higher automation level to the driver, driver input towards
automation preference, and the control transfer by means of specific potential technologies.

The first study on Transfer of Control introduces experiments for the transfer of control during a
Time to Sleep (TtS) scenario within high automation. The experiments focus on the way of
communication towards the driver during takeover transition in order to enhance the driver’s
situation awareness. Literature research and the experiments revealed that different
(design)guidelines per stage of the take-over process are required. A first HMI concept was
designed to perform physical and digital experiments in which the driver is guided step-by-step
through the stages of takeover by means of signals by A-pillar light strips and a head-up-display.

Results of the experiments are translated into functional requirements, in related to the stages of a
takeover experience (before a wakeup call, during a wakeup call, before a takeover request, during
a takeover request) in order to improve driver’s situation awareness. A key finding is the fact that in
order to improve driver’s situation awareness, drivers need to be guided step-by-step through all
stages of takeover (before a wakeup call, during a wakeup call, before a takeover request, during a
takeover request).

MEDIATOR | Deliverable D1.5 | WP1 | Final 1
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The second study on Transfer of Control builds on the first. After a literature and design study, its
scope was narrowed down to driver input i.e., how drivers are to express their preference towards
an autonomous level, for the control transfer ritual. This shift of control can give control to the
automation to relieve the human driver of some, if not all driving tasks and vice versa.

Literature and user research showed that, in order to assure a smooth control transfer ritual,
important requirements are the simplification of automation levels, frequent feedback, and a
balance between user autonomy and automation-initiated actions. After a study into the positioning
of the HMI elements, a third HMI concept was developed, which distinguishes three driving modes
(manual, assisted and piloted driving) to communicate Mediator’s four driving modes (conventional
driving, Continuous Mediation CM, Driver Stand SB, and Time to Sleep TtS) to the driver.

Three concepts were tested by means of low-fidelity prototypes, after which a high-fidelity
prototype of the chosen concept was built. The chosen concept, based on existing affordances, is
a redesigned automatic gearbox lever, expanded with the three driving modes.

The third study on Transfer of Control addresses Control Transfers as a process during which a
driver-automation system changes from one state to another involving reallocation of the
longitudinal and lateral control task between the driver and the automation. The failure of effective
communication regarding transitions such as take over request, takeover time, activated mode,
time budget etc., could lead to safety-critical situations.

In this third study, a novel HMI interface (LED bar on steering wheel) was used to communicate
transition related information to drivers. Two HMI concepts were made available, using the LED bar
on a steering wheel, which were differed in color and illumination patterns. The two HMI concepts
were compared with a baseline concept (without the LED bar on steering wheel) on subjective
measures (trust, user experience and user acceptance). Results indicated that the two HMI
concepts scored higher in all three metrics compared to baseline. Subjects also preferred to have
the steering with LED bar for communicating transition related information.

The second knowledge gap concerns Transparency and Information Overload. One of the
challenges in driving with higher levels of automation is to create mode awareness and appropriate
reliance on the system. Transparency of the system is generally thought to improve both, as the
driver can then understand the system and anticipate future system functioning. However, more
transparency generally implies providing more information to the driver, which in turn can cause
information overload. The research looks into this tradeoff between transparency and information
overload, especially while driving with higher levels of automation. Literature research and several
experiments, with different groups of participants were performed to provide insights into relevant
types of information for the driver while driving with higher levels of automation.

The second HMI concept design in this research, conveyed specific information to the driver, as
well as a subtle sense of the activated autonomous level by ambient lighting. The research
concluded that the HMI should unobtrusively communicate time budgets such as minimum
takeover time and the remaining time for which the current level of automation will be available, as
well as information on reasons for automation fitness to change. The aim should be to create an
ambience that reflects the current driver responsibility, which can also be perceived while NDRT’s
are performed. For long term planning of NDRT's also information on route progress and available
automation levels along the route should be communicated. Finally, to improve the driver’s
understanding of the system, the HMI should also communicate information on upcoming
manoeuvres and automation perception, such as other road users and traffic signs.

Research into the knowledge gap Keeping the Driver in the Loop i.e., countermeasures for
Inattention, Distraction and Fatigue, was done through extensive literature studies and design
inventory of existing solutions, either in production or concept vehicles, and available technologies
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in both the automotive as the aviation domain. Although a set of functional requirements on
countermeasures for HMI design, was derived from the research, some caution towards the
conclusions about their effectiveness is in order. Most of the investigated studies were done under
specific conditions and did not include user acceptance perspectives such as the driver intention to
use the system, perceived usefulness and usability of the system as well as personal differences.

The recommendations from this research, for HMI design, consist of the adaptation of Mediator
intervention to the dynamic situation of the triangle: driver, vehicle and context. An imperative
condition is that the driver should understand the automation system, fully and intuitively. For the
visual inputs, the HMI designer has to use appropriate and effective colours, referring to
established techniques in graphical HMI. The frequency of the interaction and the number of
modalities for intervention depend on the immediacy of the situation. Another principle to be
considered is the content of the information that should encourage the driver to adopt a behaviour
that may decrease the risk of accident.

The knowledge gap negotiating conflicts i.e., when a human driver and the automation don’t
agree on the preferred automation level, was researched though a literature study which included
other mobility domains with suspected experience in the negotiation between human and machine.
Furthermore, an extensive inventory of potential conflicts in each autonomous level was
composed. A main conclusion is that there is no single reply to the full spread of potential conflicts.

Each holistic situation must be analysed and assessed, such that a driver feels comfortable and in
control, regardless of location or task, which can be achieved through research and testing.
Disagreements about the automation’s decisions will depend on the Human's attitude to,
experience with and trust in Automated Driving Systems. Mediator should be adaptable to different
Human preferences, selected by different experience modes or levels. To meet the individual
driver's expectations to ADS, Mediator can be helpful in reducing potential conflicts. These
findings, the aforementioned inventory on potential conflicts, and earlier ideas on HMI design for
the negotiations between driver ad automation, frame our further research by the design of an HMI
concept.

Conclusion

In conclusion, in this this report four out of five primary knowledge gaps have been researched.
The fifth, OEM Design Space, can be addressed when the HMI design matures. Secondary
knowledge gaps, Learning and Skill Degradation (unlearning) will also gain implicit attention in the
further design process.

The collected functional requirements of the individual studies have been translated into one
coherent set of functional requirements, through a number of cross checks, such as into the spread
of investigated use-cases, and the identification of conflicting functional requirements.

In parallel with this process, additional HMI concept designs will further close the knowledge gaps,
such as that of Negotiating Conflicts. Three HMI concepts have been designed, each in a number
of redesign iterations. All HMI design concepts together, with the final set of functional
requirements, translate into design requirements in an iterative process.

MEDIATOR | Deliverable D1.5 | WP1 | Final 3
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Readers’ guide

Figure 2 provides an overview of this deliverable’s structure in one glance. Icons depict if literature
research and/or experiments have been conducted, and in which studies HMI Concept Designs
have been developed.

Three framing chapters are depicted in red. In the introduction chapter we introduce our goals and
objectives, scope and strategy. In chapter two we address the complexity of mediation. The
collected functional requirements, collected from the various studies, are listed in the final
Conclusions chapter.

Chapters which describe the nine studies in which the specific knowledge gaps are being
researched are in between, in the order in which the knowledge gaps are being explained.
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Introduction

This document describes the first research phase in the development of the Mediator system’s
Human Machine Interface (HMI) i.e., the set of all interfaces that enables humans to engage and
interact with the vehicle and its systems. The Mediator system (Figure 1.) is being designed
modular and distinguishes, next to HMI, the modules Human Factors, Automation and Decision
Logic (including Context), the latter of which is the central module to which the HMI has its only
information gateway.

The main HMI functions are:
e Conventional driving tasks
e Guiding control transfers between driver and assisting or automated systems (take-overs).
e Perform negotiations between driver and automation regarding take-overs
e Execute preventive measures to maintain driver fitness
e Execute corrective actions to increase driver fitness
e Inform the driver appropriately on all of the above

The MEDIATOR project is working towards a system that mediates, in real time, between the
automated functions of a vehicle and the driver, ensuring that autonomous driving modes are
always made available with regards to automation fithess and driver fitness.

The HMI must ensure that the driver and the automation vehicle have a safe and acceptable
exchange of roles and, as such, adhere to several non-functional requirements such as having
high usability and transparency towards situational awareness (passive) and operating the system
(active), and improving implicit conditions for that such as driver comfort and safety.

Continuously maintaining situational awareness (which is actually responsibility awareness) i.e.,
preventing mode confusion, is a key HMI design challenge with respect to information overload and
underload, trust and overreliance, all of which are explained in more detail D1.1 (Christoph et al.,
2019) and in this document.

Goal and scope of this deliverable

Next to the aforementioned unquantified non-functional requirements, described extensively in
chapter 7 of D1.1 (Christoph et al., 2019), the goal of the studies described in this deliverable is to
deduce its functional requirements by means of developing HMI design concepts. After
identifying the important theoretical HMI principles, we define the prerequisites (e.g., correct type
and detail of information, minimum takeover times) which will most successfully result in the
required actions by drivers.

The project scope is set by:
e Aforementioned unquantified non-functional requirements
e MEDIATOR Use cases

e Design guidelines
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1.1.1. MEDIATOR Use cases

Based on SAE levels 0 - 4 automation, three ‘general or ‘high level’ use cases were identified, to
develop and evaluate the Mediator system (Christoph et al., 2019):

e Continuous Mediation (CM) — Driver in the Loop describes ‘assisted driving’. Drivers are
responsible but supported by the automation. The automation generally performs the
active control tasks, while the driver has a monitoring task. Challenges in this level of
automation are creating mode awareness and supporting the driver with their part of the
driving task by creating an optimal task load.

e Driver Standby (SB) — Short Out of the Loop describes ‘conditional automation’. Drivers
can be out of the loop for a short time but must remain ‘on standby’ to take back control
when needed. Challenges here are related to regaining driver fitness and balancing the
time until the automation or driver becomes unfit, making sure always one is fit enough for
the driving task. This challenge extends to the HMI challenges of communicating these
time budgets and mediating comfortable and safe takeovers over a relatively short time
span

e Time to Sleep (TtS) — Long Out of the Loop describes ‘highly level automation’. Drivers
can be out of the loop for long periods of time and truly immerse themselves in non-driving
related tasks and even fall asleep. Challenges in this level of automation are to bring the
driver back in the loop after full disengagement and to predict when this will be required
long enough in advance.

These ‘high-level’ use-cases focus on HMI challenges within driving modes and do not yet include
the actual control transfers between driver and automation. Nor are they specific enough to design
research. Therefore, ten ‘narrowed down’ use cases were constructed, a combination of which may
be composed into a scenario for experimentation, as the example in the lower part of Figure 3 .

® PREVENTIVE RCON

T e

o0 o PP 66 @@ ®®

Figure 3 Mediator use cases (upper half) and an example of a scenario (lower half).

MEDIATOR | Deliverable D1.5 | WP1 | Final 6



'A Mediator

In the upper half of Figure 3, use cases are either labelled as mainly safety related (red or green)
or comfort related (blue). A distinction is also made between safety related use cases that describe
control transfers between automation levels (red) and those that describe driving within one level of
automation (green). In the latter type there is also the important distinction between "preventive"
actions that Mediator will take and "corrective" actions, both related to human performance.

Mediator system initiates takeover (human to automation): Degraded human fitness, caused by
either drowsiness (a) or distraction (b), is detected by the Mediator system. The system reacts
by initiating a forced takeover to automation.

Driver takes back control: The driver uses the HMI to indicate a desire to take back. The
Mediator system reacts by confirming that the driver is fit enough to drive and guiding the
takeover.

Comfort takeover (human to automation): Either the driver (a) or the Mediator system (b)
initiates a takeover from human to automation.

a) The driver indicates via the HMI that he/she is not motivated to drive. The Mediator system
reacts by confirming the automation fithess and guiding the takeover.

b) The Mediator system detects an event, such as receiving a text message or an upcoming
traffic jam, from which it concludes that the driver comfort could be improved. The system
reacts by suggesting a takeover to automation.

Corrective Action (SB): While driving in SB the human driver becomes drowsy. The Mediator
system reacts by initiating an action to improve the driver fitness and monitors the effect.

Mediator initiated takeover (automation to human): A planned (a) or an unplanned (b) takeover
from automation to human is initiated by the Mediator system.

a) The automation indicates that the current route leads to automation unfitness as it will
leave its operational design domain. The Mediator system reacts by preparing the driver for
and guiding the driver through a non-urgent takeover.

b) The automation indicates that its fitness is rapidly degrading and can soon no longer
perform the driving task. The Mediator system reacts by informing the human driver and
guiding the urgent takeover.

Comfort CM switch on: Either the driver (a) or the Mediator system (b) switches on driving in
CM.

a) The driver indicates via the HMI that he/she is not motivated to drive. The Mediator system
reacts by confirming the automation fitness and switches on CM.

b) The Mediator system detects sufficient fitness for driving in CM from which it concludes
that the driver comfort could be improved, and reacts by suggesting switching to CM.

Preventive Action (CM): While driving in CM, the driver is supported by the Mediator system in
performing the monitoring task. The system does this by trying to prevent underload and
keeping the driver in the loop.

Corrective Action (CM): While driving in CM, degraded driver fitness is detected by the
Mediator system. The system reacts by initiating a corrective action to improve driver fitness.

CM shuts off instantly: While driving in CM, the automation fitness degrades, and automation
can no longer perform its driving task. The Mediator system reacts by communicating to the
driver that CM is switching off.

Smooth transition from TtS to SB: while driving in TtS the driver is fully disengaged from the
driving task when the automation indicates that the current route will leave the operational
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design domain. The Mediator system detects sufficient automation fitness for driving in SB and
reacts by informing the driver that SB will be switched on and subsequently monitors the
required driver fitness.

1.1.2. Design guidelines

In order to assure a successful project outcome, in addition to the non-functional requirements that
are inherit to the domain of (partially) autonomous driving, five design guidelines have been
determined to frame the HMI research and design (Christoph et al., 2019):

Embracing a holistic approach

In order to design the vast complexity of an HMI for partially autonomous vehicles while securing
(intuitive) usability i.e., simplicity for humans, the MEDIATOR ‘s HMI design guidelines state a
holistic approach (Christoph et al., 2019). The complexity is twofold:

Firstly, because the HMI should take into consideration several demands that need to be evaluated
and balanced: driver needs, and available technology in the project timeline. Related challenges
include trust, mode awareness, fatigue and distraction, information load, user acceptance, industry
acceptance, as well as learning and unlearning. Quite a few studies have been identified dealing
with each of these challenges, both in the road transport section as in maritime and aviation.
However, while a lot of knowledge exists, studies generally focus on individual challenges.
Knowledge on dealing with multiple challenges simultaneously is largely missing. This is
specifically relevant because a solution for one challenge may have negative side-effects with
regard to dealing with other challenges, requiring evidence-based trade-offs.

Secondly, the Mediator system’s overall schematic design (Figure 1) and that of its modules like
HMI (Figure 8), suggest logical integration of all interactions between the vehicle and the driver, as
well as the interaction with other sources through a central information gateway. In reality, the
driver interacts with all sources independently, adding substantially to the overall cognitive load,
either actively or passively.

The implication is that MEDIATOR HMI facilitates and manages all interaction components
between human and vehicle for both primary, driving related tasks as well as for most secondary
tasks like climate control or entertainment. We aim to carry this holistic approach throughout the
project on the ‘storytelling level’ and carry its richness into dissemination and exploration (WP 4
and 5).

Design for user acceptance

A common assumption in autonomous driving research and design projects, is that a driver's
suitability to control the vehicle is being determined by the system, based on a complexity of
parameters that are either known about the driver or measured in real-time. In this line of thought
the system decides unilaterally who has control over the vehicle, driver or automation. This
disqualification of driver autonomy is in sharp contrast with the acquired status-quo in which driving
ability is tested once in a lifetime, and only reassessed in special circumstances (e.g., alcohol
abuse, high age). While the HMI plays a crucial role in avoiding misunderstandings, misuse,
overreliance, reduced situational awareness and mode confusion, its success depends on its ability
to facilitate driver autonomy, specifically towards chosen driving-modes, as they are primary
components for achieving user acceptance (Christoph et al., 2019). The level of driver autonomy is
foreseen to be larger towards the middle of the scenario spectrum in Figure 4.
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Enfor Driver preference \
' drive less automation  more automation | .

Figure 4 Spectrum of scenarios, with situational urgency towards the left and right ends of the scale (enforced control by

either party), and identification of driver autonomy in between.

Design for industry acceptance

The automotive industry, which is structured by, and built upon deeply rooted emotional
automobility values. While autonomous driving technology is a short-term business opportunity to
create strategic advantage, in the long-term this rationalization of automobilism poses a risk
towards the aforementioned automotive merits and structure because its rational parameters do, in
principle, not inspire variation. For industry acceptance though, diversification in brand identity i.e.,
brand specific design of the human-product interaction, and manifestation of the HMI system (look
and feel) are crucial. Brand identity i.e., brand specific design of the HMI is crucial for market
penetration (Fiorentino et al., 2020).

In the MEDIATOR design process this means that we must identify design space, identify
applicable value ranges and variation in visual, auditory and tactile design, rather than single
values. As a restriction, variation in design is perceived to be unwanted in urgent or emergency
scenarios.

In the scope of control transfer scenarios that will be initiated, monitored and managed by the
Mediator system, variation in design is unwanted in scenarios in which driver preference is not a
factor because of safety reasons (driver state) or vehicle performance (autonomous ability). See
Figure 5, which builds on the scale of Figure 4. In all other situations however, design space may
be identified in which consecutive OEMs have design freedom to create brand specific variation.
Design freedom is likely to be the biggest in the middle of the scope where there is no Mediator
system preference towards the level of control by either driver or vehicle.

Figure 5 OEM design space for brand identity, crucial for industry acceptance.

Design a generic transfer ritual

The underlying principle for the design of HMI should be to elicit safe and sustainable behaviour of
the driver in his/her interaction with the vehicle. In the interaction between the Mediator system and
the driver, the information provided to the driver must be tailored to each transfer scenario, to
evoke adequate driver fitness and actions within the available timeframe. Driving scenarios are
composed out of the ten use-cases in the previous paragraph.

Decision Logic (DL) can request take-overs from the human driver (hereafter: driver) to automation
or vice versa (e.g., use cases 3, 5 and 6, paragraph 1.1.1). The take-over procedure follows in
which the driver is timely informed on, and guided through, the take-over, including measures to
increase driver fitness if appropriate. Other interactions like increasing driver fitness, follow the
same process. Despite this vast variety in interactions with the HMI in these scenarios, all
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interactions are constructed from the same components, similar to the standard model of human
cognitive process. A standard sequence within control transfers between human and vehicle, either
full or partial, serves as a template. Structural application and consistent visualization of the
template in use cases, design processes and experimentation assure comparability, thus
minimizes the risk of bias.

The control transfer ritual, Figure 6, foresees signals at specific time intervals, and required driver
responses. Time intervals, the number, multi-modality and intensity of signals are all variable,
depending on time budget and driver response, as indicated by Decision Logic.

@ t interval @ m

Figure 6 Generic control transfer ritual

While the template of this transfer ritual and its components are fixed, the values of each
component vary. The transfer ritual consists of the following components (Figure 5):

e S1, S2... Sn are signals of the HMI to the driver. Signals may trigger different senses or a
combination thereof, while intensity and intrusiveness are likely to be determined by the
urgency of the situation, i.e., the driver’s required response time. Components of each
signal that must be designed (auditory, visual, vibration, ...) are their intensity and duration,
and if and how they are combined (multimodal).

e t1,12... tn are time intervals from one signal to the next. Time intervals are being
determined by the anticipated moment of the actual (partial) control transfer and the
driver’'s response, i.e., changing state of alertness or driver fitness.

e Transfer is the actual control transfer of (partial) control from driver to automation or from
automation to driver. While rituals are to be designed from the same HMI component-set,
processes may differ.

Design for learned affordances

It is also important that the HMI design is compatible with current and future standards for HMIs for
ADS and in line with users’ intuitive expectations, as well as understandable for all drivers,
independent of, for example, linguistic and IT abilities (Fiorentino et al., 2020). Thus, the design
should be such that any licensed driver is able to use the HMI effectively and safely in any vehicle.

Timing of alerts is a major parameter in (autonomous) driving vehicles. It must be adapted to the
emergency of the situation. Messages should be provided early enough for the driver to be able to
react in the proper way. Timing is also essential in addressing the challenge of potential conflicts
i.e., when driver and decision logic disagree on the preferred driving mode. This may occur
because of mere driver preference or because the driver and the mediator system interpret the
context differently.

Figure 7 Generic control transfer ritual with cognitive process =SPA (Signal — Processing — Action).
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In the interaction ritual, introduced in the previous paragraph, the human cognitive process
throughput time, depicted as SPA (Signal — Processing — Action), adds to the overall interaction
time. This cognitive process can be skill-based, rule-based or knowledge-based, have different
throughput times. A skill-based response (intuitive) is the fastest, not unlike an instinctive or
intuitive reaction.

Familiar affordances (standardisation) are essential to overcome issues related to learning new
(driving) skills while conventional driving skills remain. Familiar affordances are also essential to
process the complexity of information and reduce cognitive response time.

Given that the MEDIATOR HMI will combine conventional driving skills with new driving skills, new
functionalities, unfamiliar to the conventional automotive HMI, will be added. In that case the
design directive would be to build on general known affordances in such a way, that they do not
conflict with long-time learned affordances, like the form of a stick-shift or the location of blinker
controls.

1.1.3. Knowledge gaps

At the beginning of the MEDIATOR project, after an initial literature study, knowledge gaps have
been identified and prioritized for further research. In the prioritization five of those knowledge gaps
out of eight have been earmarked as primary. With respect to expertise and allocated resources,
those have been assigned to leading partners, while the remaining ‘secondary’ three have been
earmarked to be researched within the primary knowledge gaps, upon opportunity and
appropriateness (Christoph et al., 2019).

Knowledge gap 1, transfer of control

A generic transfer ritual has been described at a conceptual level, but knowledge is missing on
how to best operationalize this ritual into a concrete transfer protocol for the Mediator system. With
each take-over request a level of necessity, and a timeline, are provided, which together indicate
the level of urgency. The way in which a take-over request is communicated to the driver and how
the actual take-over ritual is executed, therefore differs depending on level of necessity.

Knowledge gap 2, transparency and information overload

A recommendation to prevent overreliance is to inform the driver about the operational design
domain of the automation. Care should be taken not to overload the driver with too much
information. How to elicit the optimal balance between transparency and information load, as to
prevent mode confusion i.e., responsibility awareness?

e Mode confusion: informing the drivers on their task might be clearer but avoids the
development of a mental model of automation behaviour and therewith restricts
anticipation possibilities.

e Overreliance: transparency and making the limits of the automation clear can prevent
overreliance but can also increase workload when processing this information.

Knowledge gap 3, keeping the driver in the loop

How to keep the driver in the loop i.e., elicit continuous monitoring and prevent distraction in CM
(use cases 4, 7 and 8, Par. 1.1.1)

e Which task will we focus on in CM: e.g., haptic shared control or Active monitoring?

e How do we design, implement and test this task?
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Knowledge gap 4, conflicts negotiating

Maintaining driver autonomy over driving mode decisions is crucial for trust and user acceptance.
User acceptance has been framed in terms of preferences with regard to who is in control: driver or
automation i.e., driver autonomy. Conflicts may arise when the Mediator system tries to improve
driver fitness (e.g., a wake-up call, direction attention to the road), or when the Mediator system
enforces manual driving to prevent de-skilling while the driver prefers to delegate control to the
vehicle. Knowledge is missing, on how to predict the occurrence of such conflicts, and how to
resolve them. In case the driver indicates a different preference than DLs preferred autonomous
level, the HMI must negotiate with the driver. For low necessity levels a seductive negotiation
between automation and human is applied, while for higher levels a persuasive negotiation is
applied, or even a forced take-over (no negotiation).

Knowledge gap 5, OEM design space

The design requirement Design for Industry Acceptance implies an HMI design in which for
components and parameters so-called design space or design freedom must be anticipated. An
important question is, which aspects of the HMI are not safety critical and thus allow for design
freedom, and which aspects of the HMI should be standardized and follow existing standards for
safety reasons?

While preliminary indications may be derived from the research into other knowledge gaps, the
research into this knowledge gap requires a full HMI to be completed. This research is anticipated
to be conducted during WP2, and continuously in WP3.

Knowledge gap 6, intuitive learning

While the design guidelines foresee in an HMI, which builds on known affordances, new
functionality indicates that some learning functionalities in the HMI may be in order. Affordances
may be derived from the automotive domain or from other domains in case of functionality that is
new to the automotive domain.

e How to implement learning (for novice users) and re-learning in an HMI design?
e How to detect skill degradation?
Knowledge gap 7, long term effect i.e., skill degradation and compliancy

Knowledge gaps 6 and 7 were initially identified as separate knowledge gaps, they address
respectively learning and unlearning. Early design ideas indicate that it is to be expected that in
HMI design the relevant tasks will be performed by the same algorithms and components.

Knowledge gap 8, human driver characteristics

General recommendations have been given with regard to learning how to use the Mediator
system and how to deal with mode confusion. Knowledge is missing though, on if and how
differences between users should be reflected in the chosen approach. For example, a skilled pilot
may be able to interpret detailed information on automation.

Strategy

The goal of the activities described in this deliverable is to deduce the HMI functional requirements.
Our strategy is Research by Design i.e., by means of developing HMI design concepts. Those
concept designs initially serve to determine the research scope, identify thinking areas and inspire
holistic thinking in the consortium. The aforementioned knowledge gaps are the starting point for
subsequent research and experimentation. In the research by design method, the purpose of these
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HMI design concepts is to inspire research questions and to provide all partners with design
concepts with the objective to:

Conduct (small-scale) laboratory and simulator studies to test theoretical concepts for their
practical value, usability and user acceptance.

Deduce the functional requirements for the MEDIATOR HMI from the studies conducted, with
technical feasibility as a limiting condition.

Because the dynamic of concept design projects is different than that of a research project such as
MEDIATOR, the research staff in MEDIATOR is enforced with graduation projects. A number of
concept designs are rapidly being generated to research specific issues in the knowledge gaps,
each time combining acquired research insight with newly generated design insight. Whenever
appropriate, these projects are carried out in cooperation with or under assignment form one of the
partners. To ensure scientific quality, each graduation project is being mentored by research staff
as well as design staff. In the chapters on the knowledge gaps a number of those projects are
being shared. In this iterative process, that is also fed by MEDIATOR’s research phases, the final
HMI concept design is developed.

1.21. Diverging applied HMI components

Figure 8 shows the interrelationship between HMI software and hardware components and the HMI
Component Gateway to Decision Logic. Hardware components are grouped per technology
domain. There are no a priori limitations to HMI design solutions. To increase innovation potential,
it is important not to disqualify ideas, research subjects or technologies too early in the project. All
different modalities, including visual, auditory and haptic, will be considered. As initially proposed in
the Mediator project and confirmed in MEDIATOR's exploitation strategy (Fiorentino et al., 2020)
developed design and technologies must be feasible within the MEDIATOR time frame. The
development, integration, and research of HMI components are speeding up and emerging
technologies are becoming accessible in the near future. For example, the potential of head-up
displays and speech recognition technologies is improving in maturity and thus to be considered in
HMI design, while windshield dimming is not expected to mature within the timeframe.
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Figure 8 HMI main software and hardware components.
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To facilitate rapid concept design projects a comprehensive table of possible technologies and
components has been made available to partners. Even the kinaesthetic effect of a vehicle’s
longitudinal and lateral control is identified as a possible means, derived from conventional driving.
Components or technologies in the table, may be grouped by the human senses which they trigger,
specific or abstract. An indication of a component’s physical position in the vehicle’s interior is also
given. Potential usage is also identified in terms of application in human machine interaction
(output / input). Humans may be the driver, a passenger, or other traffic outside of the vehicle.

Concerning the latter, note that while the external HMI is out of the scope of MEDIATOR it must be
acknowledged because it may add to HMI design complexity as it may require manual control, like
blinkers and warning signals.

Assessment of the list will reveal that the majority of the listed technologies and components may
be considered mature technologies or even embedded in contemporary vehicles. Note, however,
that avoiding mode confusion i.e., elicit awareness on a driver's momentary responsibility
(operational design domain ODD), is a task that will most likely benefit most from MEDIATOR’s
holistic design approach because that implies control over the overall interior of a vehicle beyond
mere isolated controls. The HMI prototyping and manufacturing challenge lies in this holistic
approach, which dictates a full integration of all HMI components. This is not the case in
contemporary vehicles, nor does it comply with the automotive industry’s organisational structure
with its several layers of many suppliers (Fiorentino et al., 2020).
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Complexity of mediation

One of the essential aspects in the MEDIATOR project is the actual mediation that has to take
place between the way technology perceives the world and how a human perceives the world. In
Van Egmond, de Ridder & Bakker (2019) — analogous to Parasuraman, Sheridan & Wickens
(2000) — the processing of the information from the environment has been described as similar
processes, these are: Human Information Processing (HIP) and Technology Information
Processing (TIP). Both processes end up with their own “view” (Umwelt, Jakob von Uexkiill) on the
world (Umgebung), which can be similar or contradicting. In case of the latter questions arise like
“Who to follow?” or how to exchange information in such a way that a satisfying decision can be
taken for both parties. This should be the task of a Mediator system, which takes into account the
stages of the proposed transfer of control ritual (that is intended to give weight to the decision
made by HIP and TIP). In this chapter we will explore how decisions made by HIP and TIP are
processed by a simulated Mediator using an enacting paradigm. The use of such a paradigm is
often used in projects in which an automated system has to be developed and ideas need to be
generated of how such a system would work and what is needed for such a system (see, e.g.,
Strémberg, Petterson & Ju, 2018).

Experimentation design

In this experiment a Mediating system was investigated using enactment. The experiment was
performed with three acting roles Automation, Human and Mediator. Automation and Human were
shown three different Situations consisting each of four scenes that appeared in consecutive order.
The context of the Situation (Umgebung) was the same, but the actual imagery was designed to
create a different Umwelt to mimic the processing of Human and Automation.

Participants

Eighteen participants volunteered. The participants were all members of the MEDIATOR
consortium.

Stimuli

Two sets of four sequential screens were designed that mimicked human and technological
processing of three environmental situations: Traffic Light, Cyclist and Fog. The screens are
depicted under Figure 14, Figure 15 and Figure 16 in the Results section, respectively. Each
situation was preceded with a screen announcing the start of the situation with a number, not with
the actual topic.

Apparatus

To enable a more realistic imagination of the actors we used the CMMN car (ref?) in which the
Human and the Automation actors sat on the front seats of the car and the Mediator actor in the
back. Figure 9 depicts three photos of different events in the experimental procedure. A curtain
was used such that the Automation actor and the Human actor could not see each other’s screen.
The Mediator actor was positioned in the back and could not see the screens in front of the car.
The images of the situation were presented manually using PowerPoint with the presentation
divided over two screens to avoid timing differences. On the left Screen the Human slides were
shown and on the right screen the Automation slides. Specially designed answer cards were used
for the Human and the Automation (see Figure 10).
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Figure 9 Photographs of the experimental set-up. Left photo: the CMMN car with driver and automation screens and a
curtain in between. In the middle photo a driver is looking at the start screen of the experiment. The Right photo

shows a participant (ic., Automation) handing a decision card to the Mediator.

HUMAN AUTOMATION AUTOMATION

STOP SLOWER STOP SLOWER

(a quick journey is your main objective) (a quick journey is your main objective)

GV GIVXENY AUTOMATION AUTOMATION

CONTINUE FASTER CONTINUE FASTER

(a quick journey is your main objective) (a quick journey is your main objective)
0 (0 safo journs

Figure 10 Instruction cards for the Human and Automation actor. The Human cards contained the instruction “a quick
Journey is your main objective”. The Automation card contained the instruction “a safe journey is your main

objective”. The four choices were the same for Automation and Human.

Procedure

Participants were selected and instructed during a formal dinner of a Mediator joint task meeting at
the Delft University of Technology on February 20, 2020 (Figure 11). This was just before the
COVID-19 crisis and it enabled us to set-up an experiment to test the Mediator system with
enactment and let Mediator members experience a Mediator system.

Figure 11 Participants at TU Delft
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All participants were MEDIATOR consortium members; thus, they could imagine how a mediating
system should function. Each session consisted of one group of three participants that could
choose a role: Automation, Human or Mediator. In total six groups of three participants were
formed. Each individual actor of a group was instructed separately concerning his or her role. The
Automation and the Human had to choose the speed matching the scene they saw from the
instruction cards shown in Figure 10. They were allowed only to choose one of the four speeds (ic.
cards) presented (Stop, Slower, Continue and Faster).

The Automation received the additional instruction “a safe journey is your main objective “(because
ADAS systems are often designed for safety) and the Human “a quick journey is your main
objective” in order for them to envision the objective of the journey. Different instructions were
given that would be similar to implementations in the car system (most technology systems, e.g.,
are introduced to improve safety, while a human may be in a hurry) Automation and Human had to
hand their cards to the Mediator in the back, no discussion among the three participants in a group
was allowed. The Mediator notated the answers on a response sheet (see Figure 12) and received
the instruction “Mediator system: the vehicle’s battery charge is low. So, a steady journey is your
main objective”. In addition, the Mediator had to make its own decision by filling in the speed (Stop,
Slower, Continue and Faster) based on the decisions of Automation and Human. In addition, the
Mediator had to indicate how difficult the choice of speed was. Thus, the Mediator was the only one
who saw all the answers and filled them in. The order of the situations ((Traffic Light—>Cyclist—
>Fog) was fixed for the groups. The experiment was self-paced in such a way that the Mediator
indicated to the experimenter outside the car to proceed to the next scene.

'A Mediator

Situation 1: Traffic lights

Human MEDIATOR Difficulty sl Automation
Screen 1 stop slower continue faster stop slower  continue faster 12345 stop slower continue  faster
Screen 2 stop slower continue faster stop slower  continue faster 12345 stop slower continue faster
Screen 3 stop slower  continue faster stop slower  continue faster 12345 stop slower continue faster
Screen4 stop slower continue faster stop slower  continue faster 12345 stop slower continue  faster

Situation 2: Cyclist

Human MEDIATOR Difficulty el Automation
Screen 1 stop slower continue faster stop slower continue faster 12345 stop slower continue faster
Screen 2 stop slower continue faster stop slower  continue faster 12345 stop slower continue faster
Screen 3 stop slower  continue faster stop slower  continue faster 12345 stop slower continue faster
Screen 4 stop slower continue faster stop slower  continue faster 12345 stop slower  continue faster

Situation 3: Fog
Human MEDIATOR Difficulty il Automation

Screen 1 stop slower  continue faster stop slower  continue faster 12345 stop slower continue faster
Screen 2 stop slower  continue faster stop slower  continue faster 12345 stop slower continue faster

Screen 3 stop slower continue faster stop slower  continue faster 12345 stop slower continue  faster

Screen4 stop slower continue faster stop slower  continue faster 12345 stop slower continue  faster

MEDIATOR: your battery charge is low. So, a steady journey is your main objective

Figure 12 Example of the answering sheet that the Mediator actor used. This sheet comprised the answers of the three
Actors: Human, Automation, and Mediator. The Mediator actor also assessed the level of difficulty while making a
decision.
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2.2. Results

The data was analysed with a 3-way repeated measures analysis with Actor as between factor and
Situation and Screen as within factors. The dependent variables were Speed (4-point scale) and
Difficulty (6-point scale, only measured in the Mediator condition). Mauchly’s test for Sphericity
showed that sphericity had not been violated for the Situation (X?(2) = 1.80.p = .41) but yielded
significance for Screen (X2(5) = 12.35.p = .03) and the interaction Situation * Screen (X2(20) =
38.13.p =.01). For the effects that violated sphericity a Greenhouse-Geisser correction on the
degrees of freedom is used. Cohen (1988) has provided benchmarks to define small (n? = 0.01),
medium (n? = 0.06), and large (n? = 0.14) effects. The partial eta squared are also indicated. The
effect for Actor was not significant (F(2,15)=.78., MSE=.96, n? =..09, p=.48). Significant main
effects were found for Situation (F(2,30)=32.51, MSE=16.95, p<.001, n? =.68) and Screen (F(1.98,
29.75)=62.02, MSE=22.12, p<.001, n? =.81). Significant two-way interactions were found for
Situation * Actor (F(4,30)=11.49, MSE=5.99, p<.001, n? =.61), Situation * Screen
(F((3.25,48.80)=22.81, MSE=11.44, p<.001, n? =.60), and Actor * Screen (F(3.97,29.75)=2.720,
MSE=.97, p=.049, n? =.27). The latter interaction effect being the smallest. A three-way interaction
effect was found Situation * Actor * Screen, F(6.51,48.80)=2.91, MSE=1.46, p<.015, n? =.28,
indicating that different decisions are made for the three contexts for each actor and dependent of
the position of the vehicle in the context.
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Figure 13 Display of the first two dimensions of a Multiple Correspondence Analysis, with Situation, Actor, Screen and

Speed as multivariate factors.
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A Multiple Correspondence Analysis was performed with Situation, Actor, Screen and Speed as
multivariate factors in order to obtain a visual interpretation of how the factors are associated with
each other. In Figure 13 two dimensions of the correspondence solution are displayed explaining
30.8% of the variance. It can be seen that Mediator is associated with Cyclist and Fog and is
attracted by Slower and that Human Behaviour is more associated with Faster and Traffic Light. It
can be that Mediator receives conflicting messages from Human and Automation and is therefore
more precautious (uncertain) in making decisions. What is also apparent is that the overall
judgment is Stop for Screen4. To obtain more insights into the behaviour of all parties involved, we
analysed the rating scores for each situation.
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Figure 14 Average Speed Ratings as a function of Screen and Actor, Top panel lower half for the Traffic Light Situation.

Average Difficulty ratings for Mediator in Top Panel upper half. Below line plots, the Screens for the Automation

and Driver are presented.

In Figure 14 the Average Speed Ratings as a function of Screen and Actor are depicted (Top panel
lower half) for the Traffic Light Situation. As can be seen the Human is the upper line whereas the
Automation and Mediator show very similar lower ratings over Screen order. It can be seen that for
Screen3 the three Actors increase their speed. However, in Screen 4 the Human shows that it
wants to continue to go through the orange light (something that can be seen in Figure 13 where
Faster is a kind of outlier for Human and Traffic light), whereas Mediator and Automation want to
stop. The Average Difficulty ratings for Mediator show that overall, this rating is low (thus not
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difficult to make decisions), although there is a slight increase for Screen 4 in which the Human
response is different from Automation. Consequently, Mediator has more difficulty to decide.
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Figure 15 Average Speed Ratings as a function of Screen and Actor, Top panel lower half for the Cyclist Situation.

Average Difficulty ratings for Mediator in Top Panel upper half. Below line plots, the Screens for the Automation

and Driver are presented.

In Figure 15 the Average Speed Ratings as a function of Screen and Actor for the Cyclist Situation
are depicted. If one compares this figure with Figure 14 one can readily see that the Mediator now
follows the Human decision the most. This is probably due to the fact that the Human decisions
are mostly around 1 (Stop), the Automation has in this case problems recognizing the cyclist due to
occlusion of the cyclist by vegetation. The Aufomation only recognizes the Cyclist in the last
screen and then decides to Stop. It is also worthwhile to note that the decision for the Mediator is
more difficult because of the more deviating decisions of Human and Automation.
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Figure 16 Average Speed Ratings as a function of Screen and Actor, Top panel lower half for Fog Situation. Average
Difficulty ratings for Mediator in Top Panel upper half. Below line plots, the Screens for the Automation and Driver

are presented.

In Figure 16 Average Speed Ratings are depicted as a function of Screen and Actor for Fog
Situation. It can be seen that the decisions of all three actors largely coincide but that for Screen3
the decision of the Human differs from that of the Automation and the Mediator, in such way that
the Human continues to drive where the Mediator follows the Automation to slow down or stop.
One can see that this decision is more difficult (higher difficulty rating) for the Mediator because the
decisions of the Human and Automation differ at Screen3.

Another important aspect that can be derived from Figure 14, Figure 15 and Figure 16 is that the
Mediator’s decisions show a trend in following all four decisions of that actor (either Human or
Automation) that has yielded the lowest speed at the initial screen, thus providing the safest
choice. This can be considered as a build-up of trust of the Mediator system over time, taking both
Human and Automation seriously.
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2.3. Conclusions

It can be concluded that the actors showed that they understood the instructions and therefore
fulfilled their enacted role properly. Consequently, it shows that the use of enactment is a proper
way to mimic the behaviour of a system. It means that the outcomes from this paradigm are valid
and consequently can be used to develop the concept of the mediator system. Our main finding is
that in order for a Mediator (system) to function properly it needs to be able to handle (active)
decisions from the Human Information Processing (HIP) and from the Technological Information
Processing (TIP), which have been based on their own imagery (Umwelt) of the same world
(Umgebung). Consequently, this has important implications for the design of the human Ul, given
that the input of TIP is directly handled by the Al in such a way that the interface should be able to
allow active input of how a human interprets the world.

A completely free form of interaction could be handled by speech, but this system should be
perfect under all circumstances (think of masking effects by other sounds or when the speaker is
not very articulative) or instructions should be limited to a list of simple commands that a user has
to know. If this limited list of commands is needed, one could also think of other input devices than
speech. Important to note here, is that we mean other input than input that allows the human to
perform tasks (fit to drive principle), which is captured from sensing the human on basic
characteristics like fatigue (if possible, at all).

Another point that can be noticed in observing the response timeline of the Mediator is the
hesitation of the actors over time. The Mediator is not always sure and sometimes follows the
Automation and sometimes the Human. If one interprets this behaviour, one could state that there
is room for negotiation if one extrapolates these findings into the real-life situation.

Enforced driver control
Strong preference towards driver control
Moderate preference towards driver control

No preference
A

1 2 ? 4
\ . |
C Driver preference H
m less automation  more automation lk.xx
i I
5 6 7
M .
Moderate preference towards automation control l

Strong preference towards automation control

Enforced automation control

Figure 17 An overview of the responsibilities of who is in control of an automatic vehicle. At both end points of this scale

there is full control of the driver or the automation. In between there is a possibility of negotiation.

In Figure 17 a conceptual framework is presented in which the possibilities (degrees of freedom)
are presented of a driver (Human in the present study) and the Automation. The results found in
this study fit these proposed possibilities of control nicely. We have shown that there is a need for
humans to communicate their decisions based on their own view of the world to the mediator. In
current automated vehicles, only the car gives input to the Al module and a human’s intention is
derived from sensor data that only makes a guess of the conditional state of a human. To build up
trust and acceptance in highly automated vehicles, a driver’s individual judgment should also play
an important role.
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Transfer of control, ritual

Strategy

This chapter presents experiments for the transfer of control during a Time to Sleep (TtS)
scenario in SAE level 4. In order to gain knowledge within this domain, literature research has
been conducted. To effectively prioritize gained knowledge, several automated driving specialists
were interviewed. This analysis resulted in the uncovering of pain points from specialists’ point of
view. Subsequently, user research was conducted with Tesla autopilot users. Therefore, these
users filled in an online questionnaire which resulted in insights regarding usability issues of the
autopilot. The findings of the literature and user research were used to design an HMI concept,
which is evaluated in a test set-up with participants with different levels of driving experience. The
results of this experiment were used to redesign the concept, which thereafter was evaluated
online. Finally, the concept is evaluated from two perspectives: the perspective of (MEDIATOR)
experts and the perspective of (future) users.

Literature Research
The focus of the literature research is derived from the following research questions:

When is it needed to communicate what kind of information and how to communicate the
information with the driver during takeover transition?

How to enhance driver’s situation awareness before takeover?

Regarding the 1%t research question, research showed that while drivers are doing secondary
tasks, their visual attention is very likely to be off the road (Banks et al., 2018) which is one of the
major problems that is needed to be considered while designing for the autonomous driving
experience.

In the field of user interfaces, projecting texting output using HUDs on the windshield was found to
improve driving performance while HUDs were also found to increase clutter and visual complexity
(Villalobos-Zufiiga, et al., 2016). This is in line with the fact that visual messages require more time
to be noticed than audio and haptic messages. However, if signals are too abstract their function is
often not known and more information is needed to induce adequate behaviour (e.g., Heydra,
Jansen and Van Egmond, 2014). In a take-over situation the time required to process a visual
message (and therefore ignoring the road) could be a bottleneck (Sadeghian, 2018).

Regarding the 2" research question, when referring to drivers’ situational awareness, three
aspects are of importance. Firstly, drivers should be aware of their current status, current mode
and actions of the car; secondly, drivers need to be clear about their current tasks and understand
the reasons behind the actions of the car; and lastly, after understanding systems’ actions, they
could predict the future intentions of the automation system When a driver is performing non-
driving related tasks, a lower situation awareness is very likely, resulting in worse take-over
performance (Endsley, 2011). Furthermore, situational awareness helps to promote trust in
automated driving since it becomes easier for the driver to predict future actions, like decision
making in avoiding hazards, planning routes and maintaining safe travel (Sirkin et al., 2017), which
again could lead to better transition performance. Low situational awareness can also surprise the
driver in a negative sense, since the driver is not aware of the reasoning of the actions of the car
which could result in poor user experience (Norman, 2009) and even rejection of the technology
(Lee and See, 2004).
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3.3. User Research

The knowledge gained from the literature study was used to conduct user research in which the
interaction and experience with automated driving is analysed. An online questionnaire is used to
interview users of the Tesla autopilot. 26 users with more than 10 years of driving experience filled
in the questionnaire. Overall, five problems emerged (summarized in the upper part of Figure 18),
but two analysed problems are out of scope, since they relate to the passenger. Therefore, user
research is proceeded regarding three desired effects (bottom part of Figure 18).
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Figure 18 Takeaways from an online questionnaire with Tesla autopilot users (passengers are out-of-scope of
MEDIATOR).

To verify the results of the questionnaire with Tesla autopilot users; four experts in the field of
human factors related to automated driving were interviewed. The interviews were transcribed and
analysed using the context mapping method (Sanders & Stappers, 2012) These interviews yielded
4 problems:

e Level 3 takeover is risky and controversial.

e Conflict might occur when the system decides the driver’s state is not appropriate to
takeover.

e ltis risky to give the control back when a driver is not fit.
e Drivers need to get used to steering after being Time to Sleep.

To summarize the findings of the research, a visual representation of the key findings is
constructed by means of a journey map capturing the takeover experience in AD (Figure 19). The
journey map gives an overview in the actions of the vehicle and the driver together with the change
in situational awareness throughout the takeover experience. The dynamic change of situational
awareness is shown by the red line.
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JOURNEY MAP
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Figure 19 Takeover journey map: mapping out the results of user research related to the stages of takeover
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The journey map emphasizes the fact that each of the 4 stages that make up the takeover requires
feedback, that adapts to the stage in order to be understandable, supportive and effective.
Therefore, guidelines for experimentation design are composed per stage of the takeover
experience:

During Automated driving:
e Help maintain driver’s SA but do not disturb driver too much.
e Provide clear information to enhance understandability.
e What the automation is doing should be clear.
e Reasons for the automation’s actions should be explicit.
e Intentions of the automation should be predictable.
e Indicate TOR in advance and support drivers in getting prepared.
¢ Notify TOR in advance, leave sufficient time for drivers to get prepared.

e Give support/guidance to help driver know what he/she needs to prepare to become fit for
takeover.

e Evoke driver's SA effectively before take-over.
During take-over:
o Effective take-over request.

e Take-over request should be clear, effective and take-over actions should be easy and
intuitive.

After resuming control:
e Explicit feedback.
e Give explicit feedback when exiting the AD.
Overall
e Clear information.
e The limitation and capability of the automation should be clear.
e Universal Visual, auditory cues.

e All the visual, auditory messages should be universally used in the automotive HMI design,
intuitive and will not cause ambiguity.

e The driver's eye should be off the road as less as possible.

In short, during TtS the HMI system should be designed in such a way that it adapts to each
transition stage in order to be understandable, supportive and effective. In the next paragraphs we
will address these aspects in a conceptual user interface design.

Design & experimentation of HMI concept

The design process started off with a creative session in which several creative thinking techniques
(Tassoul, 2012) were brought into practice. Four people participated in this session, which resulted
in 3 ideas. The ideas were all focused on nudging the driver to get into a reliable state before
takeover (Wang, 2020). Afterwards, the ideas were presented to 13 MEDIATOR partners, all from
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different knowledge domains. During this evaluation, the efficiency of the wakeup-call (to wake up
the driver from secondary tasks) and core values of the ideas are discussed. This evaluation was
the reason for further development of one of the concepts. The concept focusses on
communication through light strip signals (located at both A-pillars) in combination with a head-up
display. Figure 20 displays communication through light-strip signals. The mode distinctions are
conveyed by means of distinct mode vibes; for instance, the vibe that the light strips convey during
automated driving is very calm, although when takeover-request approaches, the light strips start
to convey an exciting vibe in which the lights slowly blink. This changes to rapid blinking when the
message becomes more urgent (takeover is coming up). In the meanwhile, the light-strips count-
down towards the takeover by decreasing the length of the light-strips.

1. During Automated driving 2. During Automated driving

Light stripe as indicator Light “breaths” from calm to a bit exciting: slow to a

bit quick

3. During Automated driving 4. Before takeover

Rapid blinking: urgent vibe. The length intuitively Takeover! Similar to when braking, there is o
shows the time left for takeover.

"undertransition” mode.
Figure 20 CONCEPT 01 with HUD and light strip signals mounted on the vehicle’s A-pillars.

Next to the light strip signals, a head up display informs the driver about the upcoming takeover
and context information (Figure 21)
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Figure 21 five HUD projections for CONCEPT 01

3.4.1. User Test

A test set-up with a low/medium fidelity prototype in combination with a car model is used to
evaluate the concept. The prototype consists of light strips attached to the A-pillars on top of a
windshield and a display outside of the cockpit (Figure 22). A microcontroller board (Arduino shield)
contains code that controls the light strips. The display simulates the real road scene and head up
messages by means of a video.

» PMIPANT/DRI &R

¥ COMPUTER A

Figure 22 user test set-up

MEDIATOR | Deliverable D1.5 | WP1 | Final 28



'A Mediator

Six participants with different driving experiences experienced the takeover experience in Level 4
by means of the prototype set-up. They conducted secondary tasks during (the experience of)
autonomous driving in order to distract their attention from driving tasks. After 2,5 minutes the
wake-up mode was activated in which the light-strips and HUD convey messages (). Afterwards,
the participants filled in a quantitative evaluation form and they were interviewed regarding their
experiences with the prototype.

Further specifications of the experiment can be found in the experiment template TUD-light strips &
HUD (Appendix 4).

3.4.2. Evaluation

The evaluation showed that during 3 stages of the takeover experience, most issues occurred:
Before wakeup call, during the wakeup call and during the takeover request, which are separately
addressed below.

Before wakeup call / autonomous driving

Participants found the HUD hard to understand (understandability was rated with a 2, out of a scale
of 0 to 5). The distinguishment between one's own vehicle and other vehicles was not made since
the cars did not differentiate in appearance. The HUD also shows an indication bar when takeover
is due, although this indication was appreciated, the participants emphasized that they would value
an addition of a time indication and ETA as well.

During the wakeup

The light-strips intuitively attracted the participant’s attention in order to bring them back into the
loop (intuitiveness was rated with a 3.2 out of a scale of 0 to 5), without them knowing the actual
meaning. It resulted in more awareness of the driving situation, regaining their situational
awareness. The rhythm and colour of the light-strips were perceived as comfortable. Some of the
participants regained their NDRT in between the wakeup call and TOR, since they did not know the
priority of things to focus on. Besides the need for more guidance in preparation for take-over, the
participants pointed out that they want to give input to confirm their regained attention.

During the takeover request

Most participants took over without checking the driving situation first, although this can be a result
of how the experiment was set up. There was nothing to be seen in the mirrors. Thus, this can be a
result of the lower fidelity of the prototype. Furthermore, the mode change through light signals
from wakeup to takeover (the LED bar count-down) was not clear, although the fact that the light-
strips started blinking during TOR clearly conveyed the urgency of that certain moment (overall the
urgency of the takeover was rated with a 3.7 out of a scale of 0 to 5). After take-over took place,
some participants missed clear confirmation that they successfully took over control.

3.4.3. Conclusions

In what degree the design guidelines, as stated in Par. 1.1.2., meet the concept-design is been
evaluated by means of a prototype-experiment. This showed that there are some points of
improvement in order to let users experience an understandable, supportive and effective takeover.

During autonomous driving/before wakeup call it was still unclear for the participants why the
car decided to change lanes, therefore the reasoning of actions during automated driving should be
clarified and more predictable.

The wakeup call is validated as efficient in catching the drivers’ attention and waking them up from
secondary tasks. At the same time, the wakeup call is perceived as not too urgent, but rather
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exciting, which is in line with not disturbing the driver too much. However, in between the wakeup
and takeover request, drivers should be stimulated to remain attentive until the actual takeover.

The takeover request is conveyed as efficiently and perceived as urgent, and all participants took
over control in time. The takeover light signal -blinking to indicate the countdown- is not clear for
drivers. Changing these signals, and the tint colour (which did not convey an urgent situation) is
needed.

Concluding, the concept-design should be further optimised and therefore the following redesign
targets are proposed:

e The intention of the vehicle should be clearly communicated in order for users to be able to
predict the next move.

e The HMI should support the driver to remain attentive after the wakeup call.
e The HMI should support the driver to get prepared before take-over.

e The takeover request by means of a light pattern should be more obvious.

Optimisation and redesign

The user test showed that in between the wakeup call and the takeover, the driver needs to remain
attentive. Therefore, the concept is optimized with an additional stage in which the driver gets step-
by-step guidance (preparation stage) until take-over takes place. Thus, the takeover-journey
consists of 5 stages: the driver conducts secondary tasks, the driver is alarmed by the wakeup call,
gets prepared, is then requested to take-over after which the driver actually resumes control. The
concept-design is redesigned according to these steps.

Stage 1: the driver is conducting secondary tasks

The HUD layout is redesigned to improve communication with the driver. In order to emphasize the
difference of one’s own vehicle in relation to other vehicles, the own vehicle is highlighted. It is also
associated by explanatory text in order to give the driver a feeling of being prepared for the next
action of the vehicle (Figure 23).
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Figure 23 Redesign HUD layout - During stage 1, introducing the next action, which is a lane change to avoid slower traffic.

Other vehicles are silhouettes only, while the own vehicle is fully depicted.

Stage 2: The wakeup-call

The wakeup-call to inform the driver that a take-over will take place shortly is assisted by
notifications that appear at the place where attention is drawn at that moment. For instance, if the
driver is using his/her phone, the cameras that monitor the driver's state will identify the phone as
focus point and send a wakeup call via notifications (Figure 24). If the driver is not alarmed by the
wakeup call, the colour of the light bars (located at the A-pillars) will change to a more alarming
colour (orange) in order to show the urgency. At the same time, the HMI will give notifications via
single tone audio reminders and simultaneously, the seat will vibrate.

MEDIATOR | Deliverable D1.5 | WP1 | Final 30



'A Mediator

Figure 24 Wakeup call: combination of HUD, (A-pillar) light-strip signal and a notification on the device where the driver’s
attention is.

Stage 3: Step-by-step preparation

The driver’s attention is maintained by design interventions (e.g., a vibrating seat) and step-by-step
guidance by means of feedback on the HUD (Figure 25).

—

STANDBY AND GET
PREPARED

Figure 25 The HUD displays step-by-step step messages like ‘Stand-by’

Stage 4 + 5: Takeover request & the driver resumes control

In case the driver is not alarmed by the wakeup call, several stimuli (addressing different senses)
are used in order to let the driver resume control in time; the light strips will change colour to
increase the feeling of urgency. At the same time, single tone audio reminders, seat-vibration and
HUD messages are displayed (Figure 26).

v W

TAKEOVER

Figure 26 The HUD & light-strip signals during takeover request

3.5.1. Evaluation

This evaluation was executed digitally by means of an animation that simulated the takeover
experience. Because of pandemic restrictions it was inevitable to conduct this experiment digitally.
There are some limitations attached to this online method. Participants will have to evaluate the
concept from a screen at home, asking a lot of their imagination. For this reason, and since the
effectiveness of the light strips is already validated during the test of Concept 01, solely the HUD is
evaluated during this online evaluation. However, the experience of the HUD differs amongst
participants, since it relies on the equipment of every single participant. Also, an entire car interior
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cannot be simulated in an immersive way by means of the participants’ screens. Also, all haptic
elements cannot be tested (like seat vibrations).

The evaluation of the HUD was conducted amongst potential users and validated by experts in the
field of autonomous driving. The evaluation focused on the usability of the system and whether the
design follows the guidelines appropriately (understandability, effectiveness and level of support).

The participants were occupied in a secondary task while they were informed about the takeover
that was coming up. After the test they were questioned about the understandability and support of
the HUD design.

3.5.2. Results

The test showed that people feel well informed about the planned actions of the vehicle, which
adds to the design guideline of transparency of the automation system, however some participants
experienced the step-by-step guidance of the HUD as too informative, a more intuitive and simple
guidance would be more fitting to the design guidelines. Participants do feel supported by the
system and feel guided when returning back into the loop and resuming control.

Because of the on-line nature of the experiment to test Concept 02, additional testing to validate
results in a future Work Package is foreseen. To conclude, the concept enhances the mutual
understanding between drivers and the automation system by step-by-step guidance and it helps
regain SA effectively before takeover. Therefore, the design meets the guidelines in terms of
understandability, effectiveness and supportiveness.

As an overview, a journey map (related to the 5 stages of takeover) is presented in Figure 27. This
illustrates the step-by-step guidance and the change of SA during all stimuli regarding the 5 stages
of the takeover experience.

3.5.3. Functional requirements of this study

In the case of the driver being out of the loop (use case 4) WHILE the driver is occupied in a
secondary task, the HUD SHOULD present essential info only, like what the automation is
doing, why it is doing so and the intention/next manoeuvre of the automation.

In case the human has to take control after TtS (use case 10) WHILE awakening the driver to
prepare for the transfer, non-intrusive (design) interventions should be used.

e A non-intrusive design intervention might be ambient lighting.

In case the human has to take control after TtS (use case 10) WHILE the SA is regained, the
SA must remain, and the human should be guided in order to get prepared for takeover.

e Guidance on what to prepare for, could be communicated by a HUD.

In case the human has to take control (use case 5 & 9) WHEN the urgency level is high, the
takeover request must be by means of intrusive communication stimulating multiple senses.

e A multimodal request could be messaging through HUD in combination with audio warning
sounds and count-down ambient light-strips.

In case the human resumed control (use case 2) WHILE the transfer is executed, the HMI
should remain giving feedback regarding mode change and duration.

e The feedback could be given by a HUD.
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REDESIGNED JOURNEY MAP TAKEOVER EXPERIENCE IN LEVEL 4 AD
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& other modalities) are explained by means of the stages of the control transfer ritual together with the increase in

Figure 27 Concept for takeover experience explained by means of Journey map: the parts of the concept (HUD, light strips
SA.
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4. Transfer of control, mode selection

4.1. Strategy

The HMI is the connecting element between the user and the vehicle; therefore, it will serve as a
communication tool during the switch of control between automated driving levels. It is analysed
which elements may affect a smooth transition of control by means of literature research and low
fidelity prototype testing. Three concepts are the result of this research and a creative design
process. A high-fidelity prototype of one of these concepts is programmed and built in a vehicle
simulator in order to test it in a later stage. Functional requirements are stated as a result of this
process.

4.2. Literature research

A Control Transfer Ritual is a set of actions that allow a shift in control over the vehicle. This shift
can give control to the automation to relieve the human driver of some, if not all driving tasks and
vice versa. A Generic Control Transfer Ritual (Par. 1.1.2) illustrates the sequence of signals and
time intervals in order to prepare the driver for the eventual transfer of control. This sequence
differs per use case scenario since every use case relies on either different timing interval, amount
of signal, duration, urgency-level and triggered senses.

In order to ensure a smooth transition of control, several factors should be taken into account. This
literature research focusses on the following factors: the type and amount of feedback; the
complexity of automation levels; the balance between user autonomy and dictated automated
actions and the placement of HMI elements in the cabin.

Complexity of automation levels

Six technology-based levels of automation are defined in SAE J3016 by the Society of Automotive
Engineers (SAE International, 2016), from which level 0 to level 4 are within the scope of the
MEDIATOR Project. The switch between the levels will be referred to as a flow in automation. In
theory, with SAE’s 5 levels, there would be the ability to switch to 4 other levels, meaning 20
possible mode switches between one automation level to another (Figure 28).

012y (37 (4)

Figure 28 Theoretical mode switches (arrows) regarding 5 levels of automation (SAE level 0 to 4)
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Concerns exist regarding the possibility for drivers to switch freely between the levels of
automation, since the attention of drivers may be too attracted to the transfer of control instead of
the current road conditions and/or driving tasks. This raises the question of whether a simplification
of the levels of automation is needed and/or restrictions on mode switches should be enforced.

Some systems refer to a combination of automation levels instead of separately, such as the
Advanced Driver Assistance Systems (ADAS). Kala (2016) defined ADAS as “intelligent systems
that reside inside the vehicle and assist he main driver in a variety of ways. These systems can
take-over control from the human on assessing any threat, perform easy tasks (like cruise control)
or difficult manoeuvres (like overtaking and parking)” (p.59-82). ADAS refer to the SAE levels LO-
L2, since in all these levels of automation, the human driver serves as fallback and is responsible
for monitoring the environment and maintaining mode awareness. Pilot Assist is another example
of a system that can take-over control in case of a possible threat, comparable to SAE level 1
(drivers need to keep their hands at the steering wheel). The system is optional for Polestar cars
and newer Volvo models. It assists in regulating speed and keeping the vehicle in its lane by
means of steering assistance (“Pilot Assist”, 2020).

The U.S. Department of Administration classifies the SAE levels based on the responsibility of
either human or automation to monitor the driving environment (DOT, 2016). The distinction is
drawn between Levels 0-2 and 3-5. Related to this policy, SAE levels 3-5 are represented by the
term “Highly automated vehicle” (HAV), which relate to automated systems that are capable of
monitoring the driving environment.

SAE 0 | 1 | 2 3 4
Driver supported

Automated driving

Automated driving features will take care of
driving under limited conditions when all
required conditions are met.

steering and brake /
acceleration support
to the driver

steering or brake/
acceleration support
to the driver

warnings and
momentary
assistance

When requested,
driver needs to drive

It is not required to

driver must constantly supervise .
take over driving

Euro NCAP Assisted Automated
Shared control Vehicle in control
. OEDR & driving. Vehicle has full
OEDR and other supportive task. e
responsibility.
OEDR & driving. Driver is fully responsible. | Driver can do ST, but needs to be available
No ST. for a safe transfer of control.
Mediator CM SB Tts
(Short out of the  |(Long out of the loop)
(Driver in the loop) "assisted driving". loop) "conditional "high level of
Drivers are responsible but supported by the| automation". Driver | automation" Drivers
automation. Driver has monitoring task needs to take back can immerse
control when needed. | themselves in NDRT

Figure 29 SAE, EuroNCAP and MEDIATOR automation levels, and their corresponding human responsibilities

Euro NCAP introduced a simplification for the general public in order to enhance the
understandability of the limitations and usage of levels. They have simplified the SAE levels into
only 3 levels, called Driving Modes (Euro NCAP, n.d.). The Modes are distinguished as follows:
Assisted driving mode, Automated Driving Mode and Autonomous Driving Mode. In combination
with Operational Domains, a systematic manner of testing can be pursued in order the verify
autonomous functions and therefore provide comparative consumer information. Like EuroNCAP,
MEDIATOR envisions three automation levels (1.1.1), adding up to four if one counts SAE’s Level
0 i.e., no automation ( Figure 29).
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Feedback

A smooth transfer of control is highly dependent on the clarity of the feedback to the user. Since
user understanding creates trust, it will lead to user acceptance (Lilis et al., 2019). Trust can
naturally develop with time and experience. Hoff and Bashir (2013) identify two types of trust; trust
based on pre-existing knowledge (static trust) and trust by experience (dynamic trust). Designing
for trust when there is no understanding yet is different, Hoff and Bashir identified transparency,
ease-of-use and appearance as key factors to elicit trust in automation. For this reason, information
about the decisions of the automation should be given timely, concisely and clearly and should be
available at all times when the driver desires it.

Five phases of feedback during a Control Transfer Ritual can be determined: Set-up, Motivate,
Guide, Confirm and Evaluate. Though they are not all applicable for all take-over scenarios. The
driver needs to be prepared for take-over and therefore be clearly informed on time. In such case a
Take Over Request (TOR) will be communicated in which the urgency should be properly
emphasized in order to allow the driver to respond accordingly. Within the context of HMI, unimodal
feedback usually lacks to convey information both quantitively and qualitatively, where
multimodality feedback increases reaction time and allows a better understanding of the feedback
(Naujoks,F. et al., 2019).

Driver override

Another key element to achieve user acceptance is finding a balance between actual autonomy
and automation dictated actions. There are several approaches to find this balance, which are
discussed below.

When looking at Tesla, the human driver can take back control from Autopilot or from Lane Change
Assist by either steering beyond a threshold, braking or pushing the autopilot lever up. The user is
always informed about the upcoming shift of control. Equal interaction is required in the theorized
pilot control of Mercedes-Benz in which a button has to be pressed or either braking, accelerating
or steering is needed to take back control (Daimler, 2019). Another possibility lies in shared control,
in which a promising concept is tested by Guo et al. (2019) by letting the driver have the possibility
to initiate a lane change while lane change assist is activated. The driver will be in control for a
frequent moment and after the imitated lane change, the lane change assist will be activated again.

To conclude, in order to create a set of effective control transfer rituals the following has to be kept
in mind:

e the complexity of automation levels,
e the balance between autonomy and automated actions,

e the frequency (and type) of feedback of the above.

Design analysis

4.3.1. Existing HMI designs

Above, the information stream from the Decision Logic to the human driver has been assessed.
However, the user needs to be able to communicate information towards the decision logic as well.
The HMI components for user input are explored by means of existing HMI designs (this does not
include sensors for factors such as fatigue, stress or distraction).

Currently vehicles with up to SAE level 2 are available; a combination of ACC and LKA. Three
distinct models can be categorized regarding interaction design:
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Activation through separate buttons.
Activation by pressing the same button twice/ incremental settings.
Scrolling through modes to select a desired one.

Conceptual HMIs that have been developed for up to level 3 and 4 automation are schematized
(Appendix 5) in order to make them comparable. There is a large variety of design choices that
influence the interaction and placement of HMI elements like buttons, switches, levers and screens
that are not yet seen in current vehicle designs. Furthermore, there are two different interpretations
to user interaction with onboard technology: one is prompted by switches, levers, gestures or
touchscreens and the other is based on communication with an Atrtificial Intelligence (Al)
companion. Questions raise whether companion Al is a viable, wanted technology or that people
prefer not to talk to their vehicle. In a car there is environmental noise that may cause speech to be
masked and therefore difficult to interpret by the Al. Furthermore, we know from other voice
activated devices (Siri, Alexia) that they need some training in recognizing a voice or need a
specific set of commands as input. Furthermore, a rising use of vocal input and feedback would
compromise the deaf and people with a speech impediment that are able to drive vehicles with
physical controls. It could increase complexity as well, since users have to remember commands
over physical controls, which are less arbitrary, and that a dialogue would take more time than
pressing a button. As with all new technology, it should be noted that user acceptance comes with
time; initially people will be turned off by the idea of highly automotive driving. This is perfectly
described by Evans et al, (2009) with the adapter categories during a product lifecycle. Adapting to
a high automation vehicle requires credibility.

What most companies seem to agree on is that the steering wheel and foot pedals are an
instrument to dictate the driver; available and within reach of the driver seat indicates that the driver
is responsible. The Honda Augmented Driving Concept and Rinspeed XchangE take this to a new
level, where the steering wheel moves to a central, neutral position that allows even a switch of
control between human driver and passenger. The place of the steering wheel is a possible
solution to communicate whether a vehicle is driving autonomously and seems to work as a pointer
to show who is in control. A development that is also very prevalent is the upcoming use of
touchscreens over physical buttons, levers, and switches.

In order to compare the complexity of the HMIs (Appendix 5) from the user point of view, the
interaction is rated on a scale of use. With low interaction complexity, the ease of use is high and
vice versa. This term is not a unit with fixed numbers and cannot be measured as so, but it can be
scaled from high (too complex) to low (negligible). The ease of use is split into 8 (automation
related) key factors that are of influence to usability:

e Control placement (accessibility)

e Control grouping (convenience)

e Type of control (ergonomics)

e Feedback methodology (information)

e Feedback placement (information/accessibility)
e Intuitiveness (learnability).

e Number of controls

e Appearance of complexity

The level of interaction complexity concept- and existing vehicles/systems is included. Therefore,
the graph shown in Figure 28 includes 5 automation levels. On the x-axis, the level of automation
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tells the level of automation that the vehicle, thus the HMI, is designed for. The HMIs are not rated
at an exact level of automation, because the technology and the implications of the SAE levels are
different. A vehicle only capable of Lane Keep Assist and Adaptive Cruise Control is rated as level
2 automation, but so is a vehicle that is also equipped with Lane Change Assist. Again, at level 4,
the vehicles are capable of almost fully autonomous driving where the Designed Operation Domain
can differ. A vehicle that allows level 4 on highways is less advanced that one that can do
highways, inner-cities, and provincial roads but cannot drive in rural area, though they are both
rated SAE level 4. Which is why the scale goes out to SAE level 5, at which (nearly) all
functionalities are taken over by the automation and the interaction, thus the interaction complexity
can drop to being negligible.

The y-axis stands for the level of interaction complexity, concerning the 8 key factors. At the upper
limits of this scale, the interaction is too complex and is dangerous for use as the driver will be
either too distracted by the interaction that it impacts road safety, or the interaction is too complex
to figure out and will never be used. In this case the fundamentals are applied poorly or not
considered at all. Where it becomes uncertain that all fundamentals are properly implemented, it is
considered a concerning level of interaction complexity. Ideally, the interaction complexity is
considered as proper, meaning that all fundamentals are taken into account and allow a driver to
operate the vehicle in a safe, controlled manner whilst being informed in the processes that the
automation undertakes. In the lower limit, the complexity of the interaction drops to an extent that is
impossible as added features will add more interaction. However, as the level of automation
advances past SAE level 2, the required number of controls dwindle, especially between SAE level
4 and level 5. Because the functionalities are largely taken over by automation and the mandatory
number of controls can be lowered.

Interaction complexity

L Automation Levels -~
—
L4

Figure 30 HMIs of different vehicles & systems (Appendix 5) plotted in Interaction complexity graph
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4.3.2. Ergonomics analysis

Within the driver’s section of the cabin, the placement of the controls and feedback mechanics is
vital to proper use of the automation. In general, vehicle interiors are not expected to change
drastically up to level 4 automation, as can be observed from the concept vehicles (Appendix 5). A
schematic interior of a 2019 Honda Civic is used to analyse the optimal placement for visual
stimuli, vibrotactile feedback, and input controls various data has been mapped. These top-down
views indicate important optimal zones (green) to impossible zones (Dark shade of blue).

Figure 29 illustrates the optimal placement for visual stimuli, based on Henry Dreyfuss (1993)
research about the ability of the human eye. The human eye can observe an area of 62 degrees to
each side, 50 degrees upwards and 35 degrees downwards. These envelopes are reduced when
colour has to be distinguished: 37 degrees sideways and 20 degrees up-and downwards.
Obviously, by turning one’s head, the field of view is widened. Comfortably turning one’s head can
be done up to 45 degrees sidewards and 30 degrees up-and downwards.

Figure 30 illustrates the limitation of the reach area. In relation to the driver’s centreline the inboard
envelope is 600mm and the outboard envelope 400mm (both for horizontal as vertical movement)
(Macey et al, 2014). The general rule is that reachability declines with the distance from the driver
(so the steering wheel is the easiest to reach), nonetheless some close-by areas are also hard to
reach, like areas close to the shoulder joints and areas behind the driver. Six reachable areas that
can be derived from this map are:

Placed in the rim or on crossbar of the steering wheel,

Attached to the steering column,

Mounted on the junction of the centre console and the dashboard,
Placed in the lower area of the centre console

Seated on the forward areas of the armrests, and

Placed on the dashboard next to the steering column.

H

g
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Figure 31 Heatmap of optimal placement for visual Figure 32 - Heatmap of drivers reach (Mallon, 2020)
stimuli (Mallon,2020)
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Figure 33 Heatmap of promising haptic areas (Mallon, 2020)

Vibrotactile mechanics will only be used as feedback mechanism, therefore the seat is also
included as a promising haptic area (Figure 31) The back of the seat and the steering wheel are
also very fit for use of vibrotactile feedback but have a small chance of not being touched. Other
areas are interaction hotspots, but less suitable for conveying vibrotactile information.

To summarize the findings of the analysis, a list of boundaries and/or guidelines for the HMI is
compiled (Table 1). The list is split up into 3 categories: feedback (machine to human
communication), input (human to machine communication) and a general category.

Table 1 Preliminary Design Requirements

Feedback

Input

General

Overall

« All feedback is unambiguously,
concisely, and timely communicated

« All information can be requested by the
user

» Unimodal feedback can only be used
for signals that may be missed by the
user.

» Multimodal signals are mandatory for
high urgency signals

« Textual and vocal signals require large
timeframes to be executed

» Frequent use lowers the need for
explicit signals over time

« Directional signals can be used to
attract attention to events both within the
cabin as on the road

« Staged signals must correlate to

the urgency stages of the situation
Visual

* Ambient cabin lighting attracts
attention of non-diving users

» Urgency is communicated through
brightness, inter-stimulus intervals,
frequency

» The addition of textual feedback
makes implicit signals explicit

* An input device must be easy to
reach

» Users must be able to operate the
control one-handed

 The input device allows the user to
bargain with the Decision Logic over
the desired driving mode.

» Operation cannot interfere with the
assigned DDT of the human driver

» Accidental activation must be
avoided

» The adjustments made with the
input device are communicated
either directly on the input device or
represented in clearly visible visual
stimuli

* The selected, and when
applicable, destined driving mode
must be communicated on the input
device or represented in clearly
visible visual stimuli

» Comparable functionalities must
be clustered

* Driving levels should communicate
clearly what is expected from the
Human Driver. To do so, group the
automation modes the Manual,
Assisted, and Piloted driving modes.

« Control Transfer Rituals must be

distinct in urgency, initiator, original
driving mode, and destined driving
mode.

 Time intervals between signals vary
based on urgency, driver fitness,
automation fitness, initiator, original
driving mode, and destined driving
mode.

* Highly urgent scenarios must
prioritize safety over comfort.

¢ The Control Transfer Rituals must
be consistent in execution.

¢ The user must feel in control of all
situations except those that are safety
critical.

¢ The Control Transfer Rituals must
include design of MRMs and Error
messages
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Auditory « Steps to communicate intent must * EMs must be able to design the

. . be minimized non-crucial HMI components
» Urgency is communicated through
frequency, amplitude, inter-stimulus * Design of the input controls must * MEDIATOR must provide a Control
interval, stimulus duration, tune, tone communicate their functionality Transfer Ritual structure to OEMs for
and in-harmony. consistent processes over all personal

. vehicles.

« Vocal feedback makes implicit signals
explicit « All components must be safe for all
Haptic » Occupants of the cabin and follow

ergonomic standards developed by

« Crucial haptic feedback incorporates Dreyfuss (2019)

the actuation of the seat pan
» Automotive legislation is to be

* The location of feedback corresponds considered in all design phases

to the desired task
 Haptic feedback is always made » The human driver has the ability to
explicit with textual or vocal feedback override the automation

* The availability of automation must
enhance the driving experience, not
limit it

* A log of all input and computing can

be accessed after a journey (similar to
black boxes used in aviation)

« User trust is elicited through
stimulating the availability of
information, clear feedback, and ease
of use, whilst reducing the complexity.

4.4. Driver input, HMI concept 03

As stated in the design-guidelines, the automation levels should clearly communicate what is
expected from the driver. Therefore 3 driving modes are introduced that represent (groups of) SAE
levels. Furthermore, the analysis showed that for optimal functionality of different HMI elements,
the placement of each element, that addresses different types of senses, should be considered
separately. For this reason, 4 promising locations are defined for the control transfer input device.
This input (and output) device is the result of a design process related to the guidelines. It is meant
to smoothen the Control Transfer Ritual.

4.4.1. Driving modes

Within MEDIATOR the distinction between use cases is made by a 4 stage-group of driving modes,
but another simplification could be made towards the communication to, and involvement of, the
human driver: manual driving (SAE level 0), assisted driving (SAE levels 1 and 2, or CM) and
piloted driving (SAE levels 3 and 4, respectively SB and TtS). By communicating only these three
driving modes (Figure 34), a driver would only have to deal with 6, instead of 20 (SAE), mode
switches and therefore there is a lower chance of mode confusion.

MEDIATOR | Deliverable D1.5 | WP1 | Final 41



'A Mediator

Y N 7 o N Y e Q- ’ (Jﬁ//\”
SO%. SWE S oA
[ o | | 3|

No Driver Partial Conditional

Automation Assistance Automation Automation Automation

The vehicle is capable of
performing all driving
functions under certain
conditions. The driver
may have the option to
control the vehicle.

Vehicle has combined
automated functions,
like acceleration and
steering, but the driver
must remain engaged

Driver is a necessity, but
is not required to monitor

Zero autonomy; the
driver performs all

Vehicle is controlled by
the driver, but some

the environment. The

driver must be ready to
take control of the
vehicle at all times

driving tasks. driving assist features
may be Included in the

vehicle design.

with the driving task and

Figure 34 three identified driving modes (adapted SAE levels) in order to narrow down the amount of mode switches

Manual driving (SAE level 0) refers to driving without automation in which the driver is in full
control. In Assisted driving or CM, the driver maintains some responsibilities and therefore is not
fully out of the loop, with proper feedback the driver could have a monitoring task. Pilot Assist and
ADAS would be covered by this driving mode. In Piloted driving mode (SB and TtS) the vehicle
performs most or almost all driving tasks.

Placement

The functional requirements indicate that the input device the driver operates to communicate with
the Decision Logic can be placed in a variety of places within the cabin. Dictated is that the driver
has control in reach at all times and can visually determine its status, whether by line-of-sight or via
a display. Furthermore, controls can be easily found without losing sight of the road ahead.

Accumulating this knowledge limits the location of the input device to four potential areas (Figure
35). These areas are suggested with in mind the shift from fossil fuelled vehicles to electric
vehicles, which makes the centre console superfluous and so it is removed in this case.
Furthermore, when assessing the feasibility of placement on the steering wheel the steering wheel
itself is flawed. Though both visibility and reach on the steering wheel are excellent, the focal
difference between road and steering wheel is usually too distracting for proper placement.
Nonetheless moving the steering wheel would move the controls attached, making it even harder
to focus on that control.
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Placed on the
dashboard next to the
steering next to the steering
column

Attached to the sides of
the steering column

Placed in the rim or on
crossbar of the steering
wheel.

Mounted on the
function of the centre
console and the dashboard.

Figure 35 Recommended placement of input device

HMI Design Concepts

Various ideation methods are used to design the input device for the Control Transfer Ritual (in a
representative environment) (Appendix 6). This ideation, with specifically the guidelines ‘Design for
Learned Affordances, Par. 1.1.2) kept in mind, lead to several concepts that uses affordances that
can be found in contemporary vehicles but remain different enough to distinguish themselves as
new technology. This balance would allow the innovators and early adapters as described by
Evans et al. (2009) to pick up the technology as it is new and exciting. The majority, both early and
late, will adapt to the technology relatively fast as the interaction remains familiar. Furthermore,
trust is built by, among many other factors, experience. Though experience with a Decision Logic is
non-existent, the experience of driving a vehicle is. If prospected users are readily experienced
with most interactions, they likely will put in the little effort needed to fully understand the product.
For this reason, the concepts that came forward out of the ideation phase do not force the user to
learn a vastly different interaction, but they extend the current controls (and therefore build on the
previously learned affordances).

First, the three concepts are explained, thereafter the evaluation of the concepts by means of a low
fidelity prototype is explained.
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Button concept

This concept consists of 2 separate rotary menus. The upper part of the button is meant for
navigating and controlling features such as entertainment systems and cruise control speed,
whereas the lower part is meant to control driving modes (Manual, Assisted and Piloted) (Figure
36). The coloured LED strip around this ring is meant to communicate with the driver by indicating
the selected driving mode. The driving modes coloured in white are the ones available, the mode
coloured in either cyan, red or magenta is the currently engaged driving mode. The LED blinks
when the decision logic is processing the driver’s input. A pending transfer is communicated by
blinking two colours; the colour related to the current driving mode and the colour related to the
planned driving mode). When human input should be restricted, the button will retract into the
dashboard and therefore it limits the input of the driver (but it can still convey information).

Figure 36 The button concept as a control transfer input device

Lever concept

Rain detectors will make the lever that controls the windscreen wipers in current cars redundant in
the future. The available space (and the fact that people are familiar with the usage of this kind of
controller) is used for the positioning and the overall looks of the lever concept (Figure 37). A
sliding mechanism indicates which driving mode is selected (the used colours and abbreviations
related to the driving modes are similar to the button concept). The communication of the driving
modes will be done by means of other HMI elements as well, since the size and position of driving
modes at the lever are not suitable as sole indicators for clear communication.

Next to the sliding mechanism, the lever can move horizontally and vertically. Therefore, drivers
are able to navigate menus in the same way as blinkers are used (but on the other side of the
steering column). Horizontal movement allows the driver to quickly (de)activate the selected driving
mode. By rotating the lever, the driver is able to increase or decrease specific settings like cruise
control speed or distance to the car ahead.

Figure 37 The stick concept as a control transfer input device
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Stick concept

Manual gearboxes will become obsolete with the uprising of electric vehicles. Nonetheless drivers
will continue to select either ‘park’, ‘neutral’ or ‘reverse’, therefore it makes sense to expand on the
Automatic Gearbox lever expanded with Manual driving modes with Assisted and Piloted driving
mode using the same mechanism (Figure 38). In terms of visual feedback and mode availability,
the concept is comparable to the button concept.

Removal of the centre console was stated to be very likely in the future, therefore the lever will
either move to the dashboard (as can be seen in transport vans) or in the steering column (as can
be seen in American trucks).

It is chosen to focus on a lever attached to the dashboard, which makes it a very visible and an
easy communication tool. A nudge of the lever indicates that the Decision Logic wants to change
from one driving mode to another, which can be accompanied by visual and auditory prompt from
both the control as other elements of the HMI. This concept is based on force feedback since user
input can be counteracted, as well as the decisions of the Decision Logic, by means of resistance
in movement of the stick.

Figure 38 The lever concept as a control transfer input device

4.5.1. Initial testing and concept choice

A low fidelity prototype is used to evaluate the aforementioned HMI Design Concepts. Initially, it
was not possible to set-up the test because of which first testing was set-up in a simplified setting.
Three low fidelity prototypes of the concepts were attached to an installation including a steering
wheel and pedal-box, and a screen that displayed a driving scenario (Figure 39).
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\/ Button concept

Stick concept

Lever concept

Figure 39 Concept evaluation set-up

Four participants used all three concepts in a driving scenario, after which they were asked to fill in
a self-developed questionnaire (Mallon, 2020). This revealed that all concepts are deemed realistic
and viable, but the preferred concept is the stick concept. The preference lies in the fact that users
do not have to consistently go through an entire menu, like with the other two concepts. Although
the stick concept does not give explicit information like the other two concepts, the force feedback
does allow for meaningful and implicit communication.

Moreover, in the sequence of the driving modes of the stick concept, there was confusion about the
driving mode Piloted, since P has its place for “Park” as well. Therefore, a new keyword for the
Pilot function is chosen: “Handsfree”, which also communicates that one is allowed to take of their
hands of the steering wheel (and indirectly it also emphasizes the fact that in the Assisted driving
mode, the hands should be on the steering wheel).

4.5.2. Experiment set-up

In order to test if the stick concept enhances the Control Transfer Ritual, a prototype is built inside
a simulator vehicle, the CMMN. A virtual driving environment (a screen in front of the windshield), a
dummy Decision Logic and functional steering wheel and pedals are integrated (Figure 39).

The prototype

A vehicle prototype is used to build in the dashboard and the stick-concept. A virtual environment is
built by means of the Unity programming language that is programmed to a microcontroller board
(in this case Arduino is used). The stick consists of two main components; a component visible to
the user (the handle) and a component that is not visible for the user, which is a box that contains
the components to deliver force feedback. The driving modes are separated by 18 degrees
intervals and the new driving modes (Manual, Assisted and Handsfree) are separated from the
traditional driving modes (Park, Reverse, Neutral) by a sloping segment that pushes the lever
sideways.

The stick prototype is aimed to have no recognizable OEM design elements, to fit in the test-
environment and to avoid brand associative judgement.

The prototype uses three methods to convey feedback: visual, auditory and tactile. First of all,
visual feedback is given by movement of the handle, the indicator LED lighting of the driving modes
and a Head up Display (HUD). Secondly, auditory feedback is given by means of an alert when a
status change has occurred or when a mistake was made. Finally, tactile feedback is given by
means of the spring in between the stick prototype.
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Figure 40 Experiment set-up of the Transfer of control input device concept

The immersion into a scenario of a Control Transfer Ritual is enhanced by the design of a virtual
environment. Within this environment, different scenes are represented. These scenes are Inner
city, mid-speedway and highway. A vehicle is modelled within this virtual environment to interact
with its surroundings. It is adjustable in handling, driving-modes, speed and acceleration. Further
development and testing are planned for WP2, when laboratory facilities are expected to be
widened.

4.6. Functional requirements of this study

e In case of a transfer of control (use case 1, 2, 3, 5, 6, 9 or 10, Par. 1.1.1), mode confusion
could be avoided WHEN the number of possible mode switches is limited by
communicating no more than 3 overarching driving modes to the human.

e In case of a transfer of control, from either automation to the driver or from the driver to
automation (use cases 1, 2, 3, 5, 6, 9 or 10), WHEN the DL disagrees with the transfer it
should communicate this by means of forced feedback.
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Transfer of control, mode awareness

Approach

The knowledge gap Transfer of Control was addressed by conducting a literature review to
understand the key components involved in the transition process and also the underlying safety
concerns. Following the literature review, an experimental study was carried out to investigate to
how safety concerns could be addressed using an HMI component integrated on the steering
wheel (Autoliv’'s zForce Steering wheel concept). The results from the study contribute to defining
the functional requirement for the HMI in MEDIATOR project. For the future work, another study is
being planned to investigate the steering wheel concept in comparison with other visual displays in
the interior assisting drivers during transitions. The results from the future study will contribute to
the MEDIATOR deliverable 2.5.

Transfer of control or Transitions

Transfer of control or Transition can be defined as a process during which driver-automation
system changes from one state to another involving reallocation of the longitudinal and lateral
control task between the driver and the automation (Lu & de Winter, 2015). According to Martens
et.al, there are four possible ways where the transition could occur,

e Driver-initiated, from the driver to the automation

e Automation-initiated, from the driver to the automation
e Driver-initiated, from the automation to driver

e Automation-initiated, from the automation to the driver

The automation-initiated transition (from automation to the driver) which mainly occurs when the
system fails to manage the driving task and try to reallocate it to the driver, termed as ‘take-over’.
The take-over process consists of complex information processing stages: perception (visual,
auditory, tactile cues) processing the information, response selection (decision making) and
resuming motor readiness (eyes on road, hands on steering wheel and feet on pedals) to manage
the driving task (Gold et al., 2016; Petermeijer et al., 2016). Son & Park, 2017 proposed a
framework that classifies the transitions based on transition initiator, control after transition and
situation awareness (Figure 41 and Figure 42).

Highly automated driving Transition phase

Situation Awareness

Perception
Automated Driving of elements
in current
situation

Time
Take-over request |

L J

|

Comprehension
of current
situation

Projection
of future
status

Decision Reaction

Figure 41 Take-over process from highly automated driving,(Son & Park, 2017)
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Figure 42 Classification tree of transitions in highly automated driving (Son & Park, 2017)

Take-over time

Take-over time (TOT), defined as the time that the drivers take to resume control from automated
driving after a critical event in the environment or after having received a take-over request (Zhang
et al., 2019). Besides take-over time, there exists different response time measures such as: gaze
response time, eyes-on-road time, hands-on wheel time (Gold et al., 2013). Zhang et al., 2019
investigated the TOT of 129 experimental studies with SAE level 2 or higher using three meta-
analysis methods to understand the effect of driver’s ability, motivation to take-over, role of urgency
prior take-over experience. Key findings include:

e Urgency of the situation (time budget to collision, time budget to reach system boundaries)
is highly associated with TOT. Drivers use more take-over time if more time is available.

e Engaging in visual non-driving related tasks (NDRT) increases the TOT.

e In SAE level 3 and above, the availability of a longer time budget, lower urgency and
engagement in NDRT showed higher TOT.

e Prior experience with the take-over process affects the TOT. Repeated trials could
contribute to a shorter TOT.

e HMI: visual-only take-over showed longer TOT compared to auditory or vibrotactile take-
overs

Partial automation (SAE L2) requires drivers to monitor the road and intervene with immediate
action in case of critical events. At higher levels of automation (SAE L3 and L4) drivers are allowed
to engage in Non-driving related tasks (NDRT), while the system performs monitoring task and
issues take-over request (TOR) during intervention. The distribution of the driving task between the
driver and automation could yield to new types of safety concerns such as mode errors and out-of-
the-loop.

Mode awareness

The Society of Automotive Engineers (SAE) defines mode awareness, built on the definition of
Situation Awareness by Endsley (1995) as “The user’s comprehension of the current operating
mode of the driving automation system and its ability to transition to another mode, as well as
understanding of the subtasks (or actions) that they as the driver are required to perform (if any)
versus those the driving automation system is performing” (Driving Automation Systems
Committee, 2016, p. 6) From the SAE standard (2018), the key difference between the automation
levels lies in who, the human or system, is responsible for the dynamic driving task and the

MEDIATOR | Deliverable D1.5 | WP1 | Final 49



'A Mediator

readiness or receptivity of the human driver to assume control of the vehicle either themselves
(user-initiated) or when the system alerts the driver (system initiated). In level 2, the driver is
responsible for monitoring and to know when the system is about to exceed its ODD, whereas in
levels 3 and 4, the system is fully responsible to know its limits.

Seppelt and Victor (2016) identify the following key human factors challenges with level 2 systems:

“provision of sufficient feedback to ensure appropriate reliance on system control, to minimize
secondary task involvement, to prevent mode confusion where the driver assumes the automation
is more capable than it actually is” (pp. 137—138); for level 3 the ability of the driver to resume
control and what is considered “sufficient time for a typical person to respond appropriately” (On-
Road Automated Driving (ORAD) committee, 2018, p. 24).

Transitions between levels 3, 4 and 5 do not constitute a mode increase as the dynamic driving
task (DDT) responsibilities lie with the system. The system must assist the driver's understanding
of the current mode, anticipate the performance of the engaged mode and possible mode
transitions from the current mode (Driving Automation Systems Committee, 2016). In level 2
automation, the user may not be able to distinguish between a system failure and performance
limitation (Driving Automation Systems Committee, 2016; Seppelt & Victor, 2016). To assist drivers
in understanding the systems' intentions and limits during different automation levels, an HMI
component is a mandate.

Mode confusion or mode error

Mode confusion is a kind of automation surprise, where the system fails to behave according to
user expectations, consequently users lose track of the currently active system (Kurpiers et al.,
2020). Mode error could lead users towards a safety critical situation if they weren’t addressed
effectively. Multiple modes in a device could contribute to mode confusion or mode errors (Sarter &
Woods, 1995). Implementing multiple levels of automation in one vehicle could increase the
complexity as drivers have to remember which tasks are taken care of by the system, and for
which tasks they are responsible (Feldhditter et al., 2019). In conclusion, for each automation
levels, the drivers have to exhibit a high level of awareness on system functionalities and its
expected behaviour, consequently resulting in the need to have an adequate HMI that could
support drivers with appropriate information.

Out-of-the-Loop

At L2 and L3 automation levels, when drivers shift from dynamic driving tasks to supervision, it
could worsen their situation awareness, and make them incompetent during unscheduled
interventions, caused by out-of-the-loop problem (Louw et al., 2017). Engagement in NDRT could
further deteriorate the driver’'s performance during manual interventions. Drivers engaged in mobile
phone conversation had reduced brake reactions time compared to drivers who weren’t involved in
mobile phone conversations (Neubauer et al., 2012). Removing drivers from the driving task would
eventually lead to engaging in secondary tasks due to boredom. So, the system should assist
drivers to remain in the loop and also support them to bring back their attention quickly when they
are out-of-the-loop.

The results from the literature study showcased the necessity of providing drivers with relevant
information that could reduce or eliminate the safety concerns related to transfer of control in
automotive driving context. Besides that, it also highlights the need to have a competent HMI that
could provide drivers with relevant information (approaching transition, intervention required,
scheduled and unscheduled take-over request, currently activated automation level or mode,
system behaviour, expected user behaviours, reduce out-of-the-loop) efficiently.
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Human Machine Interface (HMI)

Human Machine Interfaces (HMI) in vehicles provide drivers with large amounts of information
communicated via visual, auditory and haptic modalities. Automation brings in the necessity to
provide drivers with new types of information such as take-over requests, control authority, time
budget emergency take-over, transitions etc. that are challenging to communicate via traditional
interface alone. An HMI interface that communicates the hand over information via pure tone and
flashing icon reported shorter handover times compared to icon alone (Naujoks et al., 2014). An
interface providing multimodality warnings is perceived as a more urgent cue compared to
unimodality (van Erp et al., 2015). Multimodality also evokes faster reaction time compared to
unimodal, however it could be detrimental if incongruence (semantically, temporarily or spatially)
exists between the different source cues (S.M. Petermeijer et al., 2017).

Many research studies started to investigate the need for additional interactive interfaces that could
effectively communicate the automation related information to drivers. Visual interfaces, especially
the ambient lighting in the interiors, have been tested for communicating the automated vehicle’s
intentions with the driver. An ambient light concept using LED strip positioned on the foot of the
windshield with configurable lighting sequence to communicate the automated system’s intentions
and boundaries to the user, was found to enhance user’s trust and reliance towards the system
(Yang et al., 2018b).

Figure 43 BMW HMI’s Level 3 ADS, BMW (2020)

A dedicated visual interface that communicates safety-critical information to drivers at regular
intervals would be beneficial. The steering wheel is one of the primary interfaces situated in the
front of drivers and has potential benefits in terms of visibility (Meschtscherjakov, 2017). The
integration of visual cues on the steering wheel (to communicate safety-critical information) could
enhance its significance. Visual interface on steering wheels is implemented in production vehicles
like the BMW Level 3 ADS (Figure 43), the Cadillac Super Cruise (Figure 44) and Autoliv’s zForce
steering wheel ( Figure 45).
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Figure 44 Cadillac CT6, Super Cruise on the left, Michael Wayaland (2019).
Figure 45 Intuitive Steering wheel on the right, Autoliv (2016).

Research study

The following section will focus on a research study (Muthumani et al., 2020) carried out at Autoliv
to investigate the HMI component that assists drivers during automated transitions. This study was
not a part of the MEDIATOR project; however, it investigated a similar use case used in the
MEDIATOR that could be beneficial in defining the HMI functional requirements. The study
investigated the transitions from manual driving to automated driving to assisted driving then back
to manual driving. In this study, Automated driving (AD) defined as the driver is not required to pay
attention to road and enough time is provided for any transitions (SAE, L3) and Assisted Driving
(ASD) mode where the driver has the responsibility to monitor the driving task and to handle the
unscheduled transitions during system boundaries are reached (SAE, L2). The transitions
investigated in this study is similar to MEDIATOR use-case number 1, 5a and 5b. The key research
questions are:

e How transition related information should be communicated?

e How to enhance mode awareness and reduce mode confusion and errors?

e How to reduce drivers’ out-of-the-loop behaviour?

e Is HMI on the steering wheel beneficial in conveying information related to transitions?

The HMI designs were defined based on the input collected from HMI experts from different OEMS
in a workshop session. In total three different HMI designs were tested in study. The baseline HMI
design uses only auditory and visual cues (icons on instrument cluster) to inform drivers about the
transition and system related information. The other two HMI designs, Concept A and Concept B
used the Autoliv zForce steering wheel with 64 multi-coloured LEDs in addition to auditory and
visual cues on instrument cluster. The LED’s were illuminated with appropriate colours and
patterns to convey events on mode availability, mode activation and unscheduled transitions. The
colour blue was chosen to represent AD mode in concept A, HMI design was based on the
reference from a few research studies including BMW L3 HMI ADS concept vehicle. The colour
turquoise was chosen to represent AD mode in concept B was based on the reference from a
research study that reported the user preference of turquoise colour for external HMI.

The touch pad interface positioned on the left and right side of the steering wheel spoke is used for
driver’s physical interaction (thumb press to confirm and trigger relevant function) with the
automated system. AD is activated via thumb press on the left touch pad on the steering wheel,
while ASD is activated via synchronized thumb press on both left and right touch pad surface.
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Baseline HMI design

In the baseline design, LED illuminations on the steering wheel were not included. The availability
of AD mode is conveyed via a “gong” sound and a voice message synchronized with relevant icon
and a text stating “Automation available” (in German language), is displayed on the cluster (

Figure 46a).

The successful activation of AD mode is feedback to the driver through a voice message
confirming the activation, along with display of “hands off” icon and a text “Automation activated” (in
German Language)” is displayed on the cluster (

Figure 46b).

The availability of ASD mode is conveyed to drivers through a computerized voice message
describing the process to activate ASD mode. The successful activation of ASD mode is feedback
to the driver through a voice message confirming the activation and reminding drivers of their
responsibility in this mode. The instrument cluster displays “hands off’ and “eyes on-road” icon
including the text “Assisted driving activated” (

Figure 46c¢). In the event of unscheduled transition (due to system failure) the system informs via a
continuous “gong” sound along with cluster displaying “hands back on wheel” icon (

Figure 46d). After the driver takes overcontrol, the cluster starts to display conventional vehicle-
related information until another systeme-initiated request is made.

Automatisches Fahren verfigbar

Manuelles Fahren

Figure 46 Baseline HM1 aesign

Concept A HMI design

The availability of AD mode is conveyed by the top 14 LED’s starts to illuminate in blue colour
(Figure 47a). On activation, the 14 LED'’s start to grow on both sides creating a flow to form a blue-
coloured ring illuminating the entire 64 LEDs on the wheel. The availability of ASD is conveyed by
a colour change (blue to amber) of 14 LEDs on the top (Figure 47b). The pattern of illumination
starts from the top most LEDs changing to amber from blue colour followed by adjacent LED (from
both left and right side) changing to amber until all 14 LEDS were illuminated. The illuminating
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sequence creates a dynamic flow pattern that enhances drivers’ detection performance. On
activation of ASD, the 14 LEDs stop the dynamic flow and turn amber coloured (Figure 47c). In
case of sudden system failure, all the 64 LED'’s starts to pulsate in red at 1Hz to get driver attention
(Figure 47d). After the driver take-over, all the mode related cues were switched off.

SACEEXE

a b c d
Figure 47 Concept A HMI design

Concept B HMI design

The availability of AD is conveyed via 14 LED’s positioned on the right and left quadrant of the
steering wheel starts to illuminate in pulsing Turquoise (Figure 48a). On activation, the adjacent
LEDs positioned on the right and left quadrant of 14 LEDs start to illuminate gradually creating flow
to form a circular ring bridging from left and right side of the wheel (Figure 48b). In AD mode, all the
64 LEDs are illuminated in Turquoise colour. The availability of ASD is communicated by switching
of the top and bottom 14 LEDs simultaneously on the creating dynamic flow pattern to attract
driver’s attention. This sequence is repeated until the driver activates ASD mode. On activation of
ASD, top 14 LEDs remains switched off the 50 LEDs start to light up in amber and the (Figure 48c).
In the event of sudden failure, the 46 LEDs (18 on top and 28 in the bottom) starts to illuminate in a
pulsating red colour (Figure 48d). The intent to switch off the remaining 18 LEDs (9 on left and 9 on
right) is to nudge the drivers to grab the steering wheel at 10 o’clock and 2 ‘0’ clock positions which
is consider providing the best manoeuvrability during take-over situation. The moment when the
driver grabbed the steering wheel, all LEDs were switched off conveying the manual control of the
vehicle.

Figure 48 Concept B HMI design

5.41. Method

The study was conducted in a static driving simulator. The driver's activities were recorded using
USB web camera fixed in the interior of the vehicle mock-up. The steering wheel interface has
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built-in infra-red sensors that detect the drivers' hand position on the wheel. A 9-inch tablet
mounted on the centre stack of the interiors is used by subjects to perform the Surrogate
Reference Task (ISO, 2019) standardized by during AD and ASD mode. Thirty-eight subjects
participated in the study. All subjects were recruited through word-of-mouth and also from the
database of subjects who were previously participated in other research studies. The data from five
subjects were omitted for technical reasons; the remaining 33 consist of 18 female (55 %) and 15
male (45 %) drivers, between 25 and 61 years old (mean = 39.2 years; SD = 12.0 years).

Procedure and data collection

After receiving the informed consent forms, subjects were briefed about the objectives of the study,
automation levels, take-over process, surrogate reference task (SURT) and data collection.
Following the practice session for 5 mins, the experiment drive was started with subjects which
lasted for approximately 18 minutes. The driving scenario (Figure 49) consists of first exiting a
parking space and then merging onto a European two-lane highway (speed limit 130 km/h). A few
seconds later, the vehicle gets connected to the 5G network and initiates an automation availability
request. After activation of the AD mode, subjects performed the non-driving related task (NDRT)
using the centre stack display. The SuRT was carried out in the centre stack display, where the
subjects are presented with a number of circles of the same size and one with a larger circle than
others. The subjects have to point out the larger circle compared to others circles (Petzoldt et al.,
2014). Less than a minute the vehicle loses the network connection and initiates an ASD mode
request. In this mode, subjects are requested to monitor the vehicle while they are performing the
SuRT task. Within a minute of driving in this mode, a system failure occurs along a curved section
of the road in one of six possible locations, which were predefined—but unknown to the subjects
(Figure 49). Failure to respond to the take-over request results in a collision with the guardrail at
the side of the road. All subjects drove the test scenario twice for each of the three HMI design
concepts, so each participant drove six times. The trial order was randomized. The experiment was
a within-subject design; the independent variables were the HMI design (Concept A, Concept B,
and Baseline).

8100 m 6100 m

Parking lot

5100 m o
400 m

4. System failure
300 m

100 m 3. & 6. System failure

1. System failure

Om 100 m 2000 m

Automated driving Assisted driving

N 400 m
2. System failure

100 m
Parking  Automated Automated 5. System failure
lot driving driving no
available longer available

Figure 49 Driving scenario showing the AD and ASD mode activations and six possible system failure locations (red x’s)
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The dependent variables were the subjective questionnaire results with Likert scale metrics. For
measuring user experience, a standard questionnaire UEQ was used which considers the aspects
of pragmatic and hedonic quality (Schrepp et al., 2014). The UEQ scales include items on:

e Attractiveness: Overall impression of the product. Do users like or dislike is?

e Perspicuity: Is it easy to get familiar with the product?

e Efficiency: Can users solve their tasks with the product without unnecessary effort?
e Dependability: Does the user feel in control of the interaction?

e Stimulation: Is it exciting and motivating to use the product?

e Novelty: Is the product innovative and creative?

Questionnaires related to trust and acceptance were also measured. The collected data was tested
for normality. For analysing parametric datasets, ANOVA and Bonferroni-adjusted post-hoc
analysis with t-test were used. For non-parametric datasets, Friedman T-test and Bonferroni-
adjusted post-hoc analysis with Wilcoxon test were used.

5.4.2. Results

The self-reported measure of frust used a two items Likert scale (Figure 50). For the question, the
concept reliably indicates the automation level: X3(2) = 9.418, p = 0.009, Concept A vs Baseline,

p =0.042, Concept B vs Baseline, p = 0.006, Concept A vs Concept B, p = 0.819. For the question:
| trust the concept: X3(2) = 11.821, p = 0.003, Concept A vs Baseline, p = 0.009, Concept B vs
Baseline, p = 0.060, Concept A vs Concept B, p = 1.000. visual cues in the steering wheel
increased trust in automation. The Baseline was significantly less trusted than either Concept A or
Concept B.

T 1

| trust the concept I——! s
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Figure 50 Subjective responses: Trust in automation (***p <0.001,**p <0.05)

The user experience questionnaire which consisted of six items (attractiveness, efficiency,
perspicuity, dependability, simulation, novelty) were used for the evaluation (Figure 51). For the
category attractiveness Concept A and Concept B both scored higher than baseline

F(1,41;45,12) = 19.733, p < 0.001, n? = 0.381 (p < 0.001 for both) : for the item, efficiency no
difference was found between Concept A and Baseline, but Concept B scored higher than Baseline
(p=0.170 and p = 0.002, respectively) F(2,64) = 5.991, p = 0.004, n* = 0.158; for the item
perspicuity, Concept A and Concept B both scored higher than baseline (Concept A: p = 0.056 and
Concept B: p = 0.006) F(1,40;44,73) = 8.218, p = 0.003, n? = 0.204; for the item dependability, both
Concept A and Concept B scored higher than Baseline (Concept A: p = 0.006 and Concept B:

p =0.001) F(1,48;47,41) = 11.681, p < 0.001, n? = 0.267. For stimulation, Concept A and Concept
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B scored higher than baseline F(2,64) = 16.241, p < 0.001, n? = 0.336; and for novelty, Concept A
and Concept B scored higher than baseline (F(1,38; 44,09) = 20.904, p < 0.001, n? = 0.395).
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Figure 51 Subjective responses: User experience (***p <0.001,**p <0.05)

Results from the user acceptance scales show (Figure 52) that Concept A and Concept B scored
significantly higher than Baseline (p < 0.027 and p = 0.001). Concept B also scored significantly
higher than Concept A (p = 0.003) (1J3(2)17.924, p = 1.000).
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Figure 52 Subjective responses: Acceptance (***p <0.001,**p <0.05)

During the interview session, nearly 85% of subjects preferred a steering wheel with visual cues, in
which 52% preferred concept B and remaining preferred Concept A. Many participants preferred
Concept B as it was clearly communicating the activated ASD mode via different colour code than
in Concept A. Subjects also highlighted the importance of having LEDs on the steering wheel’s
circumference, that it helped them to continuously check the steering wheel in their peripheral
vision when their attention was directed towards the centre stack display engaging in SuRT task.
These findings showcase that visual cues on steering wheel assist drivers in vehicle mode and
also to stay in the loop despite of engaging in NDRT.

5.4.3. Conclusions

In this study, three HMI designs were investigated that convey transition related information to
drivers. In general, there was a positive attitude towards the visual cues on steering wheels. When
the subjects were asked about the reasoning behind their preference of HMI design, it was found
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that LEDs on the steering wheel communicate the vehicle mode with more clarity compared to
baseline condition without LEDs. The higher rating of concept B was mainly due to the fact that it
clearly discriminates the automation modes (AD and ASD) using different colours which symbolize
the importance of visual cues in reducing mode confusions. This further emphasizes how the
transparency of automation could affect the user perception and acceptance of the system.

Based on the results from trust scale, it was evident that visual cues on steering wheel increase
drivers trust towards automated system. The user experience measure indicated that Concept B
matched drivers’ expectations on attractiveness, efficiency, perspicuity, and dependability.

Based on these above findings, the Concept A and Concept B HMI designs using Autoliv’s
zForce's steering wheel were effective in

e Communicating transition related information
e Reduce mode confusion and enhance mode awareness

e Allow users to stay in the loop in spite of engaging in NDRT.

5.4.4. Key findings

e Visuals interface on steering wheel is effective in communicating automation related
information to drivers.

e Use colour codes with dynamic pattern for request messages such as automation
available, activating automation, AD is activated etc as it enhances user perception and
responses.

e Use distinct colour code to convey the vehicle mode or level related information.

e Take-over request design must encourage users to take-over the steering wheel using
both hands for safety reasons.

e Emergency take-over request should always be conveyed using multimodality cues.

The key findings were translated into functional requirements in the proposed MEDIATOR
template.

5.5. Functional requirements of this study

In use case 1, when driver hand over to system Controller triggering the Visual cues on
steering wheel (LED bar) Must deliver confirmation feedback via LED bar illumination (Blue or
Turquoise)

In use case 5a, while driver engage in NDRT, Controller triggering the Visual cues on steering
wheel (LED bar) Must deliver which mode is currently activated (Amber)

In use case 5a, when driver receive emergency take-over request Controller triggering the
Visual cues on steering wheel (LED bar) Must deliver the importance of immediate driver
action is required (Pulsating effect of red colour)
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6. Transparency and information
overload in conditional and highly
automated driving

6.1. Strategy

Conditional and highly automated driving requires the human driver to be a backup for the
automation. This is not a role that comes easily, and challenges related to overreliance and mode
confusion will need to be overcome before a safe implementation of such systems is possible. In
this chapter we address the trade-off between transparency and information overload in the HMI
design during the use cases Driver in Stand By (SB) and Driver Time to Sleep (TtS), i.e., those
related to conditional and highly automated driving. In these automation scenarios the driver is
allowed to take his or her hands off the steering wheel and engage in a non-related driving task
(NDRT). However, the driver can be requested to be on standby in order to be able to take-over
from the automation within a reasonable time window.

Transparency in these situations refers to how well the driver can understand the automation
system functioning, while information overload refers to the workload associated with processing
information that is presented while driving in the relevant automation scenarios. While presenting
more information can increase transparency, too much information can instead lead to information
overload, which reduces driver comfort and can have an adverse effect on transparency.

In order to gain insight into what should be communicated to the driver, at what time, and how this
should be communicated to obtain the appropriate level of transparency without creating
information overload, first a literature review of existing knowledge on the subject was performed
and is described in paragraph 6.2. Literature is explored on driver’s information needs and
preferences, driver's capabilities and limitations, and what available information about the
automation can support those needs, preferences, capabilities and limitations. This overview gives
insight into the type of information that is relevant to communicate and when to communicate it.
Additionally, current and researched HMI implementations are considered, which provides more
insight into how to communicate the relevant information. Building on this knowledge, specific HMI
elements and concepts are proposed that could be valuable for preventing mode confusion and
overreliance through transparency while maintaining proper information load during SB and TtS. In
addition, relevant knowledge gaps are revealed, which form the basis for further experimentation.
The set-up of these experiments is described in paragraph 6.3 and their corresponding results in
paragraph 6.4. The experiments address different aspects of HMI designs and are therefore
subdivided in two parts: 1) Experiments related to exploration of important aspects in HMI design
and exploration of specific HMI elements; and 2) experiments to evaluate full HMI concepts. Full
HMI concepts are defined as concepts that incorporate a combination of elements that are
integrated into one concept. The full HMI concepts are aimed at answering the main questions of
interest to the current work. Part 1 consists of interviews with experts and users of automated
vehicles and exploratory experiments testing the interpretation of and experience of directions of
HMI design and specific HMI elements. Part 2 consists of experiments testing full HMI concepts
through questionnaires and the think aloud method. The conclusions drawn from these
experiments, together with the corresponding limitations and directions for future work, are
discussed in paragraph 6.5. Finally, based on the outcomes of the research functional
requirements for HMI design for communicating information during SB and TtS are presented in
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paragraph 6.6. Throughout the document findings relevant for composing the preliminary function
requirements are emphasized using italic font.

Literature research

Literature research was performed to obtain a clear understanding of what is already known about
good HMI design for providing information during SB and TtS. First the driver’s information needs
and preferences for these use cases are discussed, which gives information on what type of
information should be communicated. Additionally, the capabilities and limitations of the driver are
explored, to get more inside into what can cause information overload. To better understand the
feasibility of possible HMI solutions a short overview of the available information from the
automation is provided. An overview of researched HMI designs and a brief discussion of HMI
implementations currently applied in industry is presented in order to gain insight into current
solutions on how relevant information can be communicated and to identify gaps in the literature.
The chapter is concluded with an overview of the most important HMI requirements emerging from
literature and with setting out the direction of research focused on resolving gaps in literature which
will be presented in the following sections.

6.2.1. Driver’s information needs and preferences

When people are being asked about expected benefits of automated driving, people indicate the
possibility to engage in non-driving related tasks (NDRTSs) as one of their most valued expected
benefits (Kénig & Neumayr, 2017). As engaging in NDRTs is considered to be of importance to
drivers, automation transparency should support engaging in NDRTs. Moreover, providing
transparency on the automation system has shown to be important, as an HMI that does not
provide any transparency induces discomfort in the driver (Pokam Meguia et al., 2019). The
literature points towards two types of information in particular when it comes to automation
transparency, namely 1) information on current automation status (e.g. Beggiato et al., 2015;
Feierle, Danner, Steininger, & Bengler, 2020; Hecht et al., 2019) and 2) time available in current
automation status/time to next automation status (e.g. Pokam Meguia et al,, 2015; Beggiato et al.,
2015; Hecht Darlagiannis & Bengler, 2019; Hecht, Kratzert & Bengler, 2020a; Wandtner, Schémig
& Schmidt, 2018).

In order to plan engagement and disengagement in NDRTSs, drivers need information about the
available time in current and time to next automation status, in additionally to being informed about
reliability and system status (Hecht et al., 2019, Hecht et al., 2020b). The types of non-driving tasks
that people anticipate in automated vehicles (Pfleging, Rang, & Broy, 2016) or have already been
observed in naturalistic driving studies (Dingus et al., 2016, Klauer et al., 2014) range from using
phones, to talking and interacting with other passengers, to taking care of personal hygiene. And
drivers are likely to increase their NDRT-engagement with higher levels of automation (Naujoks,
Purucker, & Neukum, 2016), with highly automated driving being associated with an increase of
NDRT-engagement of 261% in respect to manual driving (de Winter, Happee, Martens & Stanton,
2014). Based on experimental data Hecht et al. (2020a) demonstrated that drivers also adjust their
NDRT to the frequency of take-overs. In addition, drivers avoid task engagement prior to
predictable take-over situations (Wandtner, 2018). That information on time in current and time to
next automation status is important for planning NDRTs additionally becomes clear from an
experimental study by Danner, Pfromm, Limbacher and Bengler (2020). Danner et al. (2020) had
participants drive in a driving simulator with transitions between L3 automation to manual driving
and vice versa while having the chance to watch a video as NDRT. Based on interview data after
the drives in the simulator, Danner et al. (2020) concluded that participants desired information
about time or distance of automation availability before activating the automation in order to be
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able to assess whether the planned NDRT was feasible during the time the automation would be
active. Additionally, participants indicated a display of the anticipated time until automation
availability to be helpful.

Another related aspect that is important for the HMI design is the minimum useful time to offer a
certain automation state. Hecht, Darlagiannis and Bengler (2019) asked people to state the
minimum uninterrupted time they expected to need for different NDRTs. Average indicated
minimum times ranged from about 8 minutes for watching the surroundings and 10 minutes for
smartphone use to about 76 minutes for sleeping. Similarly, a questionnaire by Hecht, Kratzert and
Bengler (2020a) indicated that the average preferred minimum time in automation should be 4.48
minutes and that drivers accept longer time in manual mode for less take-overs. In a new study
(Hecht et.al. 2020b) Hecht et. al. investigated user requirements for a trip planning HMI for
automated driving and found that drivers would like to be able to indicate their preference for a
minimum continuous span of time that a trip segment offering a certain automation level.

Hecht et.al. (2020b) also found that such HMI should aid the drivers in planning their trip by
providing complete trip information, rather than just the current or near future automation status.
They provide several functional requirements for such HMI as choosing from a customizable
selection of standard travel priority settings and providing the user with a reliable prediction on the
available levels of driving automation throughout the trip.

In addition to supporting planning of NDRTs, the information should also support the supervisory
role of the driver. Displaying the current system status, the fallback level and the remaining time

until an expected or required change in automation level can help the driver understand whether
the automation will be able to execute the driving task safely (Beggiato et al., 2015).

Providing more insight into automation behaviour can also support the supervisory role by
improving the driver’s understanding of and trust in the system. For example, reasons for ongoing
manoeuvres and previews of next manoeuvres of the automation and information on detected
surrounding vehicles were considered to be important (Beggiato et al., 2015). In a study by Diels &
Thompson (2017) participants with no experience also indicated to prefer a visualization of
detection and identification of hazards by the automation in addition to receiving information on
speed limits.

The level of detail of the needed information, however, can vary and depends on several factors,
namely 1) expectation on automation capabilities (Ulahannan et al., 2020), 2) driving context, 3)
type of NDRT.

First of all, when the driver expects the automation to perform well, information needs generally
decrease. Beggiato et al. (2015) and Diels and Thompson (2017) concluded that there is great
variance in drivers’ information needs which can change between different levels of automation (L2
versus L3 [Begiatto et al., 2015] and L3 versus L5 [Diels & Thomson, 2017]) and which are
expected to decrease with more experience with the automation and with higher trust in the
automation. Drivers who generally do not trust automation often also have a “High Information
Preference” and prefer to get detailed information about the system’s status and driving, while
drivers who have high trust in automation generally have “Low Information Preference” and prefer
to get no detailed information about the vehicle although this information might be required for safe
use (Ulahannan et al., 2020). Information that is communicated by the automation can in turn
impact the driver’s trust in the automation, with appropriate information being able to lead in
calibrated trust that matches the system’s capabilities leading to the driver behaving appropriately
(Lee & See, 2004) and eventually also leading to a decreased information need.

Second, what information is deemed as appropriate for facilitating an understanding of the
automation can differ between different driving situations as demonstrated by Feierle et al., (2020).
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Feierle et al., (2020) found that especially in situations where several manoeuvres were possible,
drivers expressed a need to get information on the planned automation manoeuvre, presumably to
be able to update their mental model of the automation decision making. It is possible that only
information that helps to update the mental model of automation is deemed needed.

And third, information needs are thought to change when people perform a cognitively demanding
and important NDRT such as engaging in working on a laptop. In this case, only high priority
information is deemed needed, while lower priority information should be withheld as to not
interfere with the NDRT. Hecht et al. (2019) concluded based on questionnaire data asking drivers
about their information needs that information about current and upcoming manoeuvres,
surrounding traffic and current speed become less important during such cognitively demanding
NDRTSs. The remaining time in current automation mode was considered important information
irrespective of the cognitive demands of the NDRT. During an experimental study in a simulator by
Feierle et al. (2020), however, watching a movie as NDRT did not influence drivers’ self-reported
information needs. This suggests that the importance of the NDRT and the cognitive load induced
by the NDRT could influence information needs. Specifically, when an NDRT needs to be
performed, the priority of receiving information about the automation is reduced to keep an
appropriate level of cognitive load.

The above discussed work on driver’s information needs and preferences suggest that an HMI
should, as a first priority, provide information on current automation status and time available in
current automation status/time to next automation status. It also suggests that the minimum useful
time being in SB is about 4 minutes and drivers would like to be able to set this value themselves.
Complete trip information regarding the expected automation functioning was also found to be
useful. Additional information on system transparency such as on current and upcoming
manoeuvres and on surrounding traffic appears also to be of importance. Drivers who are
inexperienced with automation also requested information on detection and identification of
hazards and detected speed limits. The exact information needs, however, can vary with different
expectations of and trust in automation, the driving context and the priority level of the NDRT that is
performed.

6.2.2. Driver’s capabilities and limitations

While it is important to consider the driver’s information-needs in HMI design, it is also important to
consider what the driver can and should do, i.e., the driver’s capabilities and limitations should be
taken into account when designing an HMI. Generally, the HMI while driving with highly automated
vehicles should create mode awareness, so that the driver is aware of their responsibilities and can
act accordingly and should instil appropriate trust in the system so that overreliance is avoided, and
appropriate driver behaviour is facilitated.

One way of attaining mode awareness is by making sure that the driver has a good understanding
of the automation and the vehicle and its actions, in other words: a driver should have a good
situation awareness — a picture of the state of the driver’s surroundings (Endsley, 1995). Yet, the
implementation of different levels of automation makes a vehicle increasingly complex for the driver
to understand, with the risk of confusing the driver about the activated automation mode and its
associated functional capability. This confusion is called mode confusion. This can, in turn, lead to
incorrect behaviour of the driver, which is called a mode error (Sarter & Woods, 1995). As
discussed in D1.1, two general approaches exist to avoid mode errors:

Ensuring the user is aware of the system mode and its behaviours; and

Avoiding the necessity of knowing the system mode by making the driver aware of the driver
responsibilities.
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Any such information about the system or driver responsibilities should be provided appropriately
by taking into account the driver's mental workload (de Waard, 1996). In order for the driver to be
able to process information, enough cognitive resources must be available. On the other hand,
information induces mental workload which takes up cognitive resources. WWhen too much
information is presented to the driver in an inappropriate way information overload can occur which
negatively affects the capability of the driver to respond to the demands of the driving task.

An important factor that influences the availability of the driver’'s cognitive resources to process
driving relevant information is engagement in NDRTs. The NDRT can be considered as a
sequential task with L3 and L4 automation, as the driver switches between the NDRT and the
driving task (Marberger et al., 2018). Particularly visual-manual (handheld) tasks and tasks that
impose high mental demands compared to auditory-vocal tasks have detrimental effects on take-
over time and quality (Wandtner, 2018). Adaptive warnings providing extra notifications when
needed have been reported to be useful in counteracting a larger time to react with visual-manual
tasks (Wandtner, 2018). Not only engaging in a too demanding NDRT can be detrimental,
disengagement from driving related activities can cause passive fatigue especially when there is no
NDRT available to maintain a suitable arousal level (Naujoks, Befelein, Wiedemann, & Neukum,
2017). Ensuring engagement in a type of NDRT inducing mental demands fitting to the time in
which the driver needs to be able to take-over could be a viable approach to prevent poor take-
overs and unsafe situations.

The mental workload of processing the information related to the system or driver responsibilities in
part depends on the sensory modality through which information is communicated. Appropriate
sensory modalities should therefore be chosen for each type of information that needs to be
conveyed. Information can be communicated to the driver through different sensory modalities by
using visual, auditory, haptic and/or olfactory stimuli. Yang et al (2017) present an overview of how
the different sensory modalities were rated by two ergonomic experts on suitability for interaction
between a vehicle and a driver. This overview can be found below in Table 2 (from Yang et al.,
2017).

Table 2 Overview of ratings of different sensory modalities in suitability for interaction between a vehicle and driver adopted
from Yang et al. (2017). See text for further details

Modality
2 5 5 5 ]
= 2 = = =
< = )
Category
Content of Information ++ ++ 0 - 0
Coverage Rate + + - -— 0
Forgiveness Rate o - + + +
Perceptibility + ++ 0 0 +
Interpretability ++ + o - -
Limitability ++ ++ + - —
Interference Capability + - 0 + 0
Localisability + + 0 - -
[++] very good  [+] good  [o] neutral [-] bad  [--] very bad
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To exemplify how the overview above should be interpreted: The visual modality was rated as
being very good on “content of information”, as through visual stimuli very detailed and various
information can be presented at once. “Coverage rate” was considered to be good overall, but
visual attention might be limited. Regarding “forgiveness rate”, false alarms are not as intrusive as
other modalities, yet most visual stimuli could even be seen on the periphery and will be perceived,
therefore this was rated neutral. Although visual information can be perceived most of the times, in
some cases the periphery is ignored and therefore “perceptibility” was rated to be good.
“Interpretability” is rated very good, as visual stimuli are modifiable in a lot of ways and therefore
can be designed with a high interpretability. “Limitability” is also rated very good as the timing as
well as the location of the stimuli can be very precise (note for example that this is not possible with
olfactory and thermal stimuli). As visual stimuli are detected most of the time, while drivers can
decide to not look or ignore the stimuli, there is ‘interference capability’ to some degree. Visual
information can be linked to where an event is happening most of the time, therefore “localizability”
was considered to be good.

As visual and auditory stimuli are both able to convey detailed information very well to the driver, it
is no surprise that these stimuli are most often implemented in automated vehicles. Sometimes
haptic communication is added as well. In the European project HAVEit (Hoeger et al., 2011) that
ran from 2008 to 2011 focusing on developing an HMI as a joint system in automated vehicles it
was concluded that this combination of visual, auditory and haptic information worked best. Visual
information was considered to be suited to continuously inform the driver about the current
automation level and all relevant information related to automated driving (such as warnings and
take-over requests). Auditory information was only used to communicate warnings through tones,
because auditory stimuli are already fairly used in today’s cars and might be annoying to the driver.
This fits the ratings as presented in the overview of Yang et al. (2017) indicating that auditory
stimuli are quite intrusive (as it has a very bad forgiveness rate and a very high perceptibility). Yet,
in the HAVE:it project it was indicated that sounds might help supporting mode awareness by
indicating downward and upward transitions. Regarding the haptic channel, the HAVEit project
concluded that it is an important channel to include during the primary driving task (e.g., providing
haptic warnings, providing force-feedback from the steering wheel and accelerator pedal). Based
on these findings, it appears to be best to mainly focus on the visual modality when communicating
information during SB and TtS, as auditory information will probably be already used for warnings
(therefore including them to convey a substantial amount of information during SB and TtS will
probably cause confusion) and the haptic, olfactory and thermal modalities are less suitable to
convey content information.

As mentioned before, not only an understanding of the automation, but also an appropriate level of
trust of the driver in the automation influences whether a driver will behave in the right way when
using the automation. Trust in automation is defined by Carsten & Martens (2019) as “having
confidence that the system will act according to what the driver expects it to do with additional
benefits of this system for the driver”. The aspect of additional benefits for the driver is an important
aspect of the definition, as trust does not develop when a driver correctly expects the system to not
work well. A minimum level of trust is required for the driver to have any benefit from the
automation (Carsten & Martens 2019); a low level of trust (i.e., under-trust) can lead to under-
utilization of the system with functions being overruled by the driver when the system could actually
have coped with the situation which could negatively affect acceptance, comfort and possibly even
safety. Yet, a high level of trust (i.e., over-trust) is more dangerous and may certainly lead to
unsafe situations. Over-trust can lead to overreliance with the driver trusting the system too much
and expecting the automation to be able to handle situations which the automation would in fact
not be able to handle (Stanton & Young, 2000). It has been demonstrated that overreliance can
develop in a relatively short time span (i.e., within 45 minutes) and can even persist under explicit
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instructions that the automation is not able to handle the situation (Victor et al., 2018). Additionally,
drivers often believe they could sleep when automation is active even though they are aware of the
fact that they have to act as a fallback (Danneret al., 2020) and, similarly, it has been demonstrated
that drivers still get drowsy and fall asleep despite being warned that the automation may fail
(Omae, Hashimoto, Sugamoto, & Shimizu, 2005). It is therefore of importance that an HMI
encourages an appropriate level of trust to ensure that overreliance does not occur.

An approach to tackling overreliance while preventing information overload is following cognitive
systems engineering in which the human is involved in decision making, planning, collaborating
and managing (Borst, Flach, & Ellerbroek, 2015). Here one would rely on the driver, finding his/her
own solutions within set boundaries that are communicated to the driver, who can in turn use
his/her ability to apply knowledge-based behaviour in a wide range of (new) situations. This
framework has already been applied in driver assistance systems and has been demonstrated to
be effective for enhancing lane change support systems (Lee, Nam, & Myung, 2008), to increase
time to collision (Mendoza, Angelelli & Lindgren, 2011) and to promote appropriate reliance and
improve take-over performance (Seppelt & Lee, 2007). In communicating the boundaries of what a
driver can and cannot do it might be that the goals of the automation and the goals of the driver do
not align. An HMI would need to facilitate the cooperation and interaction between the driver and
the automation and should make sure that actions and subgoals do not interfere (Hoc, 2001; Hoc,
Young & Blosseville, 2009).

The most important takeaway from the above discussion of driver’s capabilities and limitations and
the discussion of driver’s information needs and preferences is summarized in Figure 53. Itis
important to provide a safe driving experience while maintaining driver comfort by creating mode
awareness, an appropriate information load, and an appropriate reliance in the driver (in purple in
Figure). Potential issues that should be prevented are mode confusion, information overload and
overreliance (in red in Figure 53). These effects are, amongst others, influenced by transparency
(i.e., informing on system functioning) and trust (which can be supported by experience and
appropriate information) (in yellow in Figure 53).

Mode

awareness

Safet
y Appropriate
Information Load

Appropriate Comfort
Reliance

Figure 53 Important constructs for HMI design in automated vehicles. The figure shows what to achieve (purple), what to

avoid (red) and important constructs that influence both (yellow).
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More practically speaking, the information load can be minimized by providing only the most
important information using easily processable interface elements that together creates sufficient
transparency to inform the driver of the automation mode and their responsibilities and helps them
plan their NDRT’s. The literature overview showed that this important information includes
information on current automation mode, next automation mode and time till next mode. Some
information regarding upcoming manoeuvres and automation perception is especially relevant
when the driver is expected to get back in the loop within a short time (SB) and for drivers with a
high information preference, but less important during TtS and for drivers with a low information
preference.

6.2.3. Available information from automation

It should be considered whether the type of information that has been identified to be of importance
for the driver is actually available inside the vehicle. The previous sections showed that information
related to the current automation status, time available in current automation status/time to next
automation status and information related to automation behaviour or automation status (such as
current and upcoming manoeuvres) and information on surrounding traffic, is of importance.

Information on current activated automation status will be available at each moment in time, yet
estimating the remaining time in the current automation status and time to the next automation
status is somewhat more complex. This time left/time to next can also be referred to as the time
budget. The feasibility of communicating time budgets depends in large part on what the
automation can estimate. To gain more insight into this, a general framework describing time
budgets in relation to the automation parameters that would be informative for the driver was
developed through several group discussions among experts on human factors in vehicle
automation. The resulting framework is depicted in Figure 54.

Continuous Mediation Driver Stand By Driver Long Out of the Loop
(CM) (SB) (LOotL)
f . ] ) v ! \
Time [s]
yavi
- o /o — ¢ 77
| 5s 30 min
Minimum Take I
over Time L
Time in this reliability level Time in highest reliability level
fime budgets - Minimum take over time
relevant to driver
Time to automation

Figure 54 A general framework describing the time left in current level/time to next level of automation, also called ‘time
budgets’, in relation to the automation parameters that would be informative for the driver informative. See text for
further details

When driving in the automation scenario of Continuous Mediation (CM), where both manual driving
and SAE level 1 and 2 automation are available, the relevant time budget for the driver is the time
until full automation becomes available. The automation probably can give an indication of this
duration based on its defined operational design domain (ODD) in combination with relevant route
information. As described in D.1.1 the ODD is defined as ‘the specific conditions under which a
given driving automation system or feature thereof is designed to function. An ODD can include
geographic, roadways, environmental, traffic, speed, land/or temporal limitations. The ODD is
limited in all levels of automation, except for full automation. In some situations, reaching the end of
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the ODD can be foreseen for a longer time with sufficient input of data (for example: the time at
which the end of the highway will be reached can be predicted by coupling navigational data with
map data).

When driving in the automation scenario of SB, the driver will need to maintain some level of
alertness as the human is considered to be the fallback when an issue occurs with the automation
and, depending on the time that this automation level is available, can perform different NDRTSs. In
this scenario there are two relevant time budgets: 1) the minimum take-over time which dictates the
required alertness level of the driver, and 2) the total time available in this level which can be used
by drivers to plan their NDRT. The minimum take-over time is also used as input for the automation
system to determine its reliability and can almost-directly be output to the HMI. This value is based
on onboard sensor ranges and reduces when sensor quality is degraded. Here the time budget in
which automation is available during SB can vary due to an unexpected incident that was not
previously foreseen. In this case, therefor only a likely time budget can be communicated to the
driver. As the driver would like to perform a (short) NDRT if possible, this likely time budget can still
aid with planning a suitable NDRT accordingly.

In the scenario TtS the driver has a long time before a take-over will take place and can therefore
perform NDRTs for a longer duration. The automation is expected to be able to handle any
situation, or at least safely park the car in case the end of its operational design domain is reached.
For this situation therefore the relevant time budget refers to how long this mode will be active. This
information can be based on the expected time until the end of the ODD is reached, which can
likely be outputted directly by the automated system. In this case, a certain or fixed, instead of a
likely, time budget can be communicated to the driver. The driver should also understand that in
this mode any take-over request will likely occur well in advance and that in case such request is
ignored, the automation can still park the car safely.

Other information needs such as upcoming manoeuvres and automation perception should be
possible to fulfil as this information will be available. Yet, providing this sometimes, complex
information in an appropriate way through HMI design will present a challenge.

6.2.4. Current HMI implementations

This section will explore how researched HMI designs deal with the above discussed driver’s
information needs and preferences and driver’'s capabilities and limitations. Additionally, it is briefly
discussed what HMI implementations are currently applied in industry. This will provide insight into
current solutions and gaps in literature.

The findings are divided into which type of information is communicated to the driver and which
HMI elements were used. An overview of the 22 scientific studies on which these findings were
based is presented in Appendix 8.

Regarding the type of information communicated to the driver, the majority of studies
communicated automation state, with only a single study communicating NDRT affordance (i.e.,
the driver task/responsibilities). Concerning automation state, some studies specifically focused on
communicating how reliable or certain/confident the automation is (Beller, Heesen & Vollrath, 2013;
Helldin, Falkman, Riveiro and Davidsson, 2013; Large, Burnett, Morris, Mathumani & Matthias,
2017; Ruijten, Terken & Chandamouli, 2018; Yang et al., 2017; Yang, Karakaya, Dominioni,
Kawabe, Bengler, 2018). Findings on the effects of communicating automation state are mixed,
with studies showing improvements on take-overs and interventions (Beller et al., 2013),
improvements in mode awareness (Hoeger et al., 2011), and improvements in trust (Helldin et al.,
2013; Yang et al., 2018), but with studies also showing no improvements on mode confusion
(Feldhatter, Hartwig, Kurpiers, Hernandez & Bengler, 2018) or demonstrating that people do not
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often look at this information (Large et al., 2017). Concerning NDRT affordance, Schartmdiller,
Wintersberger, Frison and Riener (2019) presented participants with a keyboard in the steering
wheel that changed its angle when it was allowed to use the keyboard. Compared to a baseline in
which a standard laptop was used on the lap, the keyboard integrated in the steering wheel
improved take-over times, gaze reaction, typing performance and subjective ratings compared to a
baseline. Four studies (Hecht et al., 2020, Hoeger et al., 2011; Lu et al., 2019; and Wandtner et al.,
2018) displayed automation availability, with this being well received by participants, however
participants indicated that they missed information on the available time in the automation mode
before activation (Hecht et al., 2020). This confirms the work discussed above, indicating that
predictive information is indeed considered to be important. Yet only a single study (Wandtner et
al., 2018) communicated predictive information on the time left in automation mode. In this study by
Wandtner and colleagues (2018) the time until a take-over was visualized, and this was
experienced well by participants. Participants also preferred having information on the reason for
an upcoming take-over (for example indicating that roadworks are coming up).

Only 2 studies (Pokam Meguia et al., 2019; Yang et al., 2018) supported the driver in gaining an
understanding of the automation behaviour, yet this was also identified as an important need in the
work discussed above. Information on (upcoming) manoeuvres was presented in 5 studies
(Cramer & Klohr, 2019; Naujoks, Foster, Wiedemann, & Neukum, 2017; Niu, Terken & Eggen,
2018; Pokam Meguia et al., 2019; Yang et al., 2017). Communicating what the automation is
currently doing is considered as important for maintaining situation awareness (Pokam Meguia et
al., 2019). The amount of information that needs to be communicated on upcoming manoeuvres
probably also depends on the level of automation with for example Naujoks and colleagues (2017)
demonstrating that it decreases workload during SAE level 3 and Cramer & Klohr (2019) indicating
that it improves situational awareness during SAE level 2, while Pokam Meguia and colleagues
(2019) report that the intention of the automation (including planned manoeuvres) and the
associated reasons do not need to be communicated during SAE level 4. These findings suggest
that at higher levels of automation (level 4 and 5) providing information on upcoming manoeuvres
might be less important than during lower levels of automation (level 2 and 3).

This overview of researched HMI designs reveals two knowledge gaps in particular. First of all,
while the literature overview from sections 6.2.1 and 6.2.2 showed that current automation mode,
time to next automation mode and information on system behaviour are all important types of
information to be communicated during driving in SB and TtS, only one study examined the
communication of time to next mode. Secondly, no clear conclusion could be drawn on the best
way of communicating information on the current driving mode, i.e., providing information on
automation mode or on driver responsibilities/task.

Regarding which HMI elements were used for communication of information, most studies make
use of dashboard icons. The icons that are used vary a lot throughout the studies even when
communicating similar information, reflecting that there currently is no standard for dashboard
icons. Two studies demonstrate that anthropomorphistic icons might have value for understanding
of the automation. The first study, by Beller and colleagues (2013) presented an uncertain
emoticon to drivers of an automated vehicle when the automation was uncertain. The uncertain
emoticon led to the minimum time to collision (TTC) getting larger. Additionally, with uncertain
automation, drivers intervene when TTC was low but drivers did not brake too early or drove slower
in general and solved fewer secondary tasks in critical situations but more in noncritical situations.
In the second study, by Niu and colleagues (2018), communication on present and future actions of
the vehicle was either done through symbols or through symbols in combination with
anthropomorphic representations. The anthropomorphic representations facilitated trust in and
liking of the system. These two studies thus provide evidence that anthropomorphic icons can
facilitate trust and appropriate reliance.
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Information was presented through a head-up display (HUD) in two studies (Naujoks et al., 2017;
Pokam Meguia et al., 2019), although one (Naujoks et al., 2017) simply presented icons like the
ones that would normally be presented on the dashboard in the windshield, which doesn’t make
use of the potential of an HUD to couple information to the external environment.

The identified studies also indicate that LED bars can be used to communicate a variety of
information. LED bars were included in four studies to communicate a variety of information.
Specifically, a LED bar was applied to communicate active automation status (Feierle et al., 2020;
Feldhutter et al., 2018) and to communicate both automation reliability and take-over requests
(TORs; Yang et al., 2017) and even to communicate 5 aspects through the same LED bar (Yang et
al., 2018): 1) activation of automation; 2) intention of automation lane change; 3) potential external
global hazards; 4) specific hazards; and 5) a TOR. These studies thus show that a LED baris a
potentially effective HMI element to communicate a range of information types.

Many of the explored HMI concepts in the identified studies make use of colours to communicate
information. When multiple colours are used to communicate automation status generally colours
either range from green to yellow/orange to red (e.g., Large et al., 2017) or blue is used for higher
levels of automation with colours like green (e.g., Feldhutter et al., 2018) or different shades of blue
(e.g., Hoeger et al., 2011) for lower levels of automation. When only one colour is used to indicate
activation of the automation, the most frequently used colour is blue (e.g., Hecht et al., 2020;
Helldin et al., 2013; Hoeger et al., 2011). It is unclear however, which colours would be best to
communicate different automation states/driver tasks. An answer might be found in research
examining the emotional connotation of colour. Clarke and Costall (2008) for example
demonstrated that red orange and yellow provoke active feelings, with red being the most
activating and yellow the least. Green and blue are comfortable and soothing, with blue being the
most soothing. Purple is also considered as calming and passive, but blue is considered to be
calming by more people than purple. These findings could potentially be helpful in determining how
to use colour for communication in the HMI design.

An additional noteworthy HMI element that was applied in the identified studies were the changing
of the steering wheel in order to facilitate NDRTs when they are allowed (Schartmiiller et al., 2019)
and to communicate the current automation mode with the steering wheel moving out of sight in
highly automated driving mode (Kerschbaum, Lorenz & Bengler, 2015). These studies thus
investigated limiting driver actions that were not allowed or not necessary in the active automation
mode. Another noteworthy HMI element that was applied was motion feedback of the vehicle
indicating upcoming manoeuvres (Cramer & Klohr, 2019).

Regarding implementations from industry, Mirnig et al., (2017) examined academic publications
and industry patents on transition interface designs in automated vehicles. They also examined
how these systems inform drivers of the system state (whether it is in manual or autonomous
mode), which is an attribute that is not necessarily related to the transition as it is also
communicated before and after a transition. Mirnig et al., (2017) concluded that information on the
current mode is rarely included in industry patents. About half of all identified academic
publications included methods of informing the driver on the mode, mostly through using symbols,
often supplemented by colour coding, sometimes with additional texts. The most frequently
identified implementation of informing drivers on the current driving mode, however, is in its
essence a binary “on vs. off". This implementation does not, however, allow for anticipating
changes in driving mode and planning and adjusting NDRTs accordingly.

This overview of researched HMI designs thus shows knowledge gaps on how to best
communicate time to next automation mode and if automation mode or driver task information
should be used to communicate the current driving mode. The overview also shows that
anthropomorphic icons have the potential to instil appropriate trust and reliance and that LED bars
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and colours have the potential to communicate a range of information types, especially related to
the automation mode.

6.2.5. Important HMI requirements and research direction

Based on the discussed literature above, it can be concluded that it is important to find the right
amount of safety and comfort for the driver and to find a balance between the two in order to attain
mode awareness, an appropriate information load, and an appropriate reliance in the driver.
Potential issues that should be prevented are mode confusion, information overload and
overreliance. These effects are affected, and issues can be prevented through transparency and
trust. The following types of information are considered to be of importance to be communicated to
the driver to create transparency with minimal information load: 1) information on the current level
of automation; 2) information on automation behaviour and 3) information on time to next level of
automation. For all three types of information, it appears to be most appropriate to communicate
mainly through the visual modality during SB and TtS, as information needs to be communicated
continuously, which can best be done through presenting visual information and visual information
can communicate content information very well. However, while it is clear that the communication
should require minimal processing load for the driver, what exactly is the best way to visually
communicate information is yet unclear. It is, for example, still unclear whether it would be
beneficial to provide more information to the driver communicating the desired task of the driver
(e.g., paying attention to the road or allowing a specific NDRT) related to the level of automation, or
whether primarily communicating the level of automation would be enough for drivers to decide on
the action to perform. Regarding information on the upcoming level of automation and time to the
next level of automation, these types of information allow for anticipating changes in driving mode
and planning and adjusting NDRTs accordingly. Yet, most currently researched HMI
implementations focus on communicating the current automation state without informing on
upcoming changes (a noted exception is the study by Wandtner, 2018), it is therefore of
importance to research the effect of communicating anticipatory information taking into account the
desire for low information processing load.

In order to structure current HMI implementations and potential HMI concepts that could be
researched further and to identify important additional knowledge gaps that need to be researched
in more detail, three expert group brainstorm sessions were organized. As preparation for these
sessions, four experts on human factors in vehicle automation read up on the literature described
in the introduction. In session 1 the four experts brainstormed together for three hours to attain
some first ideas for concepts. The primary focus in this session was to brainstorm about how to
provide the driver with information on the current level of automation, the upcoming level of
automation, and time to the next level of automation. The brainstorm was additionally focused on
how to make sure that a driver understands what would be expected of him/her. In session 2 the
ideas that were generated in session 1 were discussed and clustered in the concept groups. In
preparation for session 3, each of the four experts individually thought out an HMI design for one
(or two) of the concept groups. These HMI designs were discussed amongst the four experts and
improved on in session 3.

Based on the brainstorms of the first 2 sessions, current researched and potential HMI solutions
were structured along two dimensions: 1) how much information is presented on the automation
state and 2) how much information is presented on the required driver task. When no information
would be presented on either dimension this would lead to mode confusion as the driver would not
know anything about the automation state and about the state which would be required of him/her
as a driver. On the other hand, when a lot of information would be presented in both dimensions,
this would lead to information overload as the driver would be presented with too much information
to process properly. The aim of the current research is to find out which minimal amount of
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information is needed to avoid both mode confusion and information overload. When structuring
potential HMI solutions along these two dimensions, 5 groups of concepts emerge. These 5 groups
are presented in Figure 55.

A Information overload

Information on Automation State

Mode confusion

Information on Required Driver State

Figure 55 Overview of the 5 groups of concepts that emerge when structuring currently researched and potential HMI
concepts along 2 dimensions: 1) how much information is presented on the automation state and 2) how much

information is presented on the required driver task.

In the concept group on the upper left in the figure, the group ‘show automation perception and
cognition’, focus is on providing information about automation behaviour. Concepts in this group
would for example present the driver with information about what other road users, road
characteristics and potential hazards the automation is detecting/perceiving. Concepts in this group
could also provide the driver with information on the ‘cognition’ of the automation by for example
presenting information on planned manoeuvres or navigation of the automation. The driver is
expected to infer the fitness of the automation by him- or herself and regulate his/her behaviour
accordingly. Examples of HMI implementations researched in the literature that communicates both
on the perception and cognition of the automation is one of Naujoks et al. (2017) and one of
Pokam Meguia et al. (2019). Examples that only focus on communication of cognition of the
automation are the implementations researched by Cramer & Klohr (2019) and Niu et al. (2018)

The concept group ‘show automation fitness’ focuses on directly presenting the fitness of the
automation to the driver. Therefore, this concept group does not require the driver to infer the
fitness of the automation by him- or herself, which contrasts with the previously discussed concept
group. Examples of concepts that would fall in this group could present the driver with information
on the current level of automation fitness and/or the next level of automation fithess and the
duration of these levels. The driver still must infer from the information on the automation fitness
what behaviour as a driver would be appropriate. Examples of HMI implementations researched in
the literature are the concepts of Beller et al. (2013), Helldin et al. (2013), Large et al. (2017),
Ruijten et al. (2018), Yang et al. (2017), and Yang et al. (2018), which mainly focused on
presenting current automation status.

When moving towards the lower right of the figure concepts here focus on presenting the driver
with information on what state is required of him/her instead of presenting information on the
automation state. The concept group ‘show desired driver task’ focusses on aiding the driver in
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performing the appropriate driving task by for example indicating where the driver should focus and
which NDRTs are suitable to engage in. The study of Yang et al. (2018) provides an example of
providing information when a driver needs to pay attention to the road, yet it does not provide any
indication on allowed NDRTSs.

The concept group ‘block driver actions’ includes concepts that prevent the driver from engaging in
certain NDRTSs and/or from performing certain driver tasks and is therefore more forceful than the
concept group that shows or suggests the desired driving tasks. These concept groups that focus
on presenting information on the state required of the driver without presenting information on the
automation state might risk the mental model of what the automation can and cannot do becoming
too weak and might lead to overreliance or under-reliance. Examples from the literature are the
concept researched in Kerschbaum et al. (2015) in which the steering wheel moves out of sight
when it does not need to be controlled and the concept researched in Schartmdiller et al. (2019) in
which a keyboard was either usable or unusable based on the allowed NDRT.

Another final group of concepts focusses on assisting the driver with every step, presenting the
driver with information on automation state (changes) and information on what driving tasks to
perform and NDRT suggestions. Therefore, we called this group ‘Big Brother is helping you'. As
both information on automation state and required driver state are presented to the driver it is
important to be careful not to induce information overload in the driver. None of the 22 identified
studies test a concept that falls within the scope of this concept group.

Further research was performed along two approaches. The first approach focused directly on
filling the identified knowledge gaps. Based on the outcomes of the expert brainstorm sessions,
together with the identified literature, it was decided that it would be of importance to gain more
insight into 1) whether providing information on automation fitness or the desired driver task would
be most beneficial and 2) whether communicating anticipatory information on available time
budgets would add to not communicating such information. Additionally, it was decided that 3
aspects of HMI concepts in the concept groups should be explored in more detail: 1) The inclusion
of anthropomorphic icons to communicate the automation’s level of certainty; 2) the inclusion of
icons to communicate the task that is desired of the driver; 3) coupling colours to different
automation states/driver tasks. In parallel a second approach was adopted in the form of a master
thesis (Grazian, 2020) where research was conducted with a focus on corroborating and potentially
expanding the literature findings and examining promising directions of HMI design.

The experiments performed in both approaches first had a diverging nature and converged to a full
HMI concept. The experiments are therefore subdivided into two parts: 1) an exploration of
important HMI design aspects and specific HMI elements (diverging) and 2) an evaluation of full
HMI concepts based on the outcomes of Part 1 (converging).

Part 1 starts with an interview with experts, an assessment of preferences and experiences of
users of cars with automated functionalities, and brainstorm sessions in order to validate and/or
expand on the identified knowledge gaps. Part 1 additionally consists of conceptualization
experiments in order to broadly explore directions of HMI design. Finally, in Part 1 specific
experiments are conducted in order to explore the 3 aspects of HMI concepts that were considered
important to explore in more detail.

Part 2 consists of 2 extensive evaluation studies of full HMI concepts. The first experiment focuses
specifically on examining whether providing information on automation fitness or the desired driver
task would be most beneficial and on examining whether communicating the available time budget
would be helpful compared to not providing this information. The second experiment focusses on
the use of ambience adjustments for continuously and unobtrusively communicating different
automation modes. Based on the literature and the outcomes of Part 1 and Part 2, functional
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requirements for HMI design for communicating information during SB and TtS will be presented in
Paragraph 6.6.

6.2.6. Hypotheses

6.3.

For the experiments in Part 1 the expectation is that the preferences and experiences of users of
cars with automated functionalities and the conceptualization experiments will corroborate the
findings from the literature. It is hypothesized that the experiments in Part 1 that will test specific
aspects of HMI design will demonstrate that 1) the automation’s level of certainty can be
communicated well through anthropomorphic icons, 2) icons are able to communicate the desired
driver task, and 3) colours are able to make the meaning of icons on automation’s level of certainty
and the desired driver task clearer.

For the experiments in Part 2 it is expected that the communication of time budgets will be
beneficial for the driver for anticipating changes in automation reliability and for choosing an
appropriate NDRT. The comparison between communicating on the desired driver task or on the
automation reliability will have an exploratory focus, as it is yet unclear which of the two will be
most beneficial. Furthermore, it is expected that changes to the in-vehicle ambience can be used to
communicate driver responsibility in a nonintrusive way.

Design and experimentation of HMI concept 02

The goal of the experiments is to identify the functional requirements for HMI design to
communicate information during SB and TtS to the driver. The HMI design should balance comfort
and safety in order to attain mode awareness, an appropriate information load, and an appropriate
reliance in the driver. Potential issues that should be prevented are mode confusion, information
overload and overreliance. Trust and transparency are key to attaining these effects.

The experiments that were part of the design process are grouped into two parts. In Part 1 a
diverging strategy was used where the focus was on the exploration of important aspects in HMI
design and exploration of specific HMI elements. The first set of experiments in this part (1.1-1.3)
was focused on extending and confirming the literature review results. A second set of experiments
(2.1-2.3) evaluated conceptual designs from the ideation phase of the approach taken during the
master thesis. A third set of experiments (3.1-3.4) focused on specific HMI elements that are used
in the full HMI design resulting from the first approach which focused directly on filling the identified
knowledge gaps. In Part 2 the results of Part 1 were used to converge to full HMI concepts and the
focus was on the evaluation of these concepts.

An overview of the experiments in each of the two parts, their goal and methodology and the
associated hypotheses is provided in Table 3. To create a concise overview of the many different
experiments that were part of this work, this chapter is limited to only the most important
information on the methodology and the results. Details on the methodology and the results for the
experiments can be found in the master thesis of Benedetta Grazian (Grazian, 2020)) and in
Appendix 2 and Appendix 3. For each experiment the table lists exactly where the details can be
found for that specific experiment. This section continues with summarizing the most important
information on the methodology of the experiments in part 1 and the experiments in part 2.
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Table 3 Overview of experiments in part 1 (exploration of important HMI design aspects and specific HMI elements) and

part 2 (evaluation of full HMI concepts)

Part 1: Exploration of important HMI design aspects and specific HMI elements

1.1 Identifying important | Online interviews 5 experts in Thematic Identified HMI Grazian,
HMI design aspects the field of analysis and design aspects 2020:
based on experts’ automation clustering of will align with chapter 3
opinions and in open-ended those identified
human questions from the
factors literature study
1.2 Identifying important | Unsupervised 54 users of Thematic Identified HMI Grazian,
HMI design aspects | online cars with analysis and design aspects 2020:
from preferences questionnaire automated clustering of will align with chapter 3
and experiences of functionalitie = open-ended those identified
drivers of cars with s questions from the
automated literature study
functionalities
1.3 Identifying important | Online analogous 9 non- Thematic Identified HMI Grazian,
HMI design aspects context mapping; experts analysis and design aspects 2020:
based on brainstorming clustering will align with chapter 3
preferences and procedure to those identified
experiences of identify needs in from the
people in general contexts similar to literature study
autonomous
driving
21 Exploration of 3 Supervised online 8 users of Exploration of Identified HMI Grazian,
concepts directions, | questionnaire with | cars with subjective design aspects 2020:
to evaluate which images of 3 automated responses will align with chapter 5 —
HMI elements and concepts functionality | through those identified conceptuali
directions of HMI clustering of from the zation 1
design will be responses literature study
promising
2.2 Exploration of 3 Supervised online 10 users of Exploration of Identified HMI Grazian,
concepts directions, questionnaire with | cruise subjective design aspects 2020:
focusing specifically | videos of 3 control responses will align with chapter 5 —
on ambience in the concepts through those identified conceptuali
vehicle, to evaluate clustering of from the zation 2
how ambience can responses literature study
be best included in
HMI design
2.3 Exploration of 3 Supervised online 6 experts in Exploration of Identified HMI Grazian,
concepts directions, | questionnaire with = the subjective design aspects 2020:
focusing specifically | images of 3 automotive responses will align with chapter 5 —
on a dashboard concepts or design through those identified conceptuali
screen to evaluate domain clustering of from the zation 3
how dashboard responses literature study
information can best
be included in HMI
design
3.1 Exploration of Supervised online 10 road Exploration of Emoticons are Appendix 2
emoticons to questionnaire: safety average easily
communicate the pair-wise researchers ratings and distinguishable
automation’s level comparison and ANOVA and are able to
of (un)certainty rating of 5(+1) testing effect communicate
different of emoticon (un)certainty of
emoticons on ratings the automation
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3.2

3.3

3.4

Exploration of icons
to communicate the
desired driver task

Exploration of
coupling colours to
different automation
states/desired driver
tasks

Exploration of
coupling colours to
different desired
driver tasks

Unsupervised
questionnaire:
description and
interpretation of 5
icons indicating
the desired task,
and an indication
of which actions
participants would
perform with each
icon

Online supervised
questionnaires
and watching 4
movies with HMIs
with two different
colour ranges
while thinking
aloud

Unsupervised
online
questionnaire:
description and
interpretation of 5
icons indicating
the desired task
and indication of
actions the
participants would
perform with each
icon

Part 2: Evaluation of full HMI concepts

4

Examination of
effectiveness of full
HMI concepts and
examining whether
providing
information on
automation fitness
or the desired driver
task would be most
beneficial and
whether
communicating
anticipatory
information on
available time
budgets would add
to not
communicating
such information

Evaluation of
experiences and
effectiveness of HMI
elements in a full
HMI concept with a
specific focus on the

Online supervised
questionnaire in
which participants
watched 4 movies
of an automated
drive with an HMI
either presenting
information on
automation fitness
or on the desired
driver task with or
without
anticipatory
information on
available time
budgets while
participants
thought out loud.
And additional
questionnaire
items were
presented

Online supervised
questionnaire in
which participants
watched 2 movies
of an automated
drive. One movie
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10 non-
experts

3 non-
experts

6 non-
experts

16 users of
cars with
automated
functionalitie
s

9 users of
cars with
and without
automated

Rating
correctness of
descriptions,
correctness of
interpretation
of meaning
and
correctness of
indicated
actions

Exploration of
interpretation
of colours,
based on
think aloud
descriptions of
participants
while
watching
video

Rating
correctness of
descriptions,
correctness of
interpretation
of meaning
and
correctness of
indicated
actions

Coded think
aloud data
were primarily
analysed
using mixed
effects zero-
inflated
regression
model and
questionnaire
data were
primarily
analysed
using linear
mixed effects
models. Data
was
additionally
analysed in a
more
exploratory
fashion

Exploration of
subjective
responses
through
clustering and
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Icons of desired
driver tasks are
described and
interpreted as
intended and
are able to
communicate
the desired
driver task

Colours are able
to make the
meaning of
icons on
automation’s
level of certainty
and the desired
driver task
clearer

Adding colours
to icons of
desired driver
task will
enhance the
correctness of
indicated
actions

The
communication
of time budgets
will be beneficial
for the driver for
anticipating
changes in
automation
reliability and for
choosing an
appropriate
NDRT. The
comparison
between
communicating
on the desired
driver task or on
the automation
reliability could
show either one
would be most
beneficial

Ambient lighting
effects and
surrounding
effects will
support
transparency

Appendix 2

Appendix 2

Appendix 2

Appendix 3

Grazian,
2020:
chapter 6
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effect of ambient
lighting effects and
surrounding effects

included a full HMI | functionalitie
concept with s

ambient lighting

effects and

surrounding

averaging of
responses
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and mode
awareness and
will facilitate
transitioning
between SB and

effects and the TtS while
other movie maintaining a
included the HMI proper

concept without information load

ambient lighting
effects and
surrounding
effects

6.3.1. Part 1: Exploration of important HMI design aspects and specific HMI
elements

Experiment 1.1 — 1.3: Identifying important HMI design aspects based on experts’
opinions, preferences and experiences of users of cars with automated functionalities
and people in general

Details for experiment 1.1 — 1.3 are presented in Grazian’s study (2020), in chapter 3. These
experiments focused on identifying important HMI design aspects based on interviews with experts
(experiment 1.1), preferences and experiences of users of cars with automated functionalities
(experiment 1.2) and identifying needs of people in contexts similar to autonomous driving
(experiment 1.3). To this aim, 5 experts, 54 users of cars with automated functionalities and 9 non-
experts/non-users for the three experiments, respectively, participated in an online session and/or
filled in an online questionnaire. Regarding online questionnaires, questions focused on current
experiences, but also on expectations about autonomous cars of the future that would be highly
automated. Regarding the session in which people’s needs in context similar to autonomous
driving were examined, analogous context mapping (Sanders & Stappers, 2012) was applied, in
which a generative tool is used in order to let people express their experiences in a playful way and
at the same time become more aware of their experiences. The answers to the (mainly open-
ended) questions and ideas and thoughts raised by participants were clustered and a thematic
analysis approach was applied for the analyses in order to identify aspects that would be important
to HMI design.

Experiments 2.1 — 2.3: Exploration of directions for HMI design

Details for experiments 2.1 — 2.3 are presented in Grazian’s study (2020). In these 3 experiments
directions for HMI design were explored. The exploration was broader in experiment 2.1, while
experiment 2.2 focused mainly on ambience in HMI design and experiment 2.3 focused mainly on
dashboard information. For this exploration 8, 10 and 6 participants for the three experiments,
respectively, participated in a supervised online questionnaire with either images or videos of HMI
concepts.