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Learning is a fundamental facet of human life, being one of the essential attributes of human developmental psychology [1]. The famous Maslow’s hierarchy of needs, for instance, states that, after physiological and social needs are satisfied, “self-actualization” (i.e., education and learning) follows [2]. Whether driven by our innate curiosity or guided by a teacher, learning is how we absorb information, and learning shapes our behavior and understanding of the world.

In most contexts, learning involves discovering knowledge previously recorded and shared by someone else. This practice of externalizing and disseminating knowledge can be traced back to cave paintings [4], and it evolved into the extensive collections of documents and libraries from the ancient world [5]. With the advent of computers, massive collections of knowledge became digital, and the methods for searching this information in databases evolved as well, from simpler, statistics-based methods [6] to complex methods using Transformers-based neural-networks models [7].

With the rise of the Web and its unprecedented scale as a repository of human knowledge, access to knowledge has been democratized on an unforeseen scale in dynamic and interactive ways. Knowledge that was once confined to private collections or closed computer networks can now be (mostly) freely accessed by anyone with an Internet connection. However, this abundance of online information brings its challenges. Learners must now find relevant and suitable information that fits their initial information needs and adapt to their evolving knowledge levels [8, 9].

The field of Information Retrieval (IR) have at its core the problem of finding information that satisfies a user’s information need, such as a novel knowledge. Generally, user interactions with IR systems involve a user translating their information needs into a query, a short piece of text—usually in natural language—that is submitted to a search engine. The engine then retrieves and ranks a set of documents from within a large collection, such as the Web, that it estimates to be relevant to the user’s need [10].

Traditional IR systems are generally optimized for ad-hoc retrieval. In this scenario, given a user query, the search system retrieves and ranks documents according to their

¹Curiously, Maslow’s pyramid, one of the most commonly used visualizations of his theory, was never used by Maslow himself [3].
relevance to that single query [11]. However, in a learning setting, the user’s information need is unlikely to be satisfied with a single query. Rather, their interaction with the search system spans longer, encompassing multiple, distinct queries and documents [12, 13].

The knowledge acquisition process is intricate and usually requires multiple interactions with the search system [9, 14]. Users (or learners in this context) submit queries, consume information, reflect on their newly acquired knowledge, and repeat this process until they reach a satisfactory understanding of the topic [15].

This disparity between search systems optimized for single interactions and the multifaceted search scenarios required by learners has given rise to the field of Search-as-Learning (SAL), where research focuses on studying user behavior whilst using search systems for learning and in developing techniques and methods to support learners during their knowledge acquisition journey. As a subfield of Interactive Information Retrieval (IIR), that studies how learners interact with a search system interactively, beyond a single query, SAL has gained considerable traction in the early 2000s [8, 9, 16–19] and experienced a surge in interest in recent years [11, 13, 14, 20–43].

1.1 Search-as-Learning

Consider a “regular” Web user curious about a specific topic. For example, they may have heard about Radiocarbon Dating and want to know its reliability. The user then translates their information need (“I have heard about dating with radiocarbon, and I am curious about its reliability”) into a query that is typed into the search bar of a search engine: “radiocarbon dating reliability”. More likely than not, reading a single document would be enough for that user to satisfy their information need. Figure 1.1 shows an overview of this process.

On the other hand, consider a learner, that is, a user seeking in-depth knowledge about the same topic. This user’s information need extends beyond a fleeting curiosity, encompassing a broader range of themes under the same subject and a deeper understanding of them. While their initial query may be the same (“radiocarbon dating reliability”), they are likely to visit more documents, spend time reflecting on the knowledge acquired,
and formulate subsequent queries based on this new (and evolving) understanding. This scenario is depicted in Figure 1.2.

1. **Search-as-Learning**

   ![Diagram](image)

   **Figure 1.2:** The process a learner may take from translating an information need into a query, submitting that query to the search system, clicking and reading a retrieved document, processing the newly acquired information, formulating new queries based on this new knowledge, and switching to another subtopic.

   In these examples, the regular user benefits from the fact that most search engines are optimized for single-query scenarios. Given a user query and minimal additional signals (such as the user’s location), these systems attempt to infer the user’s knowledge need from that short text and rank documents to maximize the relevance of the top few results in the ranking to that single query.

   The learner, on the other hand, typically engages with the search system at a more deliberate pace. Learners search for extended periods, submitting more queries and reading more documents than in other situations. Therefore, Search sessions from learners differ from those of traditional search engine users in several key aspects:

   - Learners are driven by tasks of higher cognitive levels, such as analyzing and evaluating concepts and facts, rather than simply finding information such as a website or a phone number.
   - Learners’ sessions are longer, involving more queries submitted and more documents read over longer periods of time.
   - Consequently, the information needs of learners may change as they acquire new knowledge and evolve their own perspectives.

   Therefore, the primary distinction between a traditional and a search-oriented search system lies in how they deal with the concept of a search session. While a regular searcher’s session is usually short and with only one or two queries, a search system that is aware of the learner’s session must keep track of the learner’s exploration over extended periods,
encompassing sessions with longer reading times per document, multiple queries issued, and multiple read documents [13].

Works on SAL are usually interested in interventions made to the search system itself (e.g., improving the retrieval algorithm or the user interface) and what impact these interventions have in the learner’s behavior and knowledge acquisition process, usually displaying a complex interplay between the learner, the search system, and the knowledge the learner is trying to acquire.

Despite this complex interaction between multiple actors, some broad themes can be observed across multiple SAL studies. Generally speaking, all studies are interested in changes to the learner’s knowledge due to their searching behavior. A common theme is to use the learners’ behavior to infer their knowledge gains at either the end [52–56] or during their search session [34, 43, 57–60].

Another recurrent theme is to propose interventions to the search system itself, either in the front-end (i.e., the user interface) [61–66] or in the back-end (i.e., the retrieval and ranking algorithms) [29, 31, 67–69] and measure the impact that these interventions have in the learner’s behavior and knowledge acquisition process. In the following sections, we present these themes in more detail and discuss trends in the SAL literature.

1.1.1 Front-End Interventions
When using a search engine, users primarily interact with two distinct interfaces. The first is the search engine’s main page, where users submit their initial query. The second is the search engine results page (SERP), where the search engine displays its retrieved documents, reversely sorted by their estimated relevance and users interact with these documents. Since Google became the main Web search engine in Western countries in the early 2000s, the main page for most search engines has traditionally been simple, featuring little more than an empty white box and a button to submit a query². However, Web search engines’ SERP has evolved drastically recently. It has transitioned from the traditional “ten blue links” to a complex interweave of organic and sponsored results, entity cards, related and suggested queries, and multimodal features like videos and images [70].

Studying how different interventions in the front-end of a search engine can impact a learner’s behavior is a vital area of investigation in SAL. For instance, researchers have explored how specific novel features from “general-purpose” search engines, such as entity cards [41], non-linear search interfaces [71], query suggestions [72], and multimodal features [37], influence learning.

Particularly intriguing are front-end interventions tailored specifically towards the learning experience. While some changes might be replicated in general-purpose search engines, they are often designed with objectives like enhancing exploration, aiding recall of facts found by the learner, and assisting the learner in organizing their new knowledge. For example, progress bars tracking learners’ exploration of a subject have been experimented with by Umemoto et al. [61].

Methods such as highlighting [64, 73] and tagging documents [63] have been explored to improve the learner’s recall. For assisting learners in organizing their new knowledge,

²With the advance of conversational search and LLMs, however, this is slowly changing toward a more chat-like interface.
techniques like note-taking [64, 65] and mind-mapping [66] have proven helpful in structuring both search sessions and acquired knowledge.

It’s notable that while studies that propose these types of changes usually display significant differences in user behavior, they exhibit mixed success in enhancing learners’ knowledge acquisition. Some studies have shown improved learning-related metrics, such as knowledge retention [63, 65, 74]. In contrast, perhaps due to their small number of participants, other studies have not shown small or non-significant improvements in learners’ knowledge acquisition [62, 64, 65]. Explaining why some interventions perform better than others is a multifaceted issue. A commonly discussed reason is the potential information overload caused by including excessive additional information, which may hinder navigation, especially when dealing with unfamiliar topics.

In this thesis, we discuss these topics in Chapter 2, proposing multiple front-end interventions to a search system and exploring their impact in a learner’s search session.

### 1.1.2 Back-End Interventions

While the front-end of a search engine provides the user with an interface to submit queries and interact with retrieved documents, the back-end serves as the backbone of the search system, where documents are matched and ranked according to their relevance to the users’ queries.

The information need of a learner is markedly distinct from the information need of a “regular user” [46, 75–77]. Therefore, it is crucial that the back-end of the search system (i.e., the retrieval and ranking algorithm themselves) is optimized for the former so that the search system can better support the learner’s information needs.

In a SAL scenario, the relevance of a given document no longer depends only on the terms from the user query. While this is the hypothesis considered in traditional keyword-based retrieval methods like BM25 [78], a learning-oriented search system should also take into consideration factors specific to the learner (e.g., their previous and current knowledge on the topic), the topic being explored (e.g., its intrinsic complexity), to the documents being ranked (e.g., their textual content and complexity), and to the search session itself (e.g., the documents previously read by the learner and content of previous queries).

Picture a learner at the beginning of their search session with little to no knowledge about their learning topic. In this case, the learner’s initial information need will likely be unclear, and their queries will likely contain broad and generic terms related to the topic.

Following our example of a learner interested in “radiocarbon dating”, if, towards the beginning of their session, they submit a query “issues with radiocarbon dating”, a document with the title “reservoir effects in radiocarbon dating”, will, more likely than not, be too complex for them. However, later in their session, this same learner may consider that same document highly relevant, as their knowledge has evolved enough that the concepts covered and terms used in that document are now more familiar. In this setting, an ideal SAL system should be aware of the evolving knowledge state of the learner and adapt its ranking models accordingly.

Hence, relying uniquely on the document’s content and the query without regard to the learner’s current knowledge state is likely to result in suboptimal rankings. Most general-purpose search systems employ keyword-based retrieval methods, such as BM25, or semantic matching models, based on deep neural networks such as BERT [79, 80].
Therefore, in the context of SAL, the issue of estimating the relevance of a document to a learner’s information need is not only a matter of estimating the similarity between the document and the query but also a matter of estimating the learner’s current knowledge state and how it evolves.

**1.1.3 Measuring Learner’s Knowledge**

![Figure 1.3: Tracking and predicting a learner’s knowledge state requires inferring hidden variables, such as their knowledge level before and after their search session (depicted as solid boxes), using proxy measurable variables, such as their scores in questionnaires and changes in their querying vocabulary (depicted as dashed boxes).]({})

As SAL systems become more and more studied, much attention has been paid to how we measure learning, which is far from trivial [81]. With proper measurement of the learner’s knowledge, we can understand the true impact of proposed interventions on the search system, allowing for a better understanding of types of interventions that are more (or less) effective regarding learning outcomes [42]³. Additionally, if one can measure knowledge *during* a search session, it would enable search systems to dynamically adapt to the learner’s current knowledge state, providing them with a more personalized experience and search results more tailored to their current knowledge level.

In most SAL studies, the first hurdle to be overcome is how to measure learner’s knowledge. Usually, we rely on some pre— and post—session tests to measure the learner’s knowledge. Any difference between the learner’s scores in these two tests is attributed to their search behavior, such as the documents they found during their session. The difference between the two scores is considered the learner’s learning (or knowledge gain) during the session. One example of a test used to measure if a learner has learned about specific terminology of their topic of interest is the vocabulary knowledge scale (VKS) questionnaire [82]. In this questionnaire, learners are asked to rate their familiarity with a set of terms, from 1 (“I don’t remember having seen this term/phase before”) until 4 (“I know this term/phrase”) [62, 64, 83].

While useful and cheap to compute, multiple-choice questionnaires (such as the VKS) are mostly useful for lower levels of cognitive learning tasks [24, 46]. If we are interested in higher levels of learning, such as analysis and evaluation of information, other types of tests are needed. Some approaches include free-recall tests, where the learner is asked to write down as many facts as they can remember about the topic [34, 73], asking the learner to answer open-ended questions with short texts [28, 59, 62], the writing of extended summaries of the topic [28, 84] and even the evaluation of learners’ mindmaps [35, 58].

³For the sake of simplicity, we use the term learning, or knowledge gain, to describe a change in knowledge by the learner
One issue with evaluating written texts is that, while useful for laboratory or smaller-scale studies, they are unfeasible for larger-scale studies or real-world applications. Evaluating essays and other long-form texts is a time-consuming task, requiring experts in the topic and not trivially automated, making it an expensive and impractical approach⁴.

Therefore, one approach is to rely on proxy measures hypothesized to correlate to the learner’s knowledge. Such measurements must be easy to capture so that estimating the learner’s knowledge becomes computationally inexpensive, making it possible to be computed in real-time, and observable so that they can be measured implicitly without disrupting the learner’s search session. Some of these indicators are illustrated in Figure 1.3.

Regardless of the usage of such proxy indicators, measuring the difference in learners’ knowledge before and after their search session leaves a considerable blank space: what happens to the learner’s knowledge during their search session? Simply prompting learners during their search sessions with the same questions used in the pre- and post-tests is rarely viable, as it would disrupt the learner’s search session and likely impact their behavior [59]. Nevertheless, measuring learner’s knowledge during their search session is crucial to understanding how it evolves, especially if we are interested in adapting aspects of the search system to dynamically adapt to the learner’s knowledge state [57].

Here, one approach gaining traction is to automatically estimate the learner’s knowledge state using variables such as the content of documents read during the search session and changes in the vocabulary of the queries submitted [21, 31, 43, 57, 58, 85]. In the setting, two challenges appear. First, it is unclear how to estimate how much novel knowledge the learner has acquired, given noisy signals such as the vocabulary of a document and a query. Second, assuming a reliable estimation of the learner’s knowledge, how to use this knowledge to dynamically adapt the search system to the learner’s knowledge state.

We discuss some of these challenges in depth in this thesis, especially in Chapter 3, where we propose a framework designed specifically for tracking the evolution of learners’ knowledge, and in Chapter 4, where we simulate a learner’s behavior while interacting with a search system where we keep track of their knowledge state with an evolving probabilistic language model.

Regarding the measurement of learners’ knowledge gains, we use the VKS model as the primary evaluation metric in Chapters 3 and 2. We also discuss the reliability of the proxy indicators of learning and how they are causally linked to other more direct observable measurements of the learner’s behavior in Chapter 5.

1.1.4 Predicting Learning from Behavior
Another common theme across SAL is to, instead of measuring (or estimating) the knowledge of the learner, try to predict how much learning (i.e., increase in knowledge) occurred during their search session. By developing an accurate method to predict the learner’s knowledge gains, we can gain a deeper understanding of what behavioral (e.g., the learner’s attention and effort) and system (e.g., retrieved document quality and complexity) variables have a larger influence in the learner’s knowledge acquisition process.

As discussed in Section 1.1.3, we mostly rely on proxy measurements correlated to learners’ knowledge when interested in measuring their actual knowledge at a given point of their search session. The reasoning is that, due to the complexity of the learning process,

⁴With the advance of LLMs models, this could change in the near future
directly measuring knowledge is too expensive, slow, and disruptive to the learner to be used in most scenarios. Similarly, learner behavior is a complex and multifaceted concept and can be influenced by many unobservable variables, such as their attention, motivation, and effort employed while exploring documents and formulating queries.

Therefore, we again use observable variables as proxies to the learner’s internal state. For instance, we can correlate a learner’s effort in exploring the topic of interest to the number of unique query terms used. When trying to model the learner’s attention while reading a document, the time spent reading the document and the number of mouse movements can be used as proxy variables. These underlying, latent variables and some commonly used proxy metrics are illustrated in Figure 1.4.

With a set of existing observable metrics that are cheap to observe and compute, researchers commonly look into machine learning models for their predictions of in-session learning \cite{52–54, 86}. These models, varying from simpler linear regressions to random forests, boosted trees, and neural networks, are sometimes trained with hundreds of different metrics as features. These metrics can be as simple as the number of documents visited by the learner in their search session and as complex as the number and direction of mouse movements and the reading difficulty of the documents visited.

Such works usually aim to identify a set of variables that are good predictors of learning \cite{53, 87}. Therefore, one under-explored research path is using causal methods to analyze these correlations. Such methods can be used to both predict and explain the learner’s knowledge gain \cite{88}. While a few recent works have tried to cast the learning process with a causal lens \cite{55, 56, 89}, this is still an incipient field of research in SAL and even in the broader IIR field.

In this thesis, we cast the learning process as a causal model in Chapter 5. We discuss how to model the complex interplay between the learner, the search system, and the knowledge they are trying to acquire using causal methods. We also discuss how existing learning metrics, especially ones focused on multiple-choice questionnaires, cannot explain learning. We also present an in-depth discussion of proxy measures of learning and search behavior and their corresponding higher-level latent variables, such as the learner effort and the quality of documents retrieved.
1.2 Goals and Research Questions

Given the discussion above, it is clear that the field of Search-as-Learning is complex and multifaceted. It covers aspects ranging from the most technical and algorithmic, such as the design of search interfaces and retrieval methods, to the most human and psychological, such as the learner’s behavior and knowledge acquisition process.

However, the full potential of SAL research blossoms at the intersection of these complexities. It is not enough to design a new retrieval method or search interface. Instead, the fundamental questions, and, therefore, discoveries, arise when we try to understand how these changes impact real-life learners’ behavior and knowledge acquisition process. Therefore, exploring this intersection, this thesis has the following original research questions that permeate all the chapters:

**ORQ1** What changes in the search engine can significantly impact learners’ behavior and knowledge acquisition process?

**ORQ2** How can we model the learner’s behavior and knowledge changes throughout their search session?

**ORQ3** What behaviors and metrics best explain and predict a learner’s knowledge gains at the end of their search session?

The first question, while broad, is harder to answer, given the broad scope of possible changes in a search engine. However, it is arguably one of the most critical questions, the final goal of all SAL research. Any proposed intervention in a search system to enhance the learning experience follows from this question.

Given the complexity of the first research question, **ORQ2** goes one step deeper and tries to understand how the learner’s behavior and knowledge changes throughout their search session. Given the enormous space of possible interventions, being able to model a learner and their interactions with a search engine and how their knowledge evolves as they submit queries and interact with documents, we have a clearer view of how a given intervention may impact the learner’s behavior and, consequently, their learning.

Finally, **ORQ3** asks how the learner’s behavior and knowledge changes throughout their search session and how these factors interact to explain and predict a learner’s success in their learning goals. This question allows us to understand the most critical factors influencing the learner’s knowledge acquisition and what factors should (or should not) be further explored in future research.

1.3 Contributions

This thesis comprises four main chapters, each looking at the research questions above with a different lens and contributing to the SAL field in different ways. Here, we summarize the main contributions of this thesis, how they relate to the research questions above, and in which chapter they are discussed.

✓ In Chapter 2, we show that, while impacting the learner’s knowledge acquisition is not always feasible, we can significantly impact their behavior by applying scaffolding techniques from the field of education to the search system. We help answer **ORQ1** by...
demonstrating that, when explicitly showing to learners the list of subtopics of their learning topic, their searching behavior can drastically change. Learners in these settings tend to explore more and search for longer.

✓ Chapter 2 also discusses that learners can be overwhelmed by too much feedback on their search performance. We answer ORQ1 by showing that while progress bars can be a helpful tool to guide learners in their search sessions, they can also be detrimental to their experience if not used carefully.

✓ We propose RULK in Chapter 3, a framework for estimating and tracking a learner’s knowledge as they interact with a search system. It answers ORQ2 by modeling the learner’s knowledge as an evolving probabilistic state constantly updated as the learner interacts with documents and submits queries.

✓ Chapter 4 introduces a simulating agent for IIR users specifically designed for SAL research. With this agent, the SACSM, we simulate how different types of learners interact with search systems, simulating prototypical learning strategies to help answer ORQ2.

✓ Chapter 5 introduces the KALM, a causal model that connects latent variables—such as the learner’s effort while formulating queries and the quality of the documents they read—to the learning outcomes of their search session. KALM helps us answering ORQ3.

✓ Chapter 5’s KALM also addresses ORQ2 by providing a model for how these latent variables interact through a causal lens, and how changes in the effort the learner puts into formulating queries reflect in the quality of the documents they read and, consequently, in their knowledge gain.

1.4 Thesis Origins
The chapters of this thesis have origins in different research papers published (or in the process of publishing) during my Ph.D. No paper was written in isolation, and all chapters resulted from collaboration between me and my co-authors. Here, we list the papers that originated each chapter and where they were initially published.


In this chapter, we propose and experiment with strategies for improving learning outcomes based on the principle of instructional scaffolding, a concept borrowed from the learning sciences. When scaffolding is employed, instructors provide learners with support throughout their autonomous learning process. This contrasts with a traditional classroom, where the instructor leads the learning process. While scaffolding effectively improves learning in both digital and traditional learning contexts, it has not been studied in the context of SAL. Therefore, in this chapter, we study the hypothesis that using scaffolding techniques within a search system can effectively help learners achieve their learning objectives while searching. As such, this chapter investigates the incorporation of scaffolding into a search system employing three different strategies (as well as a control condition): (i) AQE$_{SC}$, the automatic expansion of user queries with relevant subtopics; (ii) CURATED$_{SC}$, the presenting of a manually curated static list of relevant subtopics on the search engine result page; and (iii) FEEDBACK$_{SC}$, which projects real-time feedback about a user’s exploration of the topic space on top of the CURATED$_{SC}$ setting. To investigate the effectiveness of these approaches for human learning, we conducted a user study ($N = 126$) where participants were tasked with searching and learning about topics such as ‘genetically modified organisms’. The dataset derived from this chapter is also used in all other chapters of this thesis. We find that (i) the introduction of the proposed scaffolding methods in the proposed topics does not significantly improve learning gains. However, (ii) significantly impacts search behavior. Furthermore, (iii) immediate feedback of the participants’ learning (FEEDBACK$_{SC}$) leads to undesirable user behavior, with participants seemingly focusing on the feedback gauges instead of learning.

This chapter is based on the following paper:

2.1 Introduction
During a learning-oriented search session, realizing what they do not know about a topic is a key hurdle for learners to overcome. Previous work [53] has shown that learners, on average, are aware of only 40% of the different aspects of a topic before the search session commences. To counter this issue, the learning sciences provide us with the concept of instructional scaffolding for a classroom environment [91–94]. Using scaffolding, an instructor or teacher provides guidance to learners through various means to achieve their learning goals. During the early stages of learning, these scaffolds provide plenty of structure and direction. Over time, however, the responsibility of identifying core concepts about a topic shifts from the scaffolding to the learner. The scaffold is withdrawn by the end of the learning process, as no more guidance should be required.

When translating the idea of instructional scaffolding to digital learning, Hill and Hannafin [16] proposed several different scaffolding components. Of special interest to us are the so-called conceptual scaffolds (analogous to topical outlines), designed to “assist the learner in deciding what to consider or to prioritize what is important”. In this chapter, we explore to what extent conceptual scaffolds—which have been shown to be beneficial for human learning in digital environments—are beneficial for learning while searching.

To this end, we propose three different strategies for incorporating scaffolding into learners’ search sessions: (i) $AQE_{SC}$, the automatic expansion of users’ queries with relevant subtopics (i.e., key aspects of the topic to learn more about) as predefined by an expert; (ii) $CURATED_{SC}$, the presentation of a manually curated static list of relevant subtopics on the search engine result page, as also discussed recently by Smith and Rieh [95] (in contrast to $AQE_{SC}$ the learner here is explicitly aware of the subtopics related to the main topic); and (iii) $FEEDBACK_{SC}$, which projects real-time feedback about the user’s exploration of the topic space on top of the $CURATED_{SC}$ visualization. This is inspired by recent works like ScentBar [61] and von Hoyer et al. [33], who posit that a better calibration of one’s self-assessment of learning during search sessions can be achieved through the provision of automatically generated feedback that indicates learning progress.

We implemented these scaffolding variants on top of the SearchX framework [96] and conducted an inter-subject study, where 126 participants were randomly assigned to one of four conditions (the three variants introduced above, plus CONTROL, a standard search interface) to assess how conceptual scaffolds impact human learning while searching. By measuring the participants’ knowledge before and after each learning-oriented search session, we measured their knowledge gain. With this Interactive Information Retrieval (IIR) experiment, we aim to answer the following research questions:

**RQ1** Is conceptual scaffolding beneficial to improve learners’ knowledge gain compared to a standard search system setup?

**RQ2** To what extent the Introduction of scaffolding impacts the behavior of the learners?

Our main findings can be summarized as follows. (i) The proposed scaffolding methods are shown not to be significantly effective for increasing learners’ knowledge gain, with gains ranging from 30% to a detrimental effect of 7% compared to the control condition. (ii) The type of scaffold significantly impacts learners’ search behavior. We also show that the scaffolding components heavily influence the participants’ queries. (iii) Participants
in the CURATED\textsubscript{SC} and FEEDBACK\textsubscript{SC} conditions were more engaged with the platform, issued more queries, viewed more documents, and spent more time searching. At the same time, the FEEDBACK\textsubscript{SC} cohort exhibited behavior, indicating that they focused on the feedback gauge more than the actual learning process.

### 2.2 Related Work

In Chapter 1, we discussed current research in SAL and how proxy measures of learning are employed to evaluate a learner’s knowledge gain at the end of their session. Therefore, this section briefly discusses some main findings related to how adapting a search engine to a learner may directly contribute to their learning outcomes.

**Retrieval System Adaptation**

Some works have explored the adaptation of the retrieval system to support learning. Syed and Collins-Thompson\cite{67} designed a retrieval algorithm specifically for vocabulary learning by ranking documents according to their keyword density of the vocabulary items to learn. The user evaluation showed that, at least for some topics, results with a higher keyword density lead to significantly higher learning gains (a follow-up study showed this to hold over a long period as well\cite{31}). However, it should be noted that the user study fixed the documents to read for each topic instead of allowing participants to search and adapt the retrieved results on the fly. Recently, Syed et al.\cite{97} investigated whether automatic question generation can improve learning outcomes while reading a document. Although the improvement in learning outcomes was limited to learners with low levels of prior knowledge, it is not far-fetched to imagine such an interface component to be incorporated in a search system.

**Visualization of Search Progress**

Lastly, we want to point to the work on ScentBar by Umemoto et al.\cite{61} which—though unrelated to SAL—inspired one of our scaffolding variants (FEEDBACK\textsubscript{SC}): it is a query suggestion interface that visualizes to what extent information relevant to the information need remains unexplored. A user study on several intrinsically diverse tasks showed that users were better able to determine when to stop searching for relevant information when the amount of missed information was made visible to them.

### 2.3 Instructional Scaffolding in SearchX

We implemented our scaffolding variants as part of SearchX\cite{96}, a modular, open-source search framework that provides quality control features for crowdsourcing experiments and fine-grained search logs\footnote{Behaviors logged include document dwell time, clicked documents, mouse hovers, document snippets shown on screen, bookmarked documents, etc.}. Figure 2.1 showcases the user interface we designed for our experiments. The eight main components are listed here: 1 denotes the query box (without query auto-completion). 2 represents the countdown timer to help our participants gauge the remaining minimum task time. 3 highlights the task description. We show 4 ten search results per page (each document can be saved\footnote{Behaviors logged include document dwell time, clicked documents, mouse hovers, document snippets shown on screen, bookmarked documents, etc.} to the Saved documents component for later usage, or hidden\footnote{Behaviors logged include document dwell time, clicked documents, mouse hovers, document snippets shown on screen, bookmarked documents, etc.} from future SERPs). Pagination is enabled 5. 6 shows...
the scaffolding component, with the FEEDBACKSC variant illustrated here (complete with yellow progress gradients). 7 shows the list of all issued queries so far in the search session, and 8 shows the list of all documents saved so far in the search session. It should be noted that interface components 6, 7, and 8 provide scrollbars to scroll through content in each component. In the remainder of this section, we discuss our scaffolding variants after introducing the approach behind our topical outlines.

2.3.1 Topical Outlines

A key ingredient of all our scaffolding strategies is the topical outlines for each learning topic (cf. Figure 2.1, where the scaffolding component shows part of the outline for the topic Ethics). Effective outlines are typically hierarchical in nature [16, 98], and follow a specific order (ideally one that is best suited to master the topic). By providing such structure, we can point a learner toward a list of subtopics—or topical aspects—that are important to the main topic.

Such outlines can either be created by instructors [99, 100] or automatically (known as outline generation [101]). The latter is desirable as it is scalable and not dependent on a domain expert’s availability—this is a nontrivial challenge. For this reason, we rely upon manually created outlines for this study. More specifically, we used the heading structure of the corresponding Wikipedia article for each of our topics, as provided by the TREC CAR 2017 dataset [102]. This can be considered as employing a crowd of experts [103] for creating the outline. A concrete example outline from Wikipedia for the subprime
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The mortgage crisis topic is shown in Figure 2.2. Each outline was manually cleaned and we only consider subtopics up to two levels deep (we refer to those levels as $L_1$ and $L_2$, cf. Figure 2.2), and we remove generic subtopics that occur across most topics (such as References).

2.3.2 Variant AQE$_{SC}$

Scaffolding can be incorporated in different ways within a search system. It can be incorporated in the frontend (as we explore with CURATED$_{SC}$ and FEEDBACK$_{SC}$) or the backend. In the backend, we can either modify the retrieval function (as proposed by Syed and Collins-Thompson [31, 68]) or reformulate the to-be-submitted queries. We chose the latter setup, as this is agnostic to the employed search engine (Bing in our study, via the Bing Search API). More specifically, we reformulated each user query by appending the topic name (e.g., subprime mortgage crisis) and one of the $L_1$ subtopics (e.g., causes) before submitting it to the search backend. Which subtopic we appended was dependent upon the time the query was submitted during the search session. Each $L_1$ subtopic was considered active an equal amount of time. For example, for a search session estimated to last 30 minutes³, a topic with six $L_1$ subtopics will have each subtopic active for five minutes. We chose to only include $L_1$ topics here, as: (i) the inclusion of $L_2$ topics (of which there are usually two or three times as many) would lead to too many topical changes in a short period; and (ii) the returned search results would often be overly specific. We kept the order of the subtopics as present in the topical outline intact. The search interface the study participants see in this variant is as shown in Figure 2.1, but without the scaffolding component. Finally, we note that the CONTROL variant has the same user interface as AQE$_{SC}$, but no automatic query expansion is employed. Additionally, the participants had no visual indication that their queries were modified.

2.3.3 Variant CURATED$_{SC}$

As mentioned, the next two scaffolding techniques focus on changes to the front-end. Here, we explore to what extent making learners explicitly aware of the topical outline impacts their search behaviors and knowledge gains. The first variant, CURATED$_{SC}$, is as seen in Figure 2.1, though without the yellow progress gradient (i.e., component 6 is static, with solid blue backgrounds throughout). The scaffolding component contains the topic name (here: Ethics) and a list of $L_1$ and $L_2$ subtopics in order. As mentioned, the compo-

---

³As we set a minimum task time of 30 minutes in our study, this is a reasonable setup.
nent has fixed dimensions but can be scrolled anytime. While the task description does not point explicitly to the component (as seen on the right of Figure 2.1), we do introduce the component in an interactive tutorial before the start of the search session as follows:

This is a list of important subtopics. Each subtopic can itself be broad enough to be split into several subtopics. Explore the subtopics as much as you can.

The intuition behind our choice of scaffolding is that learners pursuing a list of curated subtopics should achieve higher knowledge gains than those without this guidance.

2.3.4 Variant FEEDBACK$_{SC}$

While CURATED$_{SC}$ presents a static component to the learner that does not change during the search session, in FEEDBACK$_{SC}$, we provide feedback about the learners’ progress throughout the search session. To do this, we estimate the exploration of each subtopic and display this information as a progress bar as shown in Figure 2.1, inspired by Umemoto et al. [61]. In contrast to their approach, we cannot precompute the match of each document in the corpus to each subtopic (as we are using the open Web rather than a static corpus). The computation of how a list of viewed documents contributes to the progress of each subtopic is, therefore, nontrivial. This must happen in (near) real-time to avoid a noticeable lag.

When ten search results (documents) are retrieved from the Bing Search API for a given query, we compute their semantic similarity for each document/subtopic pair. To this end, we tokenize both document and subtopic$^4$, and extract their sentence embedding using a pre-trained BERT-base model [79]$^5$. We then compute the cosine similarity between both embeddings and that score, between 0 and 1, is used to increase the progress bar for the respective subtopic if the user views the respective document. As this pairwise operation is expensive to do in near real-time (e.g., for the topic ‘noise induced hearing loss’ with 27 subtopics, we have to compute 270 document/subtopic similarities each time), we employ two additional filters that can be computed quickly: (i) we remove documents with fewer than 50 tokens from consideration (there is little to learn in those cases), as well as (ii) documents which contain less than 20% of the unique terms in the section of the Wikipedia article for the subtopic.

Thus, the similarity score of document $D_i$ for subtopic $t_j$ can be computed as follows:

$$S(D_i, t_j) = \begin{cases} \frac{\phi(D_i) \cdot \phi(t_j)}{||\phi(D_i)|| \cdot ||\phi(t_j)||}, & \text{if } |D_i| > 50 \land \frac{|D_i \cap t_j|}{|t_j|} > 0.2 \\ 0, & \text{otherwise} \end{cases}$$

where $\phi(\cdot)$ is the embedding operation described above. Each document can thus contribute to the progress score of multiple subtopics. We consider the subtopic’s progress bar completely ‘filled up’ when the aggregate similarity score reaches 10. This constant is determined based on the search session length and the number of subtopics present.

$^4$For tokenization, we employ https://github.com/huggingface/tokenizers.

$^5$Here, we follow the recommendations proposed by the authors of BERT of averaging all token embeddings from the second-to-last layer: https://github.com/google-research/bert/issues/71.
2.4 User Study Setup
Having outlined our scaffolding variants, we now consider the overall study setup, including a discussion on our choice of topics, the metrics we employ to measure learning gain, our study participants, and the workflow we followed.

2.4.1 Topics
We used a subset of the 117 training topics from the TREC CAR 2017 [102] dataset. This dataset is a set of outlines extracted from Wikipedia headings, with the original goal being to find relevant passages for each of these headings. This structure makes this dataset a good match for this task since it already provides the required hierarchical topical outlines.

We extracted the 100 topics whose topical outlines have at least two hierarchy levels and then filtered those to an initial set of 48 by discarding topics that lack complexity. Of those, we picked ten topics based on their difficulty and complexity, judged by 17 STEM graduate students⁶. Finally, we removed three topics: 'Norepinephrine', as the Wikipedia page of the topic was mostly comprised of images; 'research in lithium-ion batteries', which contains a much larger number of subtopics (almost 50) than our other topics; and 'theory of mind', which showed to be too easy, as almost no study participant was assigned to it (cf. Section 2.4.3 for how users were assigned to each topic). Ultimately, we worked with the seven topics in Table 2.2. Each of the topics selected has between 11 and 27 subtopics. The choice for the most difficult topics was made so that we could maximize the potential learning of the participant during the experiment and that any knowledge gained would be clearly apparent.

To measure users’ learning gains, we followed the established approach of resorting to a pre- and a post-test of important concepts related to a topic [53, 59, 67, 83, 87] (i.e., users are queried about their knowledge of the concepts before and after the search session). We resorted to a vocabulary knowledge test to evaluate domain knowledge. To this end, two of the authors manually selected ten concepts per topic (listed in Table 2.1) from the corresponding Wikipedia article—after an initial list of 100 candidate unigram/bigram concepts were automatically extracted using the highest IDF scores, computed on the TREC CAR 2017 corpus (a subset from Wikipedia), post stopword removal. When choosing the concepts, we aimed to pick the most representative terms for each topic by analyzing the respective Wikipedia articles. Some unigrams and bigrams were further combined when needed for context (e.g., inquiry commission → financial crisis inquiry commission) and stopwords were also re-introduced when needed (e.g., overstimulation hair cells → overstimulation of hair cells).

2.4.2 Metrics
We evaluate the knowledge gain of a concept by utilizing the Vocabulary Knowledge Scale (VKS) [82] across four levels (in line with [59, 83]):

1. *I don’t remember having seen this term/phrase before.*

2. *I have seen this term/phrase before, but I don’t think I know what it means.*

⁶Each assessor received all 48 topics in a randomized order and was asked to select the ten that appeared most difficult to them for learning about. Finally, the ten topics selected most often were chosen as our topic set.
Table 2.1: Overview of the ten concepts per topic in the pre- and post-tests. Highlighted are the easiest and most difficult two concepts per topic: marked in orange (yellow) are the two concepts of each topic with, on average, the lowest (highest) post-test knowledge scores.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Concepts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Business cycle</td>
<td>economic cycles, distribution cycles, swing cycle, wage cycle, marxist model, endogenous causes, friedman, capital profitability, model recession, austrian school</td>
</tr>
<tr>
<td>Ethics</td>
<td>anarchist ethics, descriptive ethics, normative ethics, relational ethics, virtue ethics, ethical resistance, consequentialism, epicurean ethics, ethics feasible, ethics spheres</td>
</tr>
<tr>
<td>Genetically modified organism</td>
<td>transgenic, genomes, selective breeding, microinjection enzyme, chromosome, plasmid, myxoma, kanamycin, severe combined immunodeficiency, Leber’s congenital amaurosis</td>
</tr>
<tr>
<td>Irritable bowel syndrome</td>
<td>bifidobacteria infantis, mesalazin, bile acid malabsorption, selective serotonin reuptake inhibitors, gut-brain axis, antidepressants, laxatives, probiotics, celiac disease, epithelial barrier</td>
</tr>
<tr>
<td>Noise-induced hearing loss</td>
<td>acoustic trauma, discomfort threshold, cochlear damage, audiogram, overstimulation of hair cells, noise conditioning, excitotoxicity, OSHA, sensorineural hearing loss, tinnitus, threshold shift</td>
</tr>
<tr>
<td>Radiocarbon dating considerations</td>
<td>carbon exchange reservoir, isotopic fractionation, polarity excursion, carbonate, geomagnetic reversals, mass spectrometry, upwelling, radiocarbon, neutrons, photosynthesis pathways</td>
</tr>
<tr>
<td>Subprime mortgage crisis</td>
<td>mortgage, subprime, financial crisis inquiry commission, securities, ben bernanke, investment banks, housing bubble, lehman brothers, foreclosures, default</td>
</tr>
</tbody>
</table>

3. I have seen this term/phrase before, and I think it means ...

4. I know this term/phrase. It means ...

This means that in both the pre- and post-tests, study participants were asked to rate themselves on their knowledge levels of each concept. Note that a self-assessment of (3) or (4) requires participants to write down a definition of the concept in their own words, which in turn allows us to grade the quality and reliability of the self-assessment. It’s also worth mentioning that the participants were not aware, at the start of the experiment, that the same questions would be asked again in the post-test, as this could influence their search behavior.

In order to compute the learning gain, we assign a score of 0 to both knowledge levels (1) and (2). Since level (3) indicates the participant is not certain about a concept’s meaning, we assign it a score of 1. Choosing level (4) indicates the participant is confident in their assessment, and we assign it a score of 2⁷.

In line with [31, 68, 83, 104, 105], we utilize realized potential learning (RPL) as our main learning gain metric. RPL depends on the absolute learning gain (ALG) which is measured in terms of either the number of new concepts learned (indicated by a score change of 0 to 1 or 0 to 2 from pre-test to post-test), or the number of concepts they became more confident at (indicated by a score change of 1 to 2 from pre-test to post-test). RPL normalizes ALG by the maximum learning gain (MLG), which is 2 if the pre-test score is 0 or 1 if the pre-test score is 1. And thus, for n concepts:

⁷We note that this scoring scheme is equivalent to the fine-grained setup employed by Moraes et al. [83].
2.4 User Study Setup

Table 2.2: Overview of the topics used in our study, with associated statistics. Two-way ANOVA tests revealed no significant differences in the average number of queries between topics (F(6,99) = 2.01, p = 0.07) or between the average number of bookmarks (F(6,99) = 0.41, p = 0.87).

<table>
<thead>
<tr>
<th>Level 1 subtopics</th>
<th>Business cycle</th>
<th>Ethics</th>
<th>Genetically modified organisms</th>
<th>Irritable bowel syndrome</th>
<th>Noise induced hearing loss</th>
<th>Radiocarbon dating considerations</th>
<th>Subprime mortgage crisis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level 2 subtopics</td>
<td>4</td>
<td>6</td>
<td>5</td>
<td>10</td>
<td>8</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>Study participants</td>
<td>16</td>
<td>20</td>
<td>15</td>
<td>15</td>
<td>19</td>
<td>8</td>
<td>19</td>
</tr>
<tr>
<td>Participants for CONTROL</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>Participants for AQE&lt;sub&gt;SC&lt;/sub&gt;</td>
<td>3</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Participants for CURATED&lt;sub&gt;SC&lt;/sub&gt;</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>Participants for FEEDBACK&lt;sub&gt;SC&lt;/sub&gt;</td>
<td>6</td>
<td>7</td>
<td>4</td>
<td>5</td>
<td>7</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>Average number of queries</td>
<td>11.1(±6.4)</td>
<td>11.4(±8.0)</td>
<td>6.6(±3.9)</td>
<td>10.1(±8.8)</td>
<td>7.9(±6.6)</td>
<td>7.8(±5.5)</td>
<td>5.8(±3.4)</td>
</tr>
<tr>
<td>Median number of queries</td>
<td>9.5</td>
<td>9.5</td>
<td>6.0</td>
<td>7.0</td>
<td>7.0</td>
<td>6.5</td>
<td>5.0</td>
</tr>
<tr>
<td>Average number of bookmarks</td>
<td>6.9(±6.4)</td>
<td>8.8(±6.1)</td>
<td>6.1(±3.5)</td>
<td>7.7(±6.9)</td>
<td>10.1(±11.0)</td>
<td>10.0(±22.6)</td>
<td>5.5(±5.9)</td>
</tr>
</tbody>
</table>

Figure 2.3: RPL examples: △ represents $v_{ks}^{pre}$ and ▽ represents $v_{ks}^{post}$. Here, $n = 10$. Note that MLG is dependent only on $v_{ks}^{pre}$, while ALG is the difference between $v_{ks}^{post}$ and $v_{ks}^{pre}$. RPL is defined by the ratio between ALG and MLG.

$$ALG = \frac{1}{n} \sum_{i=1}^{n} \max(0, v_{ks}^{post}(v_i) - v_{ks}^{pre}(v_i))$$

$$MLG = \frac{1}{n} \sum_{i=1}^{n} 2 - v_{ks}^{pre}(v_i)$$

$$RPL = \frac{ALG}{MLG}$$

Here, $v_{ks}^{X}(v_i)$ is our assigned score of concept $v_i$ (0, 1 or 2), $X$ is either pre or post and $n = 10$. Intuitively, RPL measures the percentage of knowledge gained from the total possible knowledge to be gained. To provide the reader with some intuition, we provide concrete examples of how pre/post-test scores translate into RPL in Figure 2.3.

We note that ALG and RPL are not the only possible metrics to measure learning. Instead of treating each concept in the same manner, difficulty weighted learning gains can be computed too (as done by Syed and Collins-Thompson [31], where vocabulary items such as earth and temperature were mixed with more technical vocabulary items). We do
not believe this to be necessary based on how we selected our concepts, as they are similarly difficult. Some prior works have also manually annotated participants’ summaries or mind maps to derive qualitative and quantitative metrics [24, 35, 36]. We leave the analyses of the user summaries we collected in this manner for future work.

2.4.3 Study Workflow

The flow of our user study is presented in Figure 2.4; it is implemented within our SearchX instance. Two of our seven topics are randomly selected when a participant enters the study. In addition to this (and to weed out non-complying crowd workers), we add the topic ‘sports’ to the pre-test as we expect reasonable participants to demonstrate high knowledge levels on this topic. The pre-test thus consists of 30 VKS questions in total. We rejected crowd workers that score lower on ‘sports’ than the other two topics. The topic they know the least about is then chosen to learn about during the search session. We introduced the simulated learning task as shown in Figure 2.1, item 3. The minimum task time was set to thirty minutes. We also filtered any web document returned from the Bing Search API that either came from a Wikipedia domain or domains that are known clones of Wikipedia. Wikipedia and its clones were excluded as we drew our topical outlines from the relevant Wikipedia article – the said Wikipedia article would, therefore, be the best to read. While for a large portion of topics, Wikipedia is a great tool for learning, we cannot expect good Wikipedia pages for all topics, especially niche or highly specific topics. Therefore, we believe that the formulation outlined in this section is still a reasonable search task.

Participants could search, view, and bookmark documents during the search session. In the post-test, we asked them again about their knowledge of the ten concepts for their topic. In addition, we asked them to write a summary (100 words minimum) about the topic. We note here that the knowledge tests require understanding but no application or

---

"We blocklisted a total of 72 domains. All subtopics were submitted to the Bing Search API, with the top 10 results returned. Each result was inspected to determine whether it came from a Wikipedia clone in our blocklist.

"Specifically, we phrased this as: “Your professor also asks you to write a summary of what you learned about the topic you searched about. This summary should be enough for your fellow students who read it to get a first idea of the topic without having to search for it themselves. Please write your summary here (at least 100 words).”
synthesis (i.e., higher-level cognitive processes of learning [45]) of the materials—here, we make the bookmarked documents available to our participants.

### 2.4.4 Study Participants

We conducted our study on the *Prolific platform*\(^{10}\) across three days. To ensure responses of high quality, we required our participants to have at least 15 previous submissions, an approval rate of 90+\%, and be fluent English speakers. The study took about an hour to complete, and participants were reimbursed with £6 per hour. 144 participants completed our study. We had to reject 18 participants (leading to \(N = 126\) valid participants) as they had completed more than three browser tab changes (we enforced this rule to ensure our participants were actively using our search system instead of running down the timer). Of the valid participants, 65 were male, 59 were female (2 withheld gender information) with a median age of 27 (minimum 18, maximum 63). 44 participants reported the highest formal education level, a high school degree; 47 reported a Bachelor’s degree, and 20 had a Master’s degree. The remaining 15 participants indicated other levels of education.

We report in Table 2.2 the number of participants per topic. The topic *‘radiocarbon dating considerations’* had the maximum number of participants assigned (21), while *‘genetically modified organisms’* and *‘irritable bowel syndrome’* the minimum (15).

The table also contains statistics on the number of queries and bookmarks per topic, indicating that our study participants actively engaged in the search session. The median number of queries ranges from 5 to 9.5, with the median number of bookmarks ranging from 4 to 7, respectively, across the topics.

At the end of the data collection, we collected answers for 1260 VKS questions and 126 essays. To determine the quality of the VKS self-assessments, we sampled 100 concept definitions written by our participants: 50 for knowledge levels (3) and (4), respectively. Two annotators labeled them as *correct*, *partially correct*\(^{11}\) and *incorrect*\(^{12}\). We find that 25.2% of the vocabulary scores self-assessed as (3) were correct; 65.9% was partially correct; and the remaining 8.9% were incorrect. Among the self-assessed definitions as (4), 64.8% were correct, 28.9% were partially correct, and the remaining 6.3% were incorrect. Based on these numbers, we consider the self-assessment to be largely reliable. Thus, we report RPL based on self-assessed vocabulary knowledge levels.

### 2.5 Results

We now turn to addressing our research questions proposed in the start of this chapter. In terms of statistical tests reported within this section, we performed two-way ANOVA tests (with two factors: the intervention type and topic), followed by a post-hoc two-way Tukey HSD pairwise test in case of significance \((p < 0.05)\)^{13}.

\(^{10}\)https://www.prolific.co/

\(^{11}\)Partially correct definition example of *tinnitus* (i.e., noise induced hearing loss topic): “hearing loud sounds in one’s ears.”

\(^{12}\)Incorrect definition example of *genomes* (genetically modified organism topic): “the amount of chromosomes.”

\(^{13}\)For further investigations, An anonymized version of the data is available at https://github.com/ArthurCamara/searchx-scaffolding
2.5.1 RQ1: Impact of Scaffolding on Learning

In Figures 2.5 and 2.6, we present the RPL across the four conditions (each one with between 28 and 36 participants, and an average search session duration\(^{14}\) of more than 36 minutes, cf. Table 2.3), and a more fine-grained presentation of the knowledge changes.

Table 2.3: Mean (± standard deviations) of RPL and search behavior metrics across all participants in each condition. † indicates two-way Anova significance, while \(\&\), \(\&\), \(\&\) indicate post-hoc significance (TukeyHSD pairwise test, \(p < 0.05\)) increases vs. CONTROL, AQE\(_SC\), CURATED\(_SC\), and FEEDBACK\(_SC\) respectively.

<table>
<thead>
<tr>
<th>I. Number of participants</th>
<th>CONTROL</th>
<th>AQE(_SC)</th>
<th>CURATED(_SC)</th>
<th>FEEDBACK(_SC)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>30</td>
<td>28</td>
<td>33</td>
<td>36</td>
</tr>
<tr>
<td>II. Search session duration (minutes)</td>
<td>36.50±12.50</td>
<td>39.50±10.50</td>
<td>41.30±13.60</td>
<td>38.10±12.40</td>
</tr>
<tr>
<td>III. RPL</td>
<td>0.26±0.18</td>
<td>0.30±0.16</td>
<td>0.31±0.20</td>
<td>0.24±0.24</td>
</tr>
<tr>
<td>IV. Number of queries†</td>
<td>5.13±2.61</td>
<td>5.29±2.98</td>
<td>11.09±6.99</td>
<td>11.86±7.60</td>
</tr>
<tr>
<td>V. Fraction of query terms coming from topical outline†</td>
<td>0.29±0.31</td>
<td>0.33±0.31</td>
<td>0.58±0.34</td>
<td>0.59±0.29</td>
</tr>
<tr>
<td>VI. Fraction of topical outline terms used for querying†</td>
<td>0.04±0.04</td>
<td>0.05±0.04</td>
<td>0.32±0.23</td>
<td>0.34±0.24</td>
</tr>
<tr>
<td>VII. Average time between queries (minutes)</td>
<td>5.57±5.26</td>
<td>6.31±5.31</td>
<td>3.51±2.45</td>
<td>3.52±4.09</td>
</tr>
<tr>
<td>VIII. Average time between document close and next document load (secs.)</td>
<td>60.15±27.17</td>
<td>68.06±33.44</td>
<td>74.42±45.14</td>
<td>57.32±39.13</td>
</tr>
<tr>
<td>IX. Average document dwell time (secs.)</td>
<td>76.77±51.14</td>
<td>100.61±61.59</td>
<td>92.15±97.60</td>
<td>55.35±51.04</td>
</tr>
<tr>
<td>X. Number of unique documents viewed†</td>
<td>14.77±8.85</td>
<td>10.96±4.08</td>
<td>14.99±7.95</td>
<td>18.50±9.56</td>
</tr>
<tr>
<td>XI. Number of unique document snippets viewed†</td>
<td>97.47±47.37</td>
<td>81.07±44.58</td>
<td>136.42±76.97</td>
<td>152.44±84.25</td>
</tr>
<tr>
<td>XII. Fraction of retrieved documents that would affect the gradient bar</td>
<td>0.39±0.19</td>
<td>0.48±0.21</td>
<td>0.41±0.18</td>
<td>0.35±0.19</td>
</tr>
<tr>
<td>XIII. Fraction of clicked documents that affected the gradient bar</td>
<td>0.62±0.19</td>
<td>0.72±0.16</td>
<td>0.72±0.20</td>
<td>0.71±0.15</td>
</tr>
</tbody>
</table>

Recall that RPL provides us insights into the amount of learning that has taken place with respect to the maximum possible amount of learning (which may differ per participant; some participants may have no prior knowledge of any of the ten concepts, while

\(^{14}\)We consider the search session duration as the time between the first query issued by the learner and the time they close the last viewed document.
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Figure 2.7: For each row: (top) the fraction of query terms taken from topic outlines; (middle) the fraction of topic outline terms used for querying; and (bottom) the mean query length, over 5-minute blocks (x axes) of the 30-minute search session, considering: CONTROL (left); CURATEDSC (center); and FEEDBACKsc (right). Here, we consider the first query instance as the start of the first interval.

others have a good understanding of 2–3 concepts already). For the CONTROL condition, the mean RPL is 0.26. Participants in both AQESC and CURATEDSC, on average, report higher learning gains with an RPL of 0.3 and 0.31, respectively. To evaluate the impact of AQESC in the set of retrieved documents, we collected the SERPs of both the original user-formulated and automatically reformulated queries and found that, among the top 10 retrieved documents, an overlap on average of 1.5 documents. That indicates that AQESC greatly impacted how the SERP was presented.

Participants in the FEEDBACKsc condition had the lowest average RPL (0.24) as well as the highest standard deviation. This finding seems counter-intuitive, as the extra feedback available was hypothesized to benefit the learning experience (as also envisioned, among others, by von Hoyer et al. [33]). We further investigate possible reasons for this finding in Section 2.5.2.

In Figure 2.5, we present the distribution of RPL scores across the four study variants. RPL does not cross 0.5 for CONTROL, AQESC and FEEDBACKsc—except for outliers. This means that, on average, participants in those cohorts gained knowledge on less than half of the concepts they had little to no prior knowledge on. The long top whisker on the boxplot for CURATEDSC participants shows that, although the RPL varies more than other conditions, it is potentially more beneficial for learning.

To further analyze how the conditions differ, we provide a detailed breakdown of the knowledge state transitions in Figure 2.6. We are particularly interested in the transitions
from states 1/2 (where very little is known about a concept) to state 4 (where the concept is completely understood). The percentage of concepts this holds is largest among CURATEDSC participants; similarly, the lack of knowledge increase (i.e., the transition 1/2 → 1/2) is smallest for this cohort. This result implies that the CURATEDSC cohort, on average, was most confident in their knowledge increase.

Overall, we conclude that there is a lack of evidence to support the conclusion that scaffolding increases participants’ learning gains despite the positive trends we observe for AQESC and CURATEDSC. We found no significant difference ($F(3,99) = 0.75, p = 0.522$) between the four scaffolding conditions, so we cannot reject the null hypothesis that there is no learning gain difference among them. It is thus not as simple as introducing an outline or providing instantaneous feedback to yield reliable and large learning gains across a range of participants and topics.

### 2.5.2 RQ2: Search Behavior Analyses

Besides learning gains, we are also interested in the search behaviors of our participants. To answer our second research question, *When scaffolding is introduced, to what extent does learners’ search behavior change?*, we report a number of search behavior metrics (mean and standard deviations) in Table 2.3.

**Influence of Visual Scaffolds on Querying**

Our participants in the CURATEDSC and FEEDBACKSC conditions issued significantly more queries (on average more than twice as many) than participants in the CONTROL and AQESC conditions (in line with [61]). As a consequence, the average time between queries in those two conditions is much lower (less than four minutes on average vs. more than six minutes on average) than in CONTROL and AQESC. We hypothesize that the readily available cues of what to query for enticed our participants to issue more queries, as they are aware of the various topical aspects. To validate this hypothesis—and to explore to what extent the participants in CURATEDSC and FEEDBACKSC made use of these visual cues—we determined: (i) the percentage of unique query terms drawn from the topical outline; and (ii) the percentage of unique terms in the topical outline present in at least one submitted query. To this end, we converted the queries ($Q$) and topical outlines ($T$) into bags-of-words with normalization (stopword removal, capitalization, etc.) and computed $\frac{|Q \cap T|}{|Q|}$ as well as $\frac{|Q \cap T|}{|T|}$. The results in Table 2.3 (rows V & VI) show clearly that the presence of the outline influences the querying behavior significantly: more than half the query terms are ‘borrowed’ from the topical outline in CURATEDSC and FEEDBACKSC. At the same time, this is the case for 33% and 26% on average for AQESC and CONTROL, respectively, where participants had no access to the outline.

In addition, when considering the coverage of the topical outline by query term, we see once again that a much larger percentage of outline terms were queried at least once (> 30% on average for CURATEDSC and FEEDBACKSC vs. ≤ 5% on average for the other two conditions) by participants in the variants with access to the outline. In the top two rows of plots in Figure 2.7, we break down this comparison of query terms and topical outline terms further by splitting our search sessions into five-minute intervals and computing $\frac{|Q \cap T|}{|Q|}$ and $\frac{|Q \cap T|}{|T|}$ separately for each interval. We find that participants in the CONTROL
condition were not picking up more topical outline terms over time (even though they have read more documents on the topic by each passing interval). However, we see a slight increase over time for CURATEDSC and FEEDBACKSC, which then drops again in the later stages of the search session.

Too Much Feedback Considered Harmful

Previous works [53, 59, 83, 87] have shown the number of queries issued to be a good proxy for learning. In our work, this finding holds for CURATEDSC, though not for FEEDBACKSC: on average, a similarly high number of queries were submitted, but the learning gains for FEEDBACKSC are low. For completeness, the bottom row of plots in Figure 2.7 shows mean query lengths across time: as search sessions progressed, queries tended to become longer.

We hypothesize that FEEDBACKSC, with its additional feedback to the participants, is counterproductive to their learning efforts due to the effects of gamification. That is to say, instead of focusing on learning, participants are focused on trying to ‘fill up’ the progress bar. This leads to less self-reflection whilst reading documents as participants’ focus is now on the progress of the bar. Consequently, this causes a decrease in the learning gain.

To empirically evaluate this hypothesis, we can look at the average document dwell time (Table 2.3, row IX): it is on average 55 seconds in the FEEDBACKSC variant, which is significantly lower than that of the CURATEDSC and AQESC variants (with an average document dwell time of 92 seconds and 100 seconds, respectively). At the same time, FEEDBACKSC participants viewed, on average, the most documents and the most document snippets (Table 2.3, rows X and XI).

Finally, we look into the probability of a user opening a document that would change the progress bar. A higher number here implies that users are actively looking for “good” documents to click, which would increase the progress bar, instead of documents that would be relevant. On average, in all cohorts, 66% of the documents retrieved would produce some change on these bars. However, a slightly higher fraction of the clicked documents, 70%, actually changed the progress bar. This is another clue that users are actively looking for snippets from documents that would produce a change in the progress bar (Table 2.3, rows XII and XIII).

In addition, in Figure 2.7, we consider the query length across time: that although query length is similar in every 5-minute interval during the search session for CONTROL, CURATEDSC and FEEDBACKSC, the percentage of query terms coming from outline terms and percentage of outline terms used for querying is higher for CURATEDSC and FEEDBACKSC throughout the session. This observation follows from Table 2.3, rows V and VI. Figure 2.7 (middle row) also shows that, as the search session progresses, participants from FEEDBACKSC tend to use more terms from the outlines than their CURATEDSC counterparts.

To explain the large gap between the results of CURATEDSC and FEEDBACKSC, Swinnen et al. [106] in a psychology study showed that learners who are presented with frequent feedback on their learning progress tend to learn less than others that do not. It is hypothesized that this is because this frequent feedback may impair their ability to reflect on what they have learned. Similarly, Mayer et al. [107] corroborate these findings in multimedia learning, demonstrating that too much extra information can distract learners from their core learning material. We believe that a similar effect may be in play here.
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In this chapter, we have explored three strategies to introduce instructional scaffolding into a web search system to improve a learner’s knowledge gain during the search process. These strategies were: (i) automatic query rewriting (AQE$_{SC}$) which is agnostic to the search backend; (ii) a curated static topical outline (CURATED$_{SC}$); and (iii) a curated topical outline with instant feedback on the exploration of the topic space (FEEDBACK$_{SC}$).

We conducted a user study with 126 participants and aimed to answer the following research questions:

RQ1 Is scaffolding effective to increase learning outcomes?

RQ2 How does the introduction of scaffolding change behaviors?

Answering RQ1, we do not find sufficient evidence to corroborate that any of the proposed methods significantly impact learning outcomes. However, we opened a new research venue, showing that scaffolding significantly changes user behavior on several metrics. This is shown by our analysis answering RQ2, where we show that explicit scaffolding (namely CURATED$_{SC}$ and FEEDBACK$_{SC}$) significantly alters users’ behavior in some important search metrics, like dwell time, number of queries issued and number of clicks. This is important and should lead to further investigation into using this behavior difference to support learners better.

Additionally, we have speculated that the discrepancy in behavior between CURATED$_{SC}$ and FEEDBACK$_{SC}$, albeit not significant, may be due to a gamification effect: instead of focusing on the task at hand (learning), participants are more focused on making progress on filling up their progress bars, and in the process lose sight of their goal. The difference in dwell time corroborates this, as the FEEDBACK$_{SC}$ condition led participants to skim the documents more than in other conditions (i.e., that condition had the lowest document dwell time) while spending more time on the SERP (highest number of document snippets viewed). Finally, we found that participants in the two conditions receiving the topical outline submitted more queries with many more query terms matching the terms in the topical outline.

From these results, there are several lines of future work to follow. Firstly, a better scaffolding component is needed: what type of interface/feedback do learners respond to best? To make this approach deployable in practice, we need to be able to automatically generate hierarchical outlines for any learning-oriented information need instead of relying on manually curated outlines. Those outlines should be personalized depending on users’ domain expertise and other user characteristics. While exploration into (non-personalized) automatic outline generation [101] is relatively new, it is still unclear whether such slightly noisy outlines benefit users’ learning outcomes. In addition, it remains to be seen to what extent the changes in user behavior hold across time (as explored by Syed and Collins-Thompson [31]) and whether users remain engaged over time when a scaffolding component is permanently introduced on the search interface. We also need to consider that we measured learning with a vocabulary knowledge task, which covers only the lowest cognitive levels of learning [108]. Is scaffolding beneficial for learners who face learning tasks that target higher cognitive levels of learning [84]?

Finally, this chapter also directly answers our first research question, ORQ1, from Chapter 1: “What changes in the search engine can significantly impact learners’ behavior
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and knowledge acquisition process"? We answer it by showing that not only our CURATEDSC and FEEDBACKSC approaches can significantly alter learner behavior, but also that learners in the FEEDBACKSC cohort can be detrimental, as it seems to trigger exploration in detriment of quality. We also reach a similar conclusion that exploration does not necessarily lead to improved learning gains when analyzing the same dataset in Chapter 5.
In this chapter, we tackle the problem of tracking and predicting a learner’s knowledge state throughout their learning journey. This is a crucial piece for improving a learner’s experience using a SAL-oriented search system. Accurately estimating the learner’s knowledge while they search, with no human intervention, would allow researchers to dynamically adapt search results and the system’s interface, to better support the learning at their current knowledge level. Therefore, in this chapter, we propose RULK, a framework for representing and updating a learner’s knowledge state while they interact with the search system.

The intuition behind RULK is simple. Keeping an internal representation of the learner’s knowledge updated as the user progresses in their search session, the framework estimates how much the user knows (or still does not know) about a given topic by comparing the learner’s knowledge state to a target knowledge level. We implement two variations of RULK, each embedding the learner’s knowledge in a distinct latent space. The first, RULK_{KW}, uses a keyword-based representation of the knowledge. The second, RULK_{LM}, uses dense embeddings produced by a transformer-based language model. Our experiments show that the estimations of user knowledge produced by RULK correlate with actual user knowledge, clearing the path to future learning-focused search systems to provide an even better user experience.

3 RULK: A Framework for Representing User Knowledge in Search-as-Learning

3.1 Introduction and Related Work

One of the recurring themes for research in learning-oriented IR systems is to consider the learner’s learning goals while retrieving documents [31, 68, 109, 110]. One significant influence on these developments is the concept of the Anomalous State of Knowledge (ASK), introduced by Belkin et al. [15].

The ASK principle proposes that individuals possess an internal knowledge model of the world, which continuously evolves as they acquire new information. Suppose they detect an anomaly, such as missing or contradictory information. According to the ASK principle, they feel compelled to seek additional information, often by using a search system, to resolve the inconsistency.

Nevertheless, most current search systems focus on retrieving documents relevant to a single query, neglecting a more comprehensive view of the user’s session and accumulated knowledge [11]. A user with a learning goal (i.e., a learner) engages with a search by submitting queries and consuming retrieved documents (e.g., reading texts or watching videos). Consequently, the learner’s internal cognitive state evolves throughout the session as they acquire the knowledge from the consumed documents [49–51].

Therefore, representing the learners’ cognitive (or knowledge) state and updating it during a search session is an important task for any SAL-oriented system. By estimating the learner’s knowledge state, a search system can more efficiently assist them in achieving their learning goals by incorporating these signals both in the back-end (e.g., in the retrieval and ranking algorithms) and the front-end (e.g., suggesting more relevant queries, and adapting the user interface) of the system [62, 67, 111].

To address this need, we propose a novel framework for Representing User Learning and Knowledge (RULK). This framework combines concepts already existing in some SAL systems for representing and updating a learner’s state [31, 57, 85, 90] and introduces a novel component: an estimator.

Typically, existing systems with knowledge representation comprise at least two components: A feature extractor that transforms clicked documents into features, and an updater that adjusts the internal representation of the learners’ knowledge state. These components are generally implemented by operating within a latent space, usually a keyword-based space, defined by extracting weighted keywords from documents [57, 67, 85] or by embedding the documents into a dense document-level embedding space [62, 90].

In RULK, we add a third component to that mix, an estimator that estimates how close a learner is to reaching a “target knowledge state”. The estimation is performed by comparing the learner’s current knowledge state, as maintained by the updater, to a “target” knowledge (e.g., a list of keywords or documents relevant to the topic) represented in the same latent space. Although predicting learner knowledge is not novel [53, 53, 54, 87, 112], our framework aims to not only predict but also track the learners’ knowledge state throughout their sessions rather than only at the end.

To illustrate how one might instantiate a system following the RULK framework in a SAL system, we implement two variations: RULK\_KW, which utilizes keyword representations inspired by El Zein and da Costa Pereira [57, 85], and RULK\_LM, which uses embed-

¹Due to a lack of available data of how learner’s knowledge change during the search session, we do not directly measure the correlation between the estimated and the real knowledge during the session in this Chapter. However, Section 3.4 does explore how the knowledge gain changes throughout the learner’s session.
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RQ1 Are the estimations of a learner’s knowledge state produced by RULK correlated with their reported knowledge at the end of their session?

RQ2 How do RULK<sub>KW</sub> and RULK<sub>LM</sub> behave in sessions of different lengths?

By addressing these questions, we demonstrate that RULK can effectively estimate a learner’s knowledge gain, with RULK<sub>KW</sub> showing an overall higher correlation with the learner’s assessed knowledge state at the end of their session as compared to RULK<sub>LM</sub>. Additionally, we illustrate how combining RULK<sub>KW</sub> with RULK<sub>LM</sub> leads to a more robust estimation of the distance between the learner’s knowledge and a target knowledge level, with less variability across different session lengths.

3.2 The RULK Framework

Our framework consists of three main components: the feature extractor (\(\gamma\)), the updater (\(\sigma\)), and the estimator (\(\theta\)). Each component plays a role in how a learner’s knowledge state, denoted as \(\vec{c}_{ks}\), changes throughout their search session. Intuitively, when a learner reads a document \(d\), \(\gamma\) transforms \(d\) into a fixed-sized numerical representation (i.e., an embedding) \(\vec{v}_d\). Then, \(\sigma\) uses this representation to update an internal representation of their current knowledge state (\(\vec{c}_{ks}\)). Finally, \(\theta\) compares \(\vec{c}_{ks}\) to a target knowledge vector (\(\vec{t}_{ks}\)) to get an estimation of the distance of the learner’s current knowledge level compared to \(\vec{t}_{ks}\). This distance is represented by \(\tilde{G}\). This process is illustrated in Figure 3.1.

This section presents an overview of each of these components and how they update a learner’s knowledge throughout their search session. We go into more details about how we implement each component when describing RULK<sub>KW</sub> (a keyword approach) and RULK<sub>LM</sub> (a language-model approach), two instantiations of RULK, in Section 3.3. We present a discussion on the caveats and assumptions we made in this chapter, as well as how one could address these, in Section 3.5.

Feature Extractor (\(\gamma\))

One of the main assumptions in SAL is that the content of the documents a learner read is the primary contributor to their learning gains during their searching session\(^2\). Such documents could comprise various types of content a learner interacts with during their search session, such as web pages, textbooks, and videos.

The function of the feature extractor \(\gamma\) is then to project a document \(d\) clicked by a learner into an embedding \(\vec{v}_d\) with length \(m\) in a given latent space:

\[
\vec{v}_d = \gamma(d).
\]  

\(^2\)We discuss this assumption in more depth in Chapter 5.
Figure 3.1: The RULK framework and its main components. First, a clicked document \( d \) is transformed into \( \vec{v}_d \) by \( \gamma \). Next, \( \sigma \) updates the learner’s current knowledge state \( \vec{c}_{ks} \) with \( \vec{v}_d \). Finally, \( \theta \) compares \( \vec{c}_{ks} \) to a vector \( \vec{t}_{ks} \), generated from a target knowledge document, to get an estimation of a learner’s knowledge level (\( \tilde{G} \)).

By standardizing the size \( m \) and encoding all documents in a common space (e.g., BERT or TF-IDF), \( \gamma \) enables RULK to compare and combine documents easily.

Another role of \( \gamma \) is to produce a “target knowledge state” (\( \vec{t}_{ks} \)) for the topic that the learner is exploring. This knowledge state is represented in the same embedding space as \( \vec{v}_d \) and, consequently, \( \vec{c}_{ks} \). We assume that our SAL system has access to a set of “reference documents” that cover essential subtopics and themes for the topic (e.g., a textbook or a set of relevant documents) used as the target knowledge. We can then generate \( \vec{t}_{ks} \) by embedding this document according to Equation 3.1.

**Updater (\( \sigma \))**

Within RULK, the learner’s knowledge is continuously monitored through an internal state vector, \( \vec{c}_{ks} \), which has the same length \( m \) as \( \vec{v}_d \) embeddings produced by \( \gamma \). Following the work of El Zein and da Costa Pereira [85], the updater (\( \sigma \)) refreshes \( \vec{c}_{ks} \) as new documents are read by the learner:

\[
\vec{c}_{ks}' = \sigma(\vec{c}_{ks}, \vec{v}_d),
\]

(3.2)

Here, \( \vec{c}_{ks}' \) represents the updated \( \vec{c}_{ks} \) vector, which is the refreshed state of the learner’s knowledge after engaging with a document \( d \), represented by \( \vec{v}_d \).

**Estimator (\( \theta \))**

RULK estimates the learner’s knowledge level (i.e., their distance from the target knowledge \( \vec{t}_{ks} \)) on a particular topic \( T \) during their search session by comparing their current knowledge state, \( \vec{c}_{ks} \), to the target knowledge state, \( \vec{t}_{ks} \):

\[
\tilde{G} = \theta(\vec{c}_{ks}, \vec{t}_{ks}),
\]

(3.3)

Here, \( \tilde{G} \) indicates an estimation of the learner’s knowledge level, compared to \( \vec{t}_{ks} \), at a given point in time. The estimator (\( \theta \)) implements a similarity function, such as the cosine
similarity. The rationale behind $\theta$ is that, as a learner progresses through their session, their knowledge state ($c_{k_s}$) gradually converges towards the target state ($t_{k_s}$). Because both vectors exist within the same latent space, the similarity between $c_{k_s}$ and $t_{k_s}$ can be seen as how near the learner is to attaining the knowledge contained in $t_{k_s}$.

3.3 Implementing and Validating RULK

In this section, we discuss how we validated RULK by describing our dataset, metrics, and implementation details for our two implementations of RULK, $\text{RULK}_{KW}$, and $\text{RULK}_{LM}$³.

Using our sample implementations, we apply the RULK framework to estimate the user’s knowledge level, $\tilde{G}$, at the end of their session⁴. We analyze the logs from users captured during a user study to represent their current knowledge state $c_{k_s}$ as it is updated along their search session. We initiate $c_{k_s}$ as a vector of zeros for all users. (c.f. Section 3.5 for discussing our assumptions and caveats).

Dataset

To analyze our implementations of RULK, especially when estimating users’ knowledge in a search session, we test our implementations of RULK on the dataset we initially used for the experiments in Chapter 2. The dataset was collected during a user study with crowd-workers recruited over Prolific⁵. Participants were asked to learn about a topic using a search system built on top of SearchX [96], an IIR research framework. We show some statistics of the dataset in Table 3.1. The full details of the dataset can be seen in Chapter 2.

When originally collected, the dataset did not contain the contents of the documents clicked by the participants, only their URLs. Therefore, we used the Wayback Machine API⁶ to fetch the documents with a date as close as possible to when the study was conducted (August 2020). Of all the documents, 33 did not have a snapshot, and neither are currently available. They were discarded from our experiments (i.e., we do not consider their impact on learners’ knowledge).

The knowledge gains of a participant are measured by a VKS questionnaire [82] applied before and after their learning session. Such questionnaires ask learners to rate vocabulary terms relevant to the learning topic.

The results of the tests are used to compute two metrics: ALG and RPL. The ALG is simply the difference between a learner’s score in the test applied before and after their search session. On the other hand, the RPL represents the fraction of knowledge the user acquired from the total knowledge they could obtain in their session. A learner that starts their session with no knowledge of the topic (i.e., scores a 0 in the pre-test) and reports full knowledge of the topic after their search session (i.e., scores 1.0 in the post-test) receives a RPL of 1.0. Alternatively, a user that reports knowing half of the vocabulary terms at the beginning of their session and then all of the vocabulary at the end of their session (i.e., scores 0.5 in the pre-test and 1.0 in the post-test) would also receive a RPL of 1.0, as they have both fully realized they potential learning gain during their sessions. For

³Our implementations can be found at https://github.com/ArthurCamara/RULK_SAL
⁴While RULK can be used to estimate $\tilde{G}$ at any point in time, the dataset used here only contains the knowledge level at the end of the session.
⁵www.prolific.com
⁶https://web.archive.org/
Table 3.1: Statistics, per user, extracted from the dataset used in Chapter 2.

<table>
<thead>
<tr>
<th></th>
<th>Total</th>
<th>Mean</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of users per topic</td>
<td>126</td>
<td>18.14 ± 2.79</td>
<td>19.0</td>
</tr>
<tr>
<td>Number of topics</td>
<td>7</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Number of queries</td>
<td>1095</td>
<td>8.62 ± 6.47</td>
<td>7.0</td>
</tr>
<tr>
<td>Number of documents clicked</td>
<td>2116</td>
<td>16.66 ± 8.85</td>
<td>16.0</td>
</tr>
<tr>
<td>Number of snippets seen</td>
<td>15184</td>
<td>119.56 ± 72.43</td>
<td>105.0</td>
</tr>
<tr>
<td>Documents Clicked per query</td>
<td>-</td>
<td>2.78 ± 2.50</td>
<td>2.11</td>
</tr>
<tr>
<td>Session duration (minutes)</td>
<td>-</td>
<td>56.18 ± 14.58</td>
<td>54.05</td>
</tr>
<tr>
<td>Document dwell time (seconds)</td>
<td>-</td>
<td>79.94 ± 69.77</td>
<td>60.0</td>
</tr>
<tr>
<td>Pre-test scores ($vks^{pre}$)</td>
<td>-</td>
<td>1.07 ± 1.60</td>
<td>0.00</td>
</tr>
<tr>
<td>Post-test scores ($vks^{post}$)</td>
<td>-</td>
<td>6.21 ± 4.09</td>
<td>6.00</td>
</tr>
<tr>
<td>Absolute Learning Gain (ALG)</td>
<td>-</td>
<td>0.53 ± 0.38</td>
<td>0.50</td>
</tr>
<tr>
<td>Realized Potential Learning (RPL)</td>
<td>-</td>
<td>0.28 ± 0.20</td>
<td>0.25</td>
</tr>
</tbody>
</table>

more details on how the VKS questionnaire was designed and how RPL is computed, c.f. Section 2.4.2.

As discussed earlier in this Chapter, one of the strengths of RULK is that it can be used for measuring the learner’s knowledge throughout the session. However, with few exceptions (such as the work by Roy et al. [59]), data of knowledge gain throughout a learner’s session is not usually available. Therefore, while we explore how the learner’s knowledge evolves while they explore retrieved documents in Section 3.4, directly measuring the accuracy of RULK in this context should be tackled in future works.

Modeling a Target Knowledge State ($\vec{t}_{ks}^+$)
As discussed in Section 3.2, The $\gamma$ component of RULK has two functions. First, to produce the embedding $\vec{v}_d$ of documents read by learners. Second, to model a “target knowledge state” ($\vec{t}_{ks}^+$) for the topic the learner is exploring.

An important consideration is how to define such a target. One possibility, commonly used in the Knowledge Tracing (KT) field [113], is to define a set of questions that the learner should answer correctly about the topic to be considered knowledgeable. Using this approach assumes that questions created by experts exist and that evaluating learners’ answers is cheap and computationally inexpensive, something unrealistic in most SAL settings. Also, disrupting learners’ search sessions may impact their behavior in negative ways [59]. Therefore, this is not ideal for the SAL scenario. Alternatively, defining a set of documents that should be visited is also possible. However, this would again require expert knowledge of the topic, and the coverage of the documents would be limited to the documents selected by the expert.

Instead, we follow an approach similar to the proposed by Syed and Collins-Thompson [67] and assume that our SAL system has access to a reference document. Such a document comprehensively covers essential subtopics and themes related to a topic (e.g., a textbook) and serves the target knowledge fed to $\gamma$ to generate the vector $\vec{t}_{ks}^+$. In their work, the authors use the top results from Google using the topic’s title as a query as the reference document. Here, as our dataset contains topics derived from Wikipedia articles, we use
the respective Wikipedia article for each topic as the reference document as input for the \( \gamma \) component when generating \( \vec{t}_{ks} \). It is also important to note that, during the user study, Wikipedia and pages deemed as mirrors or clones of Wikipedia were not shown to the participants, as these pages would likely be too similar to the reference document.

### 3.3.1 Implementing RULK

We present two example instantiations of RULK. The first, denoted as RULK\(_{KW}\), relies on keyword-based features, whereas the second, RULK\(_{LM}\), uses the BERT latent space. Therefore, the main distinction between these two implementations lies in what semantic space they employ for representing documents and the user’s knowledge. The former uses a bag-of-words representation, whereas the latter uses a dense vector space. In practice, they both share the same \( \theta \) and \( \sigma \) components while differing in how they implement \( \gamma \).

Both our implementations of RULK share the same implementation for the \( \theta \) component, a cosine similarity between \( \vec{c}_{ks} \) and \( \vec{t}_{ks} \):

\[
\tilde{G} = \frac{\vec{c}_{ks} \cdot \vec{t}_{ks}}{|\vec{t}_{ks}| |\vec{c}_{ks}|}.
\]

This sharing of \( \theta \) is possible because both of our proposed implementations rely on latent spaces compatible with cosine similarity (i.e., a term frequency vector and a BERT embedding). However, other representations of \( \vec{c}_{ks} \), \( \vec{t}_{ks} \), and \( \vec{v}_d \) may require different similarity functions. For instance, if \( \vec{c}_{ks} \) and \( \vec{t}_{ks} \) were represented as probability distributions, the Kullback-Leibler divergence would be a more appropriate similarity function.

As for the Updater \( \sigma \), following previous work \cite{67,85}, we assume that the learner’s knowledge accrues monotonically. Specifically, as learners read documents \( d \), represented by \( \vec{v}_d \), \( \sigma \) implements an element-wise sum over all elements of \( \vec{v}_d \) and \( \vec{c}_{ks} \).

RULK\(_{KW}\) Implementation

Our first instantiation of RULK is based on the frequency of relevant keywords a learner finds throughout their learning session. To do so, we adopt the learning model referred to as vocabulary learning \cite{69}, which operates at the lower levels of Bloom’s taxonomy \cite{114}. This model posits that learners fulfill their learning objectives for a topic by acquiring a set of related vocabulary keywords.

Our proposal for RULK\(_{KW}\) also shares key ideas with the method proposed by Syed and Collins-Thompson \cite{67} for improving the quality of learning-oriented search results. In both settings, the premise is that learners interested in learning about a topic should be exposed to a weighted set of relevant keywords \( K = k_1, \ldots, k_m \).

This set of keywords is sampled from “golden documents”. For Syed and Collins-Thompson \cite{67}, these are the top results from Google using the topic’s title as a query, and the keywords were selected according to their TF-IDF values in these documents.

For both of our implementations of RULK, we use the topic’s Wikipedia page as the “golden document”. Specifically for RULK\(_{KW}\), we select the top-10 keywords (following Syed and Collins-Thompson \cite{67}) from that article, as computed by the YAKE method \cite{115}, with a maximum n-gram size of 1, after stemming the keywords with the Porter Stemmer to avoid near duplicates. Finally, each keyword is assigned a weight based on its frequency.
Table 3.2: Top-10 keywords extracted by Yet Another Keyword Extractor (YAKE) for each topic from their respective Wikipedia article. The article's keywords are sorted by frequency, and the stemming is manually reversed for clarity.

<table>
<thead>
<tr>
<th>Topic title</th>
<th>Keywords</th>
</tr>
</thead>
<tbody>
<tr>
<td>Business cycle</td>
<td>treasury, bond, rate, business, cycle, notable, shorted, date, partisan, suggest</td>
</tr>
<tr>
<td>Ethics</td>
<td>ethics, relations, virtue, Epicurus, English, words, human, capacity, attention, norms</td>
</tr>
<tr>
<td>Genetically modified organisms</td>
<td>genetic, modify, crop, organism, engineer, food, GMO, European, wild, rabbit</td>
</tr>
<tr>
<td>Irritable bowel syndrome</td>
<td>found, IBS, patient, incur, postinfection, reduce, symptom, Carolina, technique, Novartis</td>
</tr>
<tr>
<td>Noise-induced hearing loss</td>
<td>hearing, protection, device, occupational, loss, permanent, due, compete, review, cause</td>
</tr>
<tr>
<td>Radiocarbon dating considerations</td>
<td>surface, water, give, bring, deep, thousand, year, upwell, mix, tree</td>
</tr>
<tr>
<td>Subprime mortgage crisis</td>
<td>financial, crisis, inquiry, commission, subprime, mortgage, loan, low, interest, rate</td>
</tr>
</tbody>
</table>

in the golden documents. In our case, the weight of a keyword is given by the number of its occurrences in the Wikipedia article for the topic. A list of the keywords used for the topics in our experiments can be found in Table 3.2.

We don’t use the same TF-IDF approach as Syed and Collins-Thompson [67] when selecting the keywords to avoid an unwanted bias in our results. A similar approach was used to select the keyphrases for the vocabulary learning questionnaire the user study participants were asked to perform (c.f. Section 2.4.1). Therefore, as our goal with the experiments is to verify if RULK agrees with the knowledge gain reported by the questionnaire results, using the same method would likely overestimate our correlations.

**RULK$_{LM}$ Implementation**

Within the realm of IR, transformers-based language models [116], primarily influenced by BERT [79], have been found to excel in a variety of tasks [7, 80, 117–119], even without fine-tuning for the specific domain [120, 121].

Given the success of these transformers-based models, we assess whether such models can act as a feature extractor ($\gamma$) for RULK. Thus, we implement a transformers-based variant of RULK called RULK$_{LM}$, with a similar idea to our approach in Chapters 2 and 4 to track learner exploration of a topic.

The target knowledge $t_{ks}$ and the read document $\tilde{v}_d$ are represented by an embedding of fixed length $m$, as generated by the same language model. Given a document $d$ (or, conversely, a reference document) with $n$ sentences $\{s_1, s_2, ..., s_n\}$, $\gamma$ generates, for each sentence $s_i$, an embedding of size $m$ given by:

$$v_{s_i} = \text{BERT}([CLS]; s_i; [SEP]),$$  \hspace{1cm} (3.5)\

where ; is the string concatenation operation, $l$ the maximum input size of the model and $[CLS]$ and $[SEP]$ are special BERT tokens. $\tilde{v}_d$ (conversely, $\tilde{t}_{ks}$) is then given by an element-wise sum over all $v_{s_i}$.
For implementing RULK<sub>LM</sub>, we use a 6-layer MiniLM [122] model with a hidden dimension size of 384. The model was also fine-tuned on the MsMarco dataset [123], as made available in the SBERT framework [121]. Our choice of model is justified by its high-quality embeddings in multiple semantic representation tasks.<sup>8</sup>

Due to the model’s restriction in input length (texts should have up to 382 tokens), we split the documents into sentences using the NLTK’s implementation of the Punkt Sentence Tokenizer, feed each sentence individually into the γ and sum their respective embeddings. We also experimented with other common approaches, such as truncating the document, averaging the sentences, and only using the sentence most similar to the user’s query (MaxP [124]). Nevertheless, they all resulted in a worse or similar performance.

**Mixing RULK<sub>KW</sub> and RULK<sub>LM</sub>**

The latent spaces of RULK<sub>KW</sub> and RULK<sub>LM</sub> rely on two different assumptions. While RULK<sub>KW</sub> captures token-level, syntactic similarities, RULK<sub>LM</sub> captures a higher-level semantic representation of the documents. Therefore, we combine both approaches to provide a more comprehensive representation of the user’s knowledge. Therefore, we propose a third implementation of RULK, RULK<sub>KW+LM</sub>, that combines both RULK<sub>KW</sub> and RULK<sub>LM</sub> by interpolating their estimations of the user’s knowledge gain. We define the updater \( \theta \) for RULK<sub>KW+LM</sub> as:

\[
\theta_{LM+KW} = (\alpha)\tilde{G}_{LM} + (1 - \alpha)\tilde{G}_{KW},
\]

where \( \tilde{G}_{LM} \) and \( \tilde{G}_{KW} \) are the estimated knowledge level as predicted by RULK<sub>KW</sub> and RULK<sub>LM</sub>, respectively, and \( \alpha \) is a hyperparameter for combining the weight of the two models. Experimentally, using a 5-fold cross-validation, we found that \( \alpha = 0.48 \) yields the better results. It is important to note that RULK<sub>KW+LM</sub> does not directly modify a learner’s \( \vec{c}_k \). Rather, it changes the implementation of \( \theta \) by using both \( \vec{c}_k \), from RULK<sub>KW</sub>, and RULK<sub>LM</sub>, to estimate the learner’s knowledge level.

**3.4 Results**

At the beginning of this chapter, we proposed two research questions, measuring different aspects of RULK:

**RQ1: Are the Estimations of a Learner’s Knowledge State Produced by RULK Correlated with Their Reported Knowledge at the End of Their Session?**

To answer our first research question, we test the validity of RULK by computing the Pearson’s correlation between the learner’s self-reported knowledge level at the end of their sessions and the estimated knowledge level \( \tilde{G} \), as measured by each implementation’s \( \theta \). Our null hypothesis is that the reported and estimated knowledge levels are unrelated. We show the results of this analysis in Table 3.3.

As shown in Table 3.3, on the set of all learners, RULK<sub>KW</sub> has a positive and statistically significant correlation with RPL, ALG and the learners’ post-test scores. Additionally, as shown in the last three columns, the estimated knowledge level generated by all our implementations is highly correlated among themselves, with values above 0.7 in all cases and

<sup>7</sup>https://huggingface.co/sentence-transformers/msmarco-MiniLM-L6-cos-v5
<sup>8</sup>https://www.sbert.net/docs/pretrained_models.html
Table 3.3: Pearson’s correlation between estimated learning gains using a given implementation of RULK and reported learner’s learning. Values in **bold** indicate the best correlation against a learning metric. All correlations are statistically significant, $p < 0.001$

<table>
<thead>
<tr>
<th>ALG</th>
<th>RPL</th>
<th>POST</th>
<th>RULK&lt;sub&gt;KW&lt;/sub&gt;</th>
<th>RULK&lt;sub&gt;LM&lt;/sub&gt;</th>
<th>RULK&lt;sub&gt;KW+LM&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>RULK&lt;sub&gt;KW&lt;/sub&gt;</td>
<td>0.3033</td>
<td>0.3088</td>
<td>0.3412</td>
<td>—</td>
<td>0.7808</td>
</tr>
<tr>
<td>RULK&lt;sub&gt;LM&lt;/sub&gt;</td>
<td>0.2936</td>
<td>0.2930</td>
<td>0.3399</td>
<td>0.7808</td>
<td>—</td>
</tr>
<tr>
<td>RULK&lt;sub&gt;KW+LM&lt;/sub&gt;</td>
<td><strong>0.3164</strong></td>
<td><strong>0.3189</strong></td>
<td><strong>0.3609</strong></td>
<td>0.9447</td>
<td>0.9425</td>
</tr>
</tbody>
</table>

Figure 3.2: Scatter plot between the self-reported knowledge of a learner, measured by their post-test VKS score and the knowledge level as estimated by RULK<sub>KW</sub>, RULK<sub>LM</sub> and RULK<sub>KW+LM</sub>.

values above 0.9 when RULK<sub>KW</sub> and RULK<sub>LM</sub> are compared with RULK<sub>KW+LM</sub>, implying a high degree of consistency between our implementations. This result shows that, regardless of implementation, RULK is a viable option for representing learner knowledge.

Finally, Figure 3.2 shows a scatter plot between a learner’s knowledge state at the end of their search session and their post-test scores. From the plot, all three implementations overestimate the knowledge state of a learner. This discrepancy is mainly due to how $\vec{t}_{ks}$ is implemented. As it sources from a single source (i.e., Wikipedia), learners can quickly “saturate” the knowledge from that document alone. Therefore, further calibration of $\vec{t}_{ks}$, or a more complex $\sigma$, where not all of the content of the document is added to $\vec{c}_{ks}$, would likely lead to better results.

We also show in Figure 3.3 a t-SNE projection of how the same learner’s $\vec{c}_{ks}$ progresses throughout their search session in both vector spaces for RULK<sub>KW</sub> and RULK<sub>LM</sub>. In both cases, the $\vec{c}_{ks}$ moves towards the $\vec{t}_{ks}$ as the session progresses.

It is interesting to note how, in the RULK<sub>KW</sub> setting, $\vec{c}_{ks}$ overshoots $\vec{t}_{ks}$ considerably. The same behavior can be observed for multiple users. This phenomenon mainly happens because of how $\gamma$ is implemented for RULK<sub>KW</sub>. The number of occurrences of a given keyword in the Wikipedia article defines the values in $\vec{t}_{ks}$. Therefore, if a learner encounters a keyword more times than it is present in $\vec{t}_{ks}$, $\vec{c}_{ks}$ will “overshoot” the target. Multiplying $\vec{t}_{ks}$ by a large constant solves this, with no changes in the correlations reported in Table 3.3, as $\theta$ is implemented as a cosine similarity, which is insensitive to the scale of the vector.
3.4 Results

Figure 3.3: t-SNE visualization of the evolution of the $\vec{c}_k^*$ vector for a learner learning about the topic "Noise-induced hearing loss" and the $t_k^*$ (depicted as a red star *) in both $\text{RULK}_\text{KW}$ and $\text{RULK}_\text{LM}$ vector spaces.

Figure 3.4: Pearson’s correlations between estimated and measured (post-test scores) knowledge levels, stratified by number of queries, clicks, and session duration.

**RQ2: How do $\text{RULK}_\text{KW}$ and $\text{RULK}_\text{LM}$ Behave in Sessions of Different Lengths?**

We can better understand how each implementation behaves as a learner session gets longer by measuring how $\text{RULK}_\text{KW}$ and $\text{RULK}_\text{LM}$ behave for learners with distinct session characteristics. In Figure 3.4, we show Pearson’s correlation between the estimated knowledge level of a learner and their reported post-test scores for different quartiles of learners, stratified over the number of queries, clicks, and their session duration.

As a first takeaway, considering the length of the learner’s sessions, all three implementations of $\text{RULK}$ show a similar trend as sessions grow longer. The correlation between estimated learners’ knowledge and post-test scores decreases as learners spend more time searching. In this last quartile, the Pearson’s $\rho$ of $\text{RULK}_\text{KW}$, $\text{RULK}_\text{LM}$ and $\text{RULK}_\text{KW+LM}$ is of 0.223, 0.176 and 0.2192, respectively. However, this same sharp drop in correlation is not observed when considering the number of queries or documents clicked. The implication is that, as learners spend more time searching, the linear behavior of $\sigma$ is not enough to capture the complexity of the knowledge state of a learner.

Another interesting finding is that, while $\text{RULK}_\text{KW+LM}$ overperforms $\text{RULK}_\text{KW}$ and $\text{RULK}_\text{LM}$ in the set of all learners as seen in Table 3.3, this is less consistent when stratifying the learners. $\text{RULK}_\text{KW+LM}$ consistently outperforms both $\text{RULK}_\text{KW}$ and $\text{RULK}_\text{LM}$ when both methods have somewhat similar performance. For instance, when learners submitted less than 11 queries or when they clicked between 16 and 19 documents. However, if the discrepancy between $\text{RULK}_\text{KW}$ and $\text{RULK}_\text{LM}$ is large, such as in the second quartile of documents...
clicked, RULK_{KW+LM} shows a performance between the two methods. This result shows that, while one approach is better in some scenarios, an approach considering multiple features, such as RULK_{KW+LM}, leads to a more robust implementation of RULK.

Directly answering our research question, both RULK_{LM} and RULK_{KW} see a drop in their ability to estimate learners’ knowledge as their session grows longer (i.e., more queries, clicks, or a session with longer duration).

However, this drop in quality is more pronounced for RULK_{LM} than RULK_{KW}. This difference indicates that, as the sessions grow longer and the users click on more documents, issue more queries, and read for longer periods, RULK_{KW} can better handle the increasing magnitude of $c_{kS}$.

3.5 Caveats and Limitations
This chapter proposes a framework for tracking a learner’s knowledge stage throughout their search session and estimating the learner’s knowledge state at the end of their session based on that information. Therefore, we made several simplifying assumptions in our implementations of RULK. This section discusses these assumptions, motivating future works to improve upon them.

Modeling the Learner’s Knowledge throughout the Session
In the opening of this Chapter, we stated that one of the main objectives of RULK is to be a framework that allow researchers to track how a learner’s knowledge evolve as they explore documents during their search session. However, mainly due to limitations in data availability, we do not directly measure the correlation between the estimated and the real knowledge at different points in their session. Rather, we mainly focus on how the estimations of RULK correlates to the learner’s knowledge state at the end of their search session.

While we do discuss (and show in Figure 3.3) how a learner’s knowledge is tracked throughout their session, we hope that future works, ideally with user studies crafted with this goal in mind, can measure the learner’s knowledge state at different points in their search session, and validate how a method inspired by our RULK framework can accurately track the learner’s knowledge state throughout their session.

Documents Contents
Our implementations and experiments rely only on the textual content of the documents. However, the RULK framework is not necessarily limited to text. Any content represented in an embedding space that can be compared against a “target knowledge state” can be used, given a suitable implementation of $\gamma$. As an example, our subsequent work El Zein et al. [43] uses a knowledge graph to represent (i.e., “embed”) documents and the $t_{kS}$.

Another possibility is incorporating multimedia content, such as videos, in $\gamma$. It has been shown that videos positively correlate with knowledge gains [37, 54, 83, 125] in a SAL context. Combined with recent works using LLMs that successfully generate textual descriptions of audio-visual content from videos [126, 127], we believe that this is a promising avenue for future works extending RULK.
Knowledge Acquisition

When implementing the $\sigma$ in both settings, one of our assumptions is that learners assimilate all the knowledge encoded in $\vec{v}_d$ and that no forgetting occurs. While this is a common assumption [57, 67, 85], however, previous work has shown that many factors, such as the time the learner spends on the document (i.e., dwell time) [28, 87, 128], the document complexity [25, 86, 112], and the learner’s familiarity with the topic [18, 36, 59, 129, 130] may have an impact on how much of its content is acquired. Future works expanding RULK should incorporate these factors into RULK by changing Equation 3.2 to consider these factors.

Another assumption we made is to consider that the user has no previous knowledge about the topic. (i.e., we initialize $\vec{c}_{ks}$ as a vector of 0s). However, it has been observed that users have at least some knowledge about the topic they are searching for [59, 62, 85, 87]. This prior knowledge could be incorporated into RULK by initializing $\vec{c}_{ks}$ with a vector representing the user’s prior knowledge, potentially by using the learners’ VKS results on their pre-tests to infer this starting point.

Estimating the Learner’s Knowledge Level

RULK relies on the fact that learners’ knowledge levels can be represented as an embedding in a latent space. We do not, however, make any assumptions about such spaces. While we implemented $\sigma$ as a cosine distance between two embeddings, we envision future research that applies more complex estimations of the learner’s knowledge level. For instance, works that use machine learning methods with learner behavior features, such as the ones by Yu et al. [53] and Liu et al. [131], or web-level features, such as Yu et al. [112]. Incorporating this information into the latent space for embedding the learner’s $\vec{c}_{ks}$ and $\vec{t}_{ks}$ could lead to more accurate estimations of the learner’s knowledge level.

The idea behind RULK is somewhat similar to some concepts from the Knowledge Tracing (KT) literature [113, 132, 133]. Under the KT setting, systems try to predict a learner’s performance in future questions by modeling how their knowledge evolves, updating that knowledge as learners answer questions or exercises during a period that usually spans a few months (e.g., a school semester). Modern KT approaches leverage methods such as Transformers-based neural networks [134–137] and Graph representation methods [138, 139].

However, KT approaches are not directly applicable to SAL. KT methods rely on many questions answered by learners over longer periods, unlike the comparatively shorter period encountered in a typical SAL session of no more than one hour. For instance, some of the most commonly used datasets for KT are the ASSISTments datasets [140, 141]. These datasets comprise grade-school students’ math exercises and answers collected during a school year. However, the content learners have read or been exposed to while learning is absent. Such content is crucial for the SAL setting, where the primary assumption is that learner knowledge is acquired by searching, clicking on documents, and reading them. Therefore, while KT techniques and ideas could be applied to SAL, this transfer is not straightforward.
3.6 Conclusions
In this chapter, we introduced RULK, a framework for Representing User Learning and Knowledge, containing three main components: The feature extractor \( \gamma \) generates embeddings from the documents read by users. The updater \( \sigma \) maintains a vector representing the user’s knowledge, and the estimator \( \theta \) estimates the learner’s knowledge level during their search session. We hope RULK can pave the way for SAL-oriented search systems that benefit from incorporating this data, like ranking functions that can better find documents according to the user’s current knowledge and adaptations to the user interface to support the learner better.

To demonstrate how future works can instantiate RULK, we implement two example variants: RULK\(_{KW}\) and RULK\(_{LM}\), each relying on a different method for knowledge representation. While the former uses extracted keywords, the latter uses a transformers-based language model to generate semantic representations of texts. Through our experiments, we show that both implementations can, to a certain degree, estimate the actual user knowledge level, with RULK\(_{KW}\) leading to a slightly higher correlation with self-reported knowledge and a combination of both (RULK\(_{KW+LM}\)) leading to an even higher correlation. We hope that our framework can be helpful for researchers aiming to incorporate users’ knowledge in search systems, primarily when focusing on learning settings (i.e., SAL), and that our work can spark discussion on how to estimate and track user knowledge.

This chapter also directly addressed our ORQ2 from Chapter 1: “How can we model the learner’s behavior and knowledge changes throughout their search session”? By studying RULK, we demonstrate a practical method of modeling a learner’s behavior.

In the remainder of this Thesis, however, we mostly do not re-use RULK. This is mainly for two reasons. First, the idea behind RULK arose later in the process of the Ph.D., as the paper that originated this chapter was originally published after the other chapters. Second, RULK is purposely high-level, as it was initially proposed as a discussion paper on DESIRES 2022 [60], and incorporating it in the other chapters would not be trivial as simple implementations, as shown by the results in Section 3.4, are not always enough to capture the full extend of a learners’s knowledge acquiring process. Nevertheless, we hope that RULK can be expanded and used in future works, as in some of our work incorporating a named entity recognition step and a knowledge graph in the framework [43].
Searching, Learning, and Subtopic Ordering: A Simulation-based Analysis

In this chapter, we propose a novel model of searcher behavior, the Subtopic-Aware Complex Searcher Model (SACSM). This chapter continues answering our proposed ORQ2: “How can we model the learner’s behavior and knowledge changes throughout their search session”? Here, we propose that existing searcher models fail to capture one important aspect of SAL sessions: That a learner’s information need is not atomic, but rather, composed of multiple aspects, such as subtopics of a larger topic of interest, as explored in Chapter 2. Therefore, we propose to augment the Complex Searcher Model (CSM), an existing model, with the SACSM—modeling aspects as subtopics to the user’s need. We instantiate several agents (i.e., simulated users) with different subtopic selection strategies, which can be considered as different prototypical learning strategies (e.g., should I deeply examine one subtopic at a time, or shallowly cover several subtopics?). We also report on the first large-scale simulated analysis of user behaviors in the SAL domain. Our results in this chapter demonstrate that SACSM, under certain conditions, simulates user behaviors accurately when compared with the user data collected for our experiments in Chapter 2.

This chapter is based on the following paper:

4.1 Introduction

Over the years, a series of models that describe searcher behavior have been defined [49, 50, 142]. These often provide a post-hoc explanation of—and reasoning behind—the actions of a searcher during information seeking. One of the main drawbacks of such models is their lack of predictive capabilities: we can neither use these models to investigate what is likely to occur in different instantiations of a retrieval system; nor can we use them for simulating user behavior.

Indeed, models examining searcher behaviors with predictive power [143–145] have only recently been explored in the field of IIR. Such models enable us to relate changing costs (e.g., the cost of examining a document) to changing searcher behaviors. Prior works employing these models have investigated how searchers interact with ranked lists [146], the impact of different browsing costs on a searcher’s behavior [147, 148], and stopping behaviors on SERPs [149, 150]. Search topics are usually considered atomic in these works, with a simple need for information. That is, over a search session, a single topic is considered—with retrieved documents being either relevant or non-relevant to that one topic.

These works do not consider the different aspects that may constitute a wider topic. This chapter introduces the first user behavior model that incorporates such thinking. More specifically, we take as a starting point the Complex Searcher Model (CSM) [151], a model that considers a user’s interactions throughout a search session (over multiple queries), and extend it to yield the Subtopic-Aware Complex Searcher Model (SACSM)—which, by considering the aspects as subtopics of a larger information need, models: (i) subtopic selection; and (ii) subtopic switching steps in the search process.

To ground our work with the SACSM, we explore the effect of different strategies for switching subtopics for multiple types of users within the SAL domain. As a learner’s complex information needs can often be decomposed into several subtopics, a natural question is how searchers should tackle the different subtopics to learn efficiently.

To answer this question, we present an exploratory study of the SACSM where we simulate different types of learners as agents, and compare these to each other, examining the effect their search behavior has on their ability to discover documents containing important keywords, as well as how they navigate throughout the subtopic space.

We instantiate a series of agents that subscribe to the SACSM—with four tunable parameters that control their simulated searching behavior: (i) learning speed ($\lambda$), or how fast agents incorporate novel terms into their vocabulary; (ii) exploration ($\xi$), or how willing agents are to explore each subtopic; (iii) tolerance ($r$), or how willing an agent is to click on a search result snippet; and (iv) subtopic switching ($\phi$), the strategy that agents employ to navigate through subtopics. As such, we present the first SAL study that employs simulation to examine the search behaviors of learners. By grounding a series of simulated agents with interaction data from the user study from Chapter 2, we run extensive simulations of interaction to address the following research question:

---

¹In this chapter, we refer to a model as a model of user behavior.

²We consider a search session as interactions with a search interface, which can include the issuing of multiple queries—and the examination of multiple documents.

³Agents are simulated users that can make judgments as to the relevancy/attractiveness of information without recourse to relevance information [152].
4.2 Related Work

RQ  How do subtopic switching ($\varphi$) strategies for learning-oriented search tasks affect the search behavior of simulated agents?

To answer RQ, we measure behaviors by tracking how specific measures—the number of keywords found, the order of keywords found, and subtopic exploration—evolve over an agent’s session. We argue that to be considered effective, a strategy should allow an agent to: (i) discover as many keywords as possible in the early stages of the session; and (ii) help the agent to complete the subtopic space exploration in as few steps as possible.

The main findings of this chapter are: (i) subtopic switching strategies that prioritize ordering in the subtopic picking process yield improved discovery of keywords and exploration of subtopics; and (ii) the SACSM is enough to instantiate agents that display behavior similar to real-world learners in a SAL context. Findings suggest that the SACSM is a high-quality model that provides a solid step in approximating searcher behaviors in the SAL domain. This is vital for works that rely on large-scale simulations, such as reinforcement learning for training new rankers optimized for human learning, as well as quickly evaluating new interfaces and algorithmic changes cheaply—all in a simulated environment.

4.2 Related Work

Models of Searcher Behavior

Models of searcher behavior typically fall into one of two categories: (i) descriptive models [19, 50, 142, 153, 154], allowing us to gain an intuition about the search process; and (ii) models that are expressed in more formal (mathematical) language [143, 145, 155–158]. The latter category of model provides predictive power about why users behave in a certain way. As such, they can be used as the basis of simulations of interaction [159]. Here, a model of searcher behavior that provides a credible approximation of reality can be used to ground simulations to examine what may happen under given circumstances.

Despite the advantages that simulations provide, formulating such descriptive models is non-trivial. Contemporary SERPs for example are complex user interfaces, with new components (e.g., entity cards [71]) added all the time. In contrast, searcher models typically assume a simple SERP in the format of the traditional ten blue links [70]. Numerous studies have been undertaken on this more simplistic design, such as the cost of scrolling [147, 160, 161], typing [162, 163] or response time lag [164, 165].

Subtopics

The IR community primarily considers the notion of subtopics from a system-centered point of view, with prior works focusing on ranking functions optimized for subtopic retrieval and result diversification [166–170]. Automatic subtopic (structure) extraction has also been investigated, generally based on a given starting query or document [171, 172]. The influence of subtopic characteristics on users has not been frequent in IIR. One exception is our previous work from Chapter 2 that provided study participants with a list of subtopics and (visual) indicators about the extent of their subtopic exploration. However, we did not study the impact of subtopic ordering on users on that chapter.
In this chapter, we augment the CSM [173, 174] to be subtopic-aware, turning it into the SACSM. The CSM is a conceptual model of the IIR process (or a search session), describing the flow of activities and decisions that a searcher undertakes when interacting with a search engine.

The CSM is built on the work of other conceptual models of the IIR process, such as the models of Baskaya et al. [157] and Thomas et al. [158]. Conceptual models provide us with the necessary scaffolding from which we can expand and develop the model further for a SAL context—and instantiate the model so that we can run our simulations of interaction [159].

We illustrate the SACSM in Figure 4.1; it includes a series of additional activities and decision points (compared to CSM) pertaining to the idea of subtopic selection, with novel components highlighted in blue. Key activities are represented as boxes, with decision points undertaken by subscribing agents represented as diamonds. Upon starting at ●, a user (or, in the case of a simulation, an agent) following the SACSM will first examine the given topic A. SACSM then directs the agent to examine a list of the provided subtopics B for the given topic, before then deciding what subtopic C to examine in detail. From here, the agent will consider several potential queries D to issue about the selected subtopic, before selecting a query E to issue F. The agent will then obtain an “overview” of the SERP G, and decide whether to enter it H—and if they do, they begin to examine a snippet I. If the present snippet is sufficiently attractive J, the agent will click the associated link K, and assess the document L for usefulness and/or relevancy, before deciding to continue on the SERP M (and examining further snippets if so). If not, the decision to continue with the current subtopic N is made. If this is the case, further queries are issued E—meaning that the snippet and document examination activities are repeated for the results of the new query. This also means that subtopic exploration can entail multiple queries. If the agent decides to abandon the subtopic N, they must then decide whether to stop the search session O. This process is repeated until all subtopics have been exhausted by the agent P, or some other condition is met—such as running out of session time.

Note that compared to previous instantiations of the CSM [149, 151, 173, 174], we have removed activities and decision points about assessing documents for relevance. Unlike simple search sessions, with atomic information needs, a SAL task generally has a more complex and nuanced need [25]. Therefore, we are interested in examining the content of documents (and thus learning from them)—not simply whether the documents themselves are considered relevant, as has been the norm for prior simulations of interaction [175].

In order to keep track of terms/concepts that are examined by agents subscribing to the SACSM (as vocabulary learning is a typical manner to measure learning gains in SAL [31, 59, 62]), we must also incorporate some state within it. This state model was considered in the study by Maxwell and Azzopardi [151, Fig. 3] through the User State Model (USM), which “represents the user’s cognitive state”. Instead of representing the USM as a global, session-based model accumulating state and knowledge of the information examined, we consider a state model for the individual subtopics examined by agents. Each subtopic state consists of a representation of the terms observed by the agent to help them...
identify fundamental terms about the subtopic, which is used for query generation and determining what snippets (based on the snippet text provided by the underlying retrieval system) should be clicked on, with the corresponding document examined in more detail. Agents following this model only accrue knowledge when examining documents in full, deterministically deducing whether a document is worth examining without recourse to any relevance judgments. The state model is updated at points represented by \( \uparrow \) in Fig. 4.1.

While this thesis’ chapter was initially published before the work we conducted in Chapter 3 with the \textit{RULK} model, it is worthy to compare the differences between \textit{RULK} and \textit{SACSM}. First, the \textit{RULK} embeds learners’ knowledge into latent spaces (Term frequency counter and Bidirectional Encoder Representations from Transformers (BERT)) that, at least in our implementations, are not trivially decoded into texts. As discussed in Section 4.4, this is an important feature of the \textit{SACSM}, requiring the agent’s knowledge state to be translated into queries frequently. A second important difference is that the \textit{SACSM} explicitly separates the agent’s knowledge state into subtopics, while \textit{RULK} encodes both the user knowledge state and a target knowledge state (e.g., a Wikipedia article) into a single vector representation. While it would be possible to use \textit{RULK} to track the agent’s knowledge state for each subtopic, combining these subtopic-wise states into a single vector to be compared by the \textit{RULK}’s estimator (\( \theta \)) would require considerable changes to the implementations proposed in Chapter 3.

Nevertheless, we believe that it is possible to combine the \textit{SACSM} with \textit{RULK} in future work, as both models are complementary. One possible approach would be, instead of encoding the user’s knowledge state into a single vector, to encode it in multiple textual forms, such as a collection of summaries of the pages a learner found, as related to each subtopic, and use a Large Language Model (LLM) to generate queries, while embedding...
these summaries into similar latent spaces as RULK’s $t_{ks}$ and $c_{ks}$.

4.4 Experimental Method

This section describes the details of our instantiation of the SACSM and our simulations. We start by defining how we instantiate each of the components of the SACSM from Figure 4.1, dividing them between fixed (i.e., no difference between agents) and variable components (i.e., changes between each agent). We can instantiate agents that simulate users with different characteristics by tweaking the variable components. For example, an agent with a high $\lambda$ (how fast am I at learning new terms?), low $\xi$ (how much content should I explore?) and low $\tau$ (how liberal am I at clicking links?) simulates a learner that can quickly absorb new concepts, while only skimming through documents and clicking on almost all documents presented to them. We also outline our search setup, simulation setup, the datasets, and topics (and subtopics) used.

4.4.1 Fixed SACSM Components

We instantiate the SACSM in various ways to evaluate how different subtopic switching strategies performed for different types of users. Although the SACSM has many activities and decision points to instantiate, we fixed several of these to reduce the space we were required to examine.

Query Generation

We use the QS3+ querying strategy proposed by Maxwell and Azzopardi [151], where three query terms are selected from a language model learned from the documents the agent has already explored (plus the topic description). Previous user studies in the SAL domain [62, 64] have shown that three query terms per query is reasonable and close to what real-world searchers use.

SERP Examination

Considered by Maxwell and Azzopardi [149], SERP examination strategies provide users with the ability to survey a SERP before committing to examining it in detail. Here, We choose to reduce the complexity of our agents (and explored space) and use the Always Examine approach—agents always enter the SERP and examine at least one result snippet.

User Interaction Costs

To realistically mimic how long agents should spend on each phase of their search process, we present in Table 4.1 the costs (in seconds) from the interaction data from the user study from Chapter 2. Note the high document examination cost—as participants of the user study were attempting to formulate ideas about concepts, they spent on average longer on documents when compared to other, non-SAL based studies (e.g., [149]). We also note that the total session times influence the stopping behaviors of agents since, when agents reach the time limit of their sessions, they automatically stop—regardless of the number of remaining queries to be issued, as generated by the QS3+ strategy.
Table 4.1: Interaction costs grounding our agents, as derived from the data from Chapter 2.

<table>
<thead>
<tr>
<th>Time required to...</th>
<th>Value (in seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>...issue a query</td>
<td>9.42</td>
</tr>
<tr>
<td>...examine a SERP</td>
<td>2.00</td>
</tr>
<tr>
<td>...examine a result snippet</td>
<td>3.00</td>
</tr>
<tr>
<td>...examine a document</td>
<td>80.00</td>
</tr>
<tr>
<td><strong>Total session time</strong></td>
<td><strong>2400</strong></td>
</tr>
</tbody>
</table>

**Snippet-Level Stopping Strategies**

Different *snippet-level stopping strategies* can be employed, generally classified between *fixed* (i.e., the agent will evaluate snippets until a certain depth) or *adaptive* strategies (i.e., the number of snippets evaluated may change depending on factors like agent state, presented snippet content, etc.). We use only a fixed snippet-level stopping strategy for our agents, where agents examine snippets to a depth of 10. This is a reasonable depth to examine, and avoids issues with SERP pagination.

4.4.2 Variable SACSM Components

For this study, agents can be instantiated using four variables according to the type of user to be simulated. An overview of these variables is presented in Fig. 4.2.

**Subtopic Switching (φ)**

We propose four different strategies for agents to select and switch between subtopics during their search sessions. These implement the Select Subtopic decision point, as shown in Fig. 4.1. To determine whether agents have explored a subtopic sufficiently, we use a method similar to our approach in Chapter 2 for tracking subtopic exploration. Each clicked document is embedded using SBERT [121] and compared—using the dot product—to pre-computed embeddings for each subtopic of the current topic, as extracted from their Wikipedia articles⁴. Therefore, each document an agent clicks will update an internal state tracker for each subtopic, summing how much the agent ‘explored’ each subtopic. We evaluate four strategies.

- **Greedy** For this strategy, an agent examines each subtopic in turn, according to the order provided by the respective Wikipedia article, only deciding to move to the next subtopic when they have achieved a certain level of progress. Intuitively, this would be the most rational type of user since they follow a subtopic ordering optimized for human understanding (i.e., the order comes from a Wikipedia page). In other words, they will attempt to master one subtopic before moving to the next (prescribed) topic.

- **Greedy-Skip** Instead of the above, an agent subscribing to Greedy-Skip moves to the next subtopic with the *next lowest completion value*. This instantiated agent attempts to minimize the number of documents to be read by querying in a domain with lesser knowledge.

---

⁴Refer to Section 4.4.3 for more information on the use of Wikipedia articles.
• **Reverse** This strategy is similar to Greedy, but the agent examines the subtopics in reverse order, as presented in the corresponding Wikipedia article. The rationale here is that an agent attempts to game the system by first learning the most complex subtopics before moving to easier ones.

• **Random** This strategy randomly selects a new subtopic after each query, with no predefined order. This strategy models a non-rational learner and is a lower bound for our experiments.

**Learning Speed**

$(\lambda)$ This parameter is the same $\lambda$ from the language model proposed by Maxwell and Azzopardi [151] (i.e., the Jelinek-Mercer smoothing of language models). It controls how much an agent relies on their acquired knowledge (i.e., novel terms) when considering whether or not a given snippet should be clicked. The language model is updated whenever the agent clicks on a relevant snippet. In addition, a Maximum Likelihood Estimator [176] is used to decide if a given snippet is attractive. An agent with a low $\lambda$ gives lower weights to terms learned during the session, simulating a slow learner. An agent with a higher $\lambda$, in turn, mimics a user that quickly incorporates new terms, being a fast learner. In our simulations, we use $\lambda \in \{0.1, 0.4, 0.8\}$.

**Exploration**

$(\xi)$ This parameter controls how much the agent should explore a subtopic before being satisfied by what it has ‘learned’. A lower number implies that such an agent is only ‘skimming’ through the topic, inspecting only a few documents per subtopic. In contrast, a higher value implies that such an agent is willing to explore deeper within each subtopic. We trial $\xi \in \{2.0, 6.0, 10.0\}$ for the simulations reported in this paper.

**Tolerance**

$(\tau)$ Finally, this parameter is the threshold that controls how attractive a snippet should be to be clicked [176]. An agent with low $\tau$ is a strict clicker, clicking on fewer, ‘safer’ snippets, while a higher $\tau$ implies a liberal clicker agent, more willing to explore. In our simulations, we trial $\tau \in \{0.0, 1.0, 3.0, 5.0\}$.
Table 4.2: # of subtopics and distinct keywords (KW) for each topic. We determine the ten KWs with higher TF-IDF for each subtopic on the respective subtopic section on Wikipedia. A KW may appear in the top ranks of several subtopics. KW difficulty is given by the age-of-acquisition, as proposed by Kuperman et al. [177].

<table>
<thead>
<tr>
<th>Topic</th>
<th>#Subtopics</th>
<th>#Unique KWs</th>
<th>KW Difficulty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ethics</td>
<td>6</td>
<td>49</td>
<td>10.85</td>
</tr>
<tr>
<td>Genetically Modified Organism</td>
<td>5</td>
<td>33</td>
<td>9.97</td>
</tr>
<tr>
<td>Noise-Induced Hearing Loss</td>
<td>8</td>
<td>56</td>
<td>8.85</td>
</tr>
<tr>
<td>Subprime Mortgage Crisis</td>
<td>8</td>
<td>52</td>
<td>9.81</td>
</tr>
<tr>
<td>Radiocarbon Dating</td>
<td>4</td>
<td>35</td>
<td>9.77</td>
</tr>
<tr>
<td>Business Cycle</td>
<td>4</td>
<td>32</td>
<td>10.70</td>
</tr>
<tr>
<td>Irritable Bowel Syndrome</td>
<td>10</td>
<td>72</td>
<td>9.88</td>
</tr>
<tr>
<td>Theory of Mind</td>
<td>8</td>
<td>67</td>
<td>9.63</td>
</tr>
</tbody>
</table>

4.4.3 Simulation Setup

The setup of our experiments follows that of the user study we presented in Chapter 2.

In this chapter, we use the same eight topics extracted from the TREC CAR 2017 dataset [102], as shown in Table 4.2. Subtopics were also derived from the TREC CAR dataset: they were extracted from first-level headings of the respective Wikipedia articles as they were in December 2017—the dataset’s creation.

Our study uses the Bing Search API to provide a ranking for queries issued by real-world users and our simulated agents. We used a manually curated blacklist of URLs serving Wiki-style clones to filter results returned from the Bing API to prevent agents from encountering a single page that would give them all the information on all subtopics at once. This encourages agents to examine multiple documents and issue queries to find information pertinent to their learning task. Ten results per page were presented to agents to match our stopping strategy (see Section 4.4.1).

4.5 Results

By combining all values of \( \xi, \lambda, \tau \) and \( \varphi \), we instantiate 144 unique agents (using a modified version of the SimIIR framework [151]), and run each agent over all the topics shown in Table 4.2. Our version of SimIIR— and the raw outputs of our simulations—are available at https://github.com/ArthurCamara/simiir_subtopics/. With some methods being non-deterministic, each agent was run ten times—with the average reported. In total, we ran a total of 11,520 simulations.

We show representative examples for each set of measures in Figures 4.3, 4.4 and 4.5. The x axes denote how many documents the agent examined during a search session in all plots. While values on y axes may seem low, they are averaged over many simulations with varying degrees of complexity.

Table 4.3 shows the average value for key measures over all agents of each \( \varphi \) over the eight topics. In the first row, we also show the measures from the FEEDBACKSC cohort from

---

5https://github.com/ArthurCamara/CHIIR21-SAL-Scaffolding/blob/master/data/blocklist.txt (All URLs last accessed January 18th, 2022.)
Table 4.3: Overview of (average) measures across agents and subtopic switching strategies, and real learners extracted from the FEEDBACKSC cohort from Chapter 2.

<table>
<thead>
<tr>
<th>Strategy</th>
<th>#Queries Issued</th>
<th>#Snippets Examined</th>
<th>#Documents Clicked</th>
</tr>
</thead>
<tbody>
<tr>
<td>FEEDBACKSC(N=36)</td>
<td>11.86(±7.60)</td>
<td>152.44(±84.23)</td>
<td>18.50(±9.56)</td>
</tr>
<tr>
<td>Greedy</td>
<td>13.05(±14.93)</td>
<td>133.37(±176.29)</td>
<td>21.32(±7.60)</td>
</tr>
<tr>
<td>Greedy-Skip</td>
<td>13.05(±15.13)</td>
<td>133.23(±177.26)</td>
<td>21.44(±8.88)</td>
</tr>
<tr>
<td>Reverse</td>
<td>12.01(±14.55)</td>
<td>123.28(±173.34)</td>
<td>21.42(±8.78)</td>
</tr>
<tr>
<td>Random</td>
<td>13.03(±16.07)</td>
<td>117.61(±155.80)</td>
<td>21.82(±8.30)</td>
</tr>
</tbody>
</table>

Percentage (%) of Keywords Observed

Our simulated agents are similar on these measures compared to how real-world learners would behave, with a similar number of queries, snippets examined, and documents clicked. While a high deviation is expected, recall that this is an average of 288 agents with a large variation in their parameters (compared to only 36 real-world learners). Results show that our agents are indeed similar to real-world learners. To address our RQ, we break down our analysis further into three sub-questions.

**How Many Keywords can the Agents Find?**

To measure how well the agents can find documents with a high concentration of potentially valuable keywords⁶, we extracted ten keywords for each subtopic from their respective paragraphs from the topic’s Wikipedia article⁷. To do this, we begin by ranking all terms from their portions of the articles (excluding stopwords) by their TF-IDF, with the IDF computed over the whole TREC CAR Wikipedia dump—and selecting the top 10 terms as keywords. We use this subtopic-wise approach (instead of extracting keywords from the whole article) to ensure a fair distribution of keywords over all subtopics, providing a less biased overview of how the agent is performing over the topic. Therefore, each topic has a different number of keywords, reflected by its number of subtopics. Table 4.2 shows

---

⁶As noted in Section 4.3, we do not have explicit relevance judgments.

⁷As an example, the following are extracted keywords for the topic *Ethics*: ethical, ontology, propositions, consequentialism, normative and principles.
Figure 4.4: Fraction of fully explored (i.e., agent reached $\xi$ value) for two different agents (averaged over all topics, weighted by the number of keywords) with varying $\xi$, $\lambda$, and $\tau$.

Each topic’s many subtopics and unique keywords. This setup is similar to previous SAL user studies [59, 62, 64], where study participants were asked to define a list of concepts before and after their search session to evaluate their knowledge gain. We can mimic this setup throughout the entirety of an agent’s search session by requiring the keyword to appear at least a few times (in our case, five) in the documents ‘read’ by the agent.

For two agents, Fig. 4.3 shows how many keywords each approach for $\phi$ discovers during their search sessions after reading a certain number of documents. At the beginning of the search sessions, we observed that agents instantiated with Greedy and Greedy-Skip strategies found keywords faster than agents with Random or Reverse. However, this difference diminishes over time. This is expected since the subtopics ordering comes from Wikipedia articles, which are optimized for human understanding. Therefore, an agent that searches for subtopics in order has a higher probability of encountering documents with more keywords earlier in the session when compared with one that does not. We can also note that Random with higher $\tau$ found more unique keywords, given their high probability of clicking in any document.

**Are the Agents Exploring Enough of the Subtopics?**

Another way to measure how the agents behave is by investigating how their internal Subtopic Trackers evolve during the session (as explained in Section 4.3). If an agent can reach $\xi$ for a given subtopic in a few documents, we can infer that they could quickly find documents related to that subtopic. Fig. 4.4 shows a similar trend to that observed previously, with agents using Greedy and Greedy-Skip strategies clicking on documents that advance their internal tracking faster. This implies that these strategies effectively lead the agents towards better documents faster.

**Are the Agents Following the Order of the Subtopics?**

While the previous measures show that the agents are effective in finding documents related to the topic, they fail to incorporate another essential learning feature, namely that keywords have dependencies. We assume that, for an agent to comprehend what a keyword means entirely, they have to comprehend at least some other, more basic concepts related to the topic at hand. Therefore, an agent that can find documents so that they will
encounter more primary keywords for the topic (i.e., that appear earlier in the Wikipedia article) earlier in the session before facing more complex keywords (i.e., that appear later in the Wikipedia article) is more desirable for a SAL environment. For example, consider the keyword consequentialist for the topic Ethics. Before an agent can adequately understand what it means in this context, they probably need to understand other concepts, like virtue and morality. Therefore, for this analysis, we consider a keyword to be ‘learned’ after the agent has already encountered a certain number of keywords that appear before it in the original Wikipedia article. To account for possible noises in our keyword extraction method, we define this number as 50% of the keywords seen before the current one (e.g., the keyword consequentialist is the 19th out of 49 keywords to appear in the list of extracted terms for the topic Ethics).

Therefore, we only consider a given keyword as learned after the agent has learned at least 30% of the prior terms. As seen in Figure 4.5, we see similar behavior to the one observed above, with Greedy and Greedy-Skip outperforming Random and Reverse, with the difference slowly disappearing throughout the search session. Again, almost all agents repeat this behavior.

These results show that our simulations are close to real users and that there is a clear difference between strategies, with Greedy and Greedy-Skip following the logical structure of the subtopics and generally being better strategies for agents exploring subtopics. Consequently, these should be considered when simulating agents for SAL scenarios.

4.6 Conclusions

In this chapter, we have proposed a novel user model for simulating agents focused on SAL tasks: the Subtopic-Aware Complex Searcher Model, SACSM. Recalling our original research question which considered how different subtopic switching strategies (\(\varphi\)) affected the behavior or simulated agents, we show that strategies that mimic a rational user (i.e., Greedy and Greedy-Skip) are more effective at finding keywords, exploring subtopics and following subtopic structure when compared to other strategies. With 11,520 simulations,

\[\text{This number was decided experimentally, as it was the best to distinguish between the different trial methods.}\]
our study is the first (to the best of our knowledge) that focuses on simulated agents for Search as Learning, enabling future works in both SAL and IIR that may require large quantities of user data, such as Reinforcement Learning models and studies on how changes in the search system may impact the behavior of learners. To further help research efforts, we also make public our implementation of the SACSM, built on top of the already established SimIIR framework.

Finally, this chapter directly addresses ORQ2, as defined in Chapter 1: “How can we model the learner’s behavior and knowledge changes throughout their search session”? By simulating different types of learners, with different sets of parameters, we show that the searcher model of SACSM can not only simulate learners with similar characteristics as real learners, compared to data from our user study from Chapter 2, but also simulate distinct styles of learners, allowing for mimicking of how learners interact with search engines during their learning sessions.
Most recent SAL works, including other chapters in this thesis, focus on drawing correlations between single metrics and learning outcomes. While this is a simple way to pinpoint the impact of specific learner behaviors on their learning outcomes, its simplicity fails to capture the complex causal relationships in the SAL process. Therefore, this chapter answers ORQ2, How can we model the learner’s behavior and knowledge changes throughout their search session, by modeling these relationships with KALM, a causal model for knowledge acquisition. Given its suitability for small, non-normal samples and predictive nature, we employ partial least squares structural equation modeling (PLS-SEM), a multivariate analysis technique, to analyze KALM on three user datasets.

This chapter shows that, for different user cohorts, different variables have distinct impacts on their knowledge gains. While query quality is the main driver for learning outcomes in a broader population, undergraduate-level learners’ exploration effort and essay quality have the biggest impact. The implication is that SAL researchers should carefully consider their audience when designing learning-oriented search systems. Finally, we also discuss how relying only on multiple-choice questionnaires provides an incomplete view of the learning process, yielding a lower explained variance in learners’ knowledge when compared to combining it and open-ended essay writing.

Our findings provide a nuanced understanding of knowledge acquisition during search, laying a foundation for future causality research in IIR. We believe that more causal-oriented studies like ours can drive more rigorous investigations in SAL, ultimately leading to more principled and effective interventions to enhance learners’ experience in search systems.
5.1 Introduction

As discussed in Chapter 1, one of the main driving forces behind SAL research is the discrepancy between general-purpose search engine optimization and the actual learning process [67]. Traditional search engines are generally designed for ad-hoc search, assuming that users encapsulate their entire information need into a single natural language query¹. Therefore, such systems try to maximize the relevance of search results for this singular query. However, this assumption is not always consistent with the behavior of learners, who often have complex information needs that may require multiple rounds of interactions, where learners engage with the search system over longer periods, submitting multiple queries and interacting with multiple documents [25].

As a result, many studies have explored the connections between metrics derived from users’ search interactions, such as the number of queries submitted and time spent reading documents, and some Knowledge Gain (KG) metrics. These studies mostly explore metrics derived from learner interactions with the search system and how they are correlated with such knowledge gain metrics [18, 36, 59, 77, 87, 128–130, 178–180].

However, some key issues persist. First, identifying suitable metrics to measure user learning is far from trivial. In a traditional classroom setting, instructors may grade tests or essays to assess individual student learning. These methods are not feasible in large-scale environments, like SAL. Here, learning metrics need to be scalable. We need metrics that require no human intervention to enable tracking of the learners’ knowledge throughout their search session, as discussed in Chapter 3. And, at the end of their sessions, metrics with minimal or no human intervention, so evaluating learners’ knowledge acquisition becomes feasible even on a larger scale.

To solve these concerns, researchers traditionally rely on metrics derived from the difference in scores between a multiple-choice questionnaire given to learners before and after their search session. These tests are generally based on a set of topic-related questions developed by experts or based on VKS scores, where learners self-report their degree of familiarity with some topic-related keywords².

The second issue with current SAL research arises because, while many prior works have successfully identified metrics correlating with users’ knowledge gains, correlation does not necessarily imply causation. This means that these studies only provide researchers with a partial picture. Without causality, our ability to infer how manipulating an independent variable (e.g., the quality of documents retrieved) might affect a dependent variable (e.g., an increase in the user’s post-test score) is limited.

To address this gap, we here depart from the traditional correlation-focused works in the field and look into the causal relationships between users’ search interactions with the system and their knowledge acquisition during SAL sessions.

Our goals here are threefold: First, to explore to what degree knowledge gain metrics derived from multiple-choice questionnaires can be explained by the learners’ actions while searching. Second, to understand if other metrics can provide a more comprehensive view of learning. Finally, to establish causal relationships between different facets of learners’ interactions and their post-session knowledge gains.

¹With the rise of LLMs and conversational search, this is quickly evolving.
²The survey by Urgo and Arguello [42] covers 40 papers containing SAL studies, with over 25 of them using either of these approaches
Specifically addressing the first goal, we are interested in metrics that retain the scalability of multiple-choice questionnaires, with no (or minimal) human intervention during the assessment phase. For this, instead of relying exclusively on multiple-choice questions, we look into short essays written by learners at the end of their sessions. We use two simple metrics that require no manual human assessment: the number and the density of relevant vocabulary terms in these essays.

Therefore, the two main research questions we aim to address here are the following:

1. Can changes in KG, measured by metrics derived from the learners’ answers to multiple-choice questionnaires, be causally explained by their search behavior?

2. What causal relationships exist between search interactions and knowledge acquisition in SAL, and how strong are they?

To address these questions, we introduce and analyze a novel causal model for knowledge acquisition in SAL, providing researchers with a comprehensive framework for investigating the interplay between various latent variables (LVs) within the search process (e.g., the effort a learner puts into exploring and the quality of submitted queries). This model, named Knowledge Acquisition Learner Model (KALM), not only enhances our understanding of how different behaviors influence users’ knowledge gains but also shows how incorporating essays in the learners’ evaluation significantly improves our ability to understand their learning gains.

To validate KALM and measure the strength of causal relationships between latent variables, we employ partial least squares structural equation modeling (PLS-SEM). PLS-SEM is a versatile multivariate analysis technique well-suited for causal modeling in complex scenarios like those encountered in SAL research [181–184]. Unlike traditional covariance-based structural equation modeling (CB-SEM), which focuses on minimizing the difference between measured and estimated covariances of the model’s variables, PLS-SEM is an “explainer” model. That is, it aims to maximize how much of the variance of dependent variables (e.g., learner’s knowledge gain) is explained by the independent variables in the model (e.g., the quality of the documents found by the learner) [181].

We argue that this “explainer” facet, combined with its lower sensitivity to sample size [183] and non-normal data distributions [185], makes it exceptionally suitable for exploring and validating complex causal relationships between learners’ behaviors and their knowledge acquisition. By employing PLS-SEM, we assess the validity of KALM and leverage it to answer our research questions, looking into three datasets derived from previous SAL user studies with distinct characteristics. Furthermore, we illustrate the utility of PLS-SEM as a valuable tool for SAL researchers, hoping to further encourage its use.

Following the research questions above, this chapter has the following main findings: (i) Multiple-choice questionnaires do not fully capture the intricacies of knowledge acquisition. (ii) A mixed approach, combining multiple-choice questionnaires and simple essay-based metrics, better captures the complex knowledge-acquisition process while being more causally connected to other metrics from the user’s interactions with the search system. (iii) When studying an heterogeneous population of learners, query quality is the latent variable that better explains their learning gains. However, for higher education
learners, their effort in exploring documents is the main predictor for their learning gains, mediated by their essays’ quality.

5.2 Related Work

Measuring Learning

One issue, recently discussed in-depth by Urgo and Arguello [42], is how to measure learning. As discussed in that work and others [65, 186, 187], many approaches for measuring learning exist. Frequently, researchers rely on the difference in assessments between a knowledge test before and after a learner search session and assume that any difference between these two values is due to knowledge acquired while searching.

In their work, Urgo and Arguello [42] outline nine learning assessments that may co-exist in the same study. Specifically, in studies with (i) **self-reported** assessment, researchers ask learners to directly report how much they have learned [23, 28, 32, 35]. With (ii) **implicit measures**, researchers try to predict the learner’s knowledge based on their search behavior [188]. In a study with a (iii) **multiple-choice questionnaire**, learners answer multiple-choice questions potentially created by experts [53, 68, 84, 87]. For (iv) **short-answers assessments**, learners answer open-ended questions with short and objective answers [40, 59, 62, 83]. In (v) **free-recall** studies, participants should list terms and phrases related to concepts and ideas from the learning topic [34, 63]. For (vi) **sentence generation**, learners should create sentences using a set of vocabulary terms. Learning is assessed by the correctness of these sentences [189]. (vii) **Mind mapping** is another technique for assessing learners’ knowledge gains. By asking participants to build mind maps, researchers can estimate how this map grows and how many concepts are added [35, 58]. An (viii) **argumentative essay** requires participants to write a long-form essay defending a position regarding a potentially controversial topic. By assessing the thoroughness of the arguments, researchers can estimate the learners’ knowledge of the topic [190]. Finally, writing a (ix) **summary or an open-ended essay** is a common way to measure learners’ knowledge gains. Learners should summarize what they know about the topic or answer a question using a long-form essay [13, 28, 36, 84, 191].

Despite the variety of methods for assessing learning outcomes, Urgo and Arguello [42] report that the two most common forms, **summary or open-ended essay** and **multiple-choice questionnaire** are used by 40% and 38%, respectively, of the studies covered in that work³.

Therefore, in this chapter, we employ three different datasets for assessing the causal relations between multiple facets of learning. All of them use **multiple-choice questionnaires** for assessing user learning, with **Scaffolding**, from our previous user study, conducted for Chapter 2, also measuring learning with **short answers** and a **summary**. **Lightning**, from Otto et al. [13], also uses an open-ended essay, where learners were asked to discuss concepts they learned about during their search session. Finally, **SearchWell**, from Gadiraju et al. [87], uses only a multiple-choice questionnaire for assessing learners’ knowledge gains.

³We disagree with their classification, however. For instance, our work from Chapter 2 is mentioned as containing short answers only, despite also having VKS questionnaires to discuss concepts they learned about during their search session.
5.2 Related Work

Metrics Correlated with Learning

Previous studies have investigated the impact of user-related features, such as topic [87] and task [128] familiarity, the learner’s prior knowledge of the topic [18, 36, 59, 129, 130], and level of learning-related skills of the learner [37].

As discussed earlier in Chapter 3, Bloom’s taxonomy [114] and its updated version proposed by Anderson et al. [45] are commonly used in SAL studies. Related to this chapter, works that investigate different types of learning have found that a higher cognitive level is usually correlated with increased interactions by the user with the search system [77, 178–180], sometimes leading to less learning in higher-level processes [84] and with changes in searching behavior during search usually related to a change in the learning task [35, 56].

How interventions on the search system correlate with learning is also a common theme in SAL research. For instance, Demaree et al. [190] show that using a smartphone or a laptop while searching impacts user behavior but does not impact knowledge acquisition. Freund et al. [65] examined if a pure HTML interface, as opposed to one with scripts and ads, interferes with learning, showing that a cleaner interface is correlated with higher knowledge gains. Another approach is to measure how active learning strategies may lead to a better learning experience. Here, Roy et al. [40] showed that essays at the end of the search session could be improved by highlighting portions of the text while reading, a similar conclusion to Kammerer et al. [63], who showed that annotating material correlates with better learning outcomes. On the impact on user behavior, but not necessarily knowledge gains, Liu et al. [35] demonstrated that providing learners with a mind-map-creating tool allows researchers to discern better when learners change between learning tasks during their learning process. Finally, in Chapter 2, we demonstrated that providing users with visual feedback while learning changes their searching behavior, with constant feedback leading to more exploration, with no significant changes in knowledge gains.

One of the most frequent themes across multiple studies is how the searching behavior of the learner, measured by metrics ranging from number of queries issued to eye-gazing movement [13, 192–194], changes during the session or how it is correlated with an increase in knowledge. One of the most common results is that users who spend more time reading relevant documents (i.e., increased dwell time) display higher knowledge of the topic at the end of the session [28, 53, 87, 128, 129, 191]. Other metrics correlated with higher levels of learning are the textual complexity of submitted queries [28, 34, 87], the increase of novel terms in subsequent queries [25, 87] and the branchiness (i.e., how often learners revisit certain “anchor” documents) of the learners’ session [25, 195]. Finally, the quality and diversity of the documents encountered by learners is also a metric commonly correlated with learning, albeit not as frequently, given the hard task of defining relevance [28, 68, 128].

Despite the myriad of works investigating how metrics correlate with knowledge gains in SAL, it is not uncommon to find conflicting outcomes. For instance, Vakkari et al. [196] differ from most studies above by finding an inverse correlation between dwell time and document usefulness. They argue that this discrepancy comes from a more laborious post-test, with a writing task instead of a multiple-choice questionnaire. Similarly, Vakkari et al. [55] showed that a higher time spent on each query affects different learning aspects. These results hint at the complex and involved process from querying to document reading to knowledge acquisition, something we study in this chapter.
Predicting Learning outcomes

While most studies cited above mainly correlated different features and metrics to learning gain, explicitly predicting the learning outcomes is also a recurrent theme. The intuition behind this line of research is that if we can accurately predict how much the learner has already learned, one can adapt the search engine accordingly, better serving the learners’ interests, something that we also discuss in Chapter 3 [43, 90, 197].

Works like the ones conducted by Yu et al. [53] and Gritz et al. [86] use machine learning models with dozens of features to try and predict learning outcomes. Yu et al. [53] show that a random forest model can predict knowledge gains with high accuracy, with features like dwell time and time per query being the most useful. Also using a random forest model, Gritz et al. [86] perform extensive feature selection on over one hundred features and show that the complexity of the documents read by learners measured by POS tags and verb clusters are good predictors of the knowledge gains of learners. Similarly, Otto et al. [54] explore how features extracted from documents, especially related to videos, can predict a user’s learning gain. Using 110 features, they demonstrate that the time a learner spends on multimedia pages (i.e., pages with videos) is a good predictor of their knowledge gain when combined with textual features of other documents in the learner’s session.

Using simpler, regression-based models, Guo et al. [52] trained models to predict the success of a user’s search session using fine-grained features such as cursor movements and scrolling. In a follow-up to their previous study, Yu et al. [112] trained different models for different learning tasks, using over 100 web and behavior features. Their results contradict their prior research [53], pointing to logistic regression as the best-performing model for predicting knowledge gains.

Instead of directly predicting the learners’ knowledge gain, researchers have also tried to predict related measurements, like the learner’s current state of knowledge [21] and task difficulty [198]. This type of research mainly supports the idea that a search engine should adapt its results as the learner’s knowledge of the topic evolves.

Causality in SAL

While the prospect of modeling the process by which a learner transitions from formulating queries to acquiring knowledge using a search engine is compelling, few works have
employed causal modeling to characterize this process.

One line of research, mainly spearheaded by Pertti Vakkari, is to use path analysis \[199\] to model the relationship between metrics and knowledge gains. Interestingly, most of these works rely not on multiple-choice questionnaires for assessing learning gains but rather on metrics derived from essays written by the learners, echoing our findings in this chapter that essay-based learning metrics should be preferred.

Path analysis tools draw correlation paths between directly observed metrics, such as the number of vocabulary terms used on queries, and dependent variables, such as learning gains. PLS-SEM, on the other hand, uses similar path analysis techniques over latent variables, not directly observable, but built by combining multiple observable variables. An illustration of the differences between a SEM-based model and a path analysis model can be seen in Figure 5.1.

For instance, Vakkari and Huuskonen \[89\] use a path model to analyze the behavior of medical students using a specialized search engine over six weeks. In that study, learning was measured by the score of an essay written by the students and evaluated by their teachers at the end of the period. The authors’ main finding is that learners’ effort, as measured by the number of search sessions performed by learners and the number of Medical Subject Heading (MeSH) terms “exploded” (i.e., terms from a defined, hierarchical vocabulary that learners can select to be included in the query), degrades precision (i.e., percentage of documents assessed useful). However, this effort also leads to higher essay scores. The authors hypothesize that this counter-intuitive finding is due to a compensatory mechanism by the learners. The increased effort by the learners led to a more careful examination of the documents retrieved, classifying fewer of them as useful but culminating in more structured learning (due to the MeSH terms) and a clearer understanding of the problem (evidenced by a higher correlation with problem formulating scores).

In a later work \[196\], the same authors propose another path model for relating the user behavior to the quality of search results. Interestingly, the authors estimate the quality of the documents a user finds by how many words from the documents are reused in the essays produced at the end of the search process.

That work shows that a longer time spent on each query (i.e., time formulating and examining the SERP produced by that query) negatively impacts the quality of the documents the user finds. However, a higher number of clicks leads to more reused words in the user’s essay. Another finding in that study is that the number of useful clicks per query (i.e., the number of documents with portions of text copied into the final essay divided by the number of queries issued), their path model shows that more clicks lead to more useful clicks, but a longer dwell time per click is an indicator of less useful documents. This finding, contradicting previous works \[28, 53, 87, 128, 129, 191\] is attributed to differences in the task compared to previous research. In this 2019 study, the learning task mainly comprised copying parts of the documents users consider relevant and writing an essay based on these copied portions. The authors hypothesize that users could quickly identify relevant portions of the document and quickly copy them instead of spending time reading and analyzing the document’s quality.

In a work that inspired this chapter, Vakkari et al. \[56\] used factor analysis and path models to analyze how certain search behaviors may improve essay quality at the end of a search session. They demonstrate how higher-level constructs (latent variables (LVs)),
such as query effort and click utility, may predict essay quality. These LVs are indirectly measured by directly observable variables (indicators), such as the number of queries for the query effort and the percentage of useful clicks for the click utility.

Their model, referred to here as Essay Quality Model (EQM), provides a useful starting point for developing a more comprehensive model for knowledge acquisition. It lays a solid statistical and theoretical foundation for the causal relationships between LV and learners’ essay quality.

The authors divided their study participants into two groups according to their writing strategy. A “build-up” group participant gathers material aspect-by-aspect, constructing their essay accordingly. A “boil-down” group participant focuses first on finding large amounts of material, which is later edited for the essay.

The authors find that, for learners in the first group, the effort employed in the querying process, and of clicking in documents, the utility of the clicks, the volume of pastes, and the effort put into writing an essay have a positive and significant impact on the learner’s essay quality. However, the second group’s querying effort hurts their essay quality. The authors explain this finding by claiming that learners in the second group struggle more with writing their queries, leading to low efforts but higher diversity.

While useful as a starting point, the EQM has limitations. First, similar to their previous work [196], it relies heavily on metrics based on how often learners copy and paste content from documents. Second, the EQM does not incorporate direct measurements of the quality of queries submitted and documents read by the learner. This omission makes it challenging to design specific interventions that could improve learning gains in a search system. EQM uses simpler path analysis, which, although useful, can be less versatile in handling complex causal relationships compared to methods based in SEM.

In this chapter, inspired by these works, we aim to model the complex relationships between a learner’s behavior and knowledge acquisition by defining higher-level constructs from lower-level observable metrics, similar to [56]. However, we propose expanding on the simpler path analysis concept by employing PLS-SEM.

PLS-SEM is a multivariate analysis technique for causal modeling that overcomes some of the main issues with traditional path analysis and CB-SEM. It is also more robust to two situations commonly encountered in SAL studies: small sample sizes [183] and non-normal data [185]. Additionally, it allows us to build constructs in a composite manner (also called formative constructs), where, unlike in other path analysis methods, lower-level variables can have a causal relationship to their related construct. This difference is also shown in our toy example in Figure 5.1, where the construct “Document Quality” is causally defined by its indicators “Doc_vocab” (i.e., the number of vocabulary terms in the document) and “Doc_SMOG” (i.e., the reading difficulty of the document). For a more thorough explanation of these topics, we provide an overview of our proposed model on Section 5.3.

As a practical example, the work by Vakkari et al. [56] defines a construct called “query effort”. In their work, this construct is measured by metrics such as the number of queries and seconds spent querying. By using PLS-SEM, we can also define a construct of query quality that, instead of being indirectly measured by a set of metrics, is defined as being caused by indicators such as the average age-of-acquisition of the query terms and the ratio of relevant vocabulary terms present in the query.
Therefore, by leveraging PLS-SEM, our analysis in this chapter results in insights into how the different facets of this complex process of acquiring knowledge while searching are influenced by each other.

5.3 A Causal Model for Knowledge Acquisition

In traditional SAL research, the typical approach involves extracting a set of user behavior features from the usage logs of a search system, such as the number of queries issued or the time spent reading documents. This is the same approach we use in Chapters 3, 2 and 4. Then, learning is measured using straightforward metrics, such as the difference between a pre— and a post—search multiple-choice questionnaire or vocabulary test. By comparing these two data sets, we can draw correlations and speculate about the effects of certain behaviors on learning outcomes.

Although this approach has its merits and has been the prevailing methodology driving research in the field, it often oversimplifies the complexities of the knowledge acquisition process. It limits our understanding of what factors contribute to users’ learning gains. Correlations do not properly capture many aspects of learning and search behaviors, especially when dealing with more complex latent variables rather than single metrics. For instance, how do we account for the quality of the queries issued or the effort put into exploring multiple documents? These factors are not easily quantifiable, but their interaction may play a critical role in learning.

Some works, such as EQM, proposed by Vakkari et al. [56] and discussed in Section 5.2, use more powerful statistical methods, such as path analysis, to try and understand the causality underlying this process. However, these are not without their problems, such as the need for large sample sizes and lack of LVs that are causally defined[181–184].

To ameliorate these issues, we propose the Knowledge Acquisition Learner Model (KALM). Similarly to EQM, KALM also models measures of users’ effort in formulating queries and finding relevant documents, but it also models the quality of these artifacts. By incorporating a larger set of metrics and covering more facets of the search process, we aim to understand better the causal relationships between search behaviors and knowledge acquisition. An overview of KALM can be seen in Figure 5.2.

We begin this section with a brief introduction to SEM and an explanation of our rationale for using the partial least squares (PLS) variant instead of the more traditional CB-SEM method. We then describe KALM as a structural equation modeling, dividing it into two parts: structural model and the measurement model (c.f. Hair et al. [199]). While the former outlines the relationships between LVs, the latter establishes how each LV is connected to a set of measurable variables that provide a measure of the LV.

5.3.1 Structural Equation Modeling

Although SEM has been widely used in research in social sciences (c.f. Hair et al. [199]), its applications in SAL and general IIR are still incipient [88]. When engaging with search systems, learners acquire knowledge by submitting queries, assessing SERPs, and reading documents. SEM, by representing constructs (i.e., an abstract concept, such as the quality of a document) as latent variables, allows for the modeling of unobservable cognitive processes and individual differences that can impact learning outcomes.
A primary research objective in SAL, as discussed in Chapter 1, is in defining metrics that lead to higher knowledge gains during a search session [53–55]. Consequently, PLS-SEM [200] is suitable for analyzing the causal relationships between learners’ search behaviors and knowledge gains. PLS-SEM focuses on maximizing the explained variance of dependent variables, making it an ideal choice for predictive analysis and identifying potential causal relationships. In contrast, the more commonly used CB-SEM emphasizes model fit and theory testing, rendering it more suitable for hypothesis testing and theory confirmation [201].

PLS-SEM’s ability to handle complex models with multiple latent variables and relationships facilitates the exploration of intricate relationships between variables and better modeling the dynamic nature of cognitive processes during search sessions. Furthermore, PLS-SEM is less sensitive to sample size [183] and non-normal data distributions [185], making it a more practical choice for studies where such challenges are encountered, as is often the case in SAL research.

SEMs comprises two main components: the structural and measurement models. We discuss how we define each of these for KALM in Sections 5.3.2 and 5.3.3, respectively.

### 5.3.2 Structural Model

![Figure 5.2: Overview of the structural model of KALM. Arrows between latent variables denote a causal relationship between them. Boxes in cyan and azure indicate reflective and formative latent variables, respectively.](image)

The structural model outlines how each construct, represented by a LV, interacts with others. Each arrow in the model signifies a causal relationship between two LVs. Figure 5.2 illustrates the structural model for KALM. For defining what LVs to incorporate into KALM, we start from the EQM defined by Vakkari et al. [55] and expand on it by incorporating LVs related to metrics available in our datasets (c.f. Section 5.4). When defining the sequence of the LVs, we follow a natural order of query → documents → knowledge gain. Given the flexibility of PLS-SEM and its exploratory nature [200], there is room for experimen-
tation on how to refine further the LVs defined here. However, as shown in Section 5.5, KALM yields good validity for the datasets studied in this chapter. Therefore, KALM has the following latent variables:

- **Query Effort (QE)**: Measures the learner’s effort in their querying strategy. It considers metrics such as the total number of queries submitted by the learner and the time spent formulating queries.

- **Query Exploration (QX)**: Gauges the amount of exploration the learner performs for each query. Here, metrics such as the number of documents clicked per query, the maximum SERP depth clicked, and the average time spent exploring each query are used.

- **Session Exploration (SX)**: Measures how much exploration the learner performed during their total search session. This is determined by metrics such as the number of documents read, queries that resulted in a click, session length, etc.

- **Writing Effort (WE)**: Considers the amount of effort the learner puts into writing their essays at the end of the session, measured by the length of the essay, number of essay terms originating from documents encountered by the learner, etc. Recall that we use these essays as one of the main components when assessing learner’s knowledge gains and, therefore, hypothesize that this LV will have a sizeable impact on learners’ knowledge gain.

- **Knowledge Gain (KG)**: An endogenous (or dependent) variable that quantifies the amount of knowledge a learner has acquired by the end of their search session.

- **Query Quality (QQ)**: Assesses the quality and diversity of each query submitted by the learner. This includes aspects like query term diversity and usage of vocabulary terms on a per-query basis.

- **Document Quality (DQ)**: Evaluates the quality of the documents found by the learner, covering aspects such as textual complexity, readability, and the presence of specific vocabulary terms.

It is worth noticing that the influence of each construct on a learner’s knowledge acquisition varies across studies. As highlighted by Vakkari [202], there are discrepancies in the magnitude and even the signal (i.e., positive or negative) of the impact of variables. For instance, Mao et al. [203] reported a negative correlation between the number of documents visited by a learner and their learning gain, while Guo et al. [52] found the opposite. Such discrepancies may arise due to differences in experimental design, populations, or contexts across studies.

Despite these inconsistencies, the logical causal sequence from queries to documents and finally to knowledge gains is well-established. In this sequence, the queries submitted by the learner guide the search system in retrieving relevant documents, and the interaction with these documents subsequently contributes to knowledge gains.

\(^4\text{c.f. Section 5.4 for a discussion on how vocabulary terms are selected.}\)
5.3.3 Measurement Model

The measurement model in SEM links LVs to measured variables (MVs) [204]. An LV is usually an abstract concept difficult to directly measure (e.g., Query Effort (QE)). In contrast, an MV, when connected to an LV, serves as an observable indicator providing a quantifiable value to the LV (e.g., the number of SERPs visited for each query)⁵.

The relationship between an LV and its indicators can be either formative or reflective. In reflective relationships, the MVs are assumed to measure the underlying LV equally well and be highly correlated; changes in the LV induce changes in all associated indicators. This model aligns with the one used in CB-SEM. Conversely, a formative model, also known as causal-formative, assumes that the MVs, when combined, determines the variability in the LV, effectively inverting the relationship.

Keeping this distinction in mind, we classify two of the LVs in KALM—DQ and QQ—as formative. This decision stems from the fact that both DQ and QQ are multifaceted constructs that incorporate various non-interchangeable MVs. These constructs necessitate a mix of diverse indicators to capture the quality of a document and a query [205].

Furthermore, these constructs—DQ and QQ—are primary intervention targets in SAL studies. Strategies to enhance the quality of retrieved results (e.g., retrieving documents with more terms related to the learner’s goal, as proposed by Syed et al. [97]) and to increase query diversity (e.g., encouraging usage of novel vocabulary terms, as suggested by us in Chapter 2) are common in SAL research. As such, establishing a causal relationship between specific indicators and these latent variables could inform future studies and help interpret past results.

5.4 Datasets

Table 5.1: Comparison between the three datasets analyzed in this study. Statistics are computed after filtering of participants with no queries, clicks, visits, or that interacted with documents not in English (for Scaffolding and SearchWell) or German (for Lightning).

<table>
<thead>
<tr>
<th></th>
<th>Scaffolding</th>
<th>Lightning</th>
<th>SearchWell</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participants</td>
<td>120</td>
<td>110</td>
<td>235</td>
</tr>
<tr>
<td>Topics</td>
<td>7</td>
<td>1</td>
<td>11</td>
</tr>
<tr>
<td>Source of participants</td>
<td>Crowd-sourcing (Prolific)</td>
<td>Undergraduate students</td>
<td>Crowd-sourcing (Mech. Turk)</td>
</tr>
<tr>
<td>Session length</td>
<td>42m55s ± 12m4s</td>
<td>24m36s ± 6m45s</td>
<td>6m15s ± 6m32s</td>
</tr>
<tr>
<td>Queries</td>
<td>9.37 ± 6.6</td>
<td>4.1 ± 3.0</td>
<td>2.02 ± 2.2</td>
</tr>
<tr>
<td>Documents Visited</td>
<td>21.55 ± 11.5</td>
<td>25.6 ± 21.9</td>
<td>2.55 ± 1.9</td>
</tr>
<tr>
<td>Multiple-choice?</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Essays?</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
</tr>
<tr>
<td>Avg. ALG</td>
<td>0.55 ± 0.4</td>
<td>0.2 ± 0.2</td>
<td>0.3 ± 0.2</td>
</tr>
<tr>
<td>Avg. RPL</td>
<td>0.29 ± 0.2</td>
<td>0.0 ± 0.0</td>
<td>0.5 ± 0.2</td>
</tr>
<tr>
<td>Vocab terms per topic</td>
<td>10</td>
<td>10</td>
<td>16.2</td>
</tr>
<tr>
<td>Avg. Essay length</td>
<td>132.26 ± 58.0</td>
<td>200.9 ± 73.4</td>
<td>—</td>
</tr>
</tbody>
</table>

⁵As in most PLS literature, we use the terms latent variable (LV) and “construct” interchangeably, as well as measured variable (MV) and “indicator”.

To ensure that our results are consistent across multiple scenarios, \textit{KALM} should be capable of explaining causal relationships and identifying general trends in more than one search context. Therefore, we experiment with \textit{KALM} in three distinct datasets of past SAL user studies, including our work of Chapter 2. This approach of using secondary (or archival) data when exploring PLS-SEM gives us a better and more effective interplay between theory and the available data, at the cost of a potentially worst model fit when compared to data collected for validating an existing model [206].

Therefore, we utilize three different datasets in our experiments, each with distinctive characteristics: Scaffolding, from Chapter 2, SearchWell, from Gadiraju et al. [87] and Lightning, published by Otto et al. [13].

While the datasets may vary considerably across multiple dimensions, this selection allows us to explore how the interactions between variables may differ in the different conditions of each user study. Table 5.1 highlights some differences across the three datasets.

One main difference is how each dataset recruited learners for their user studies. While Scaffolding and SearchWell recruited participants from crowdsourcing platforms (Prolific and Amazon Mechanical Turk, respectively), Lightning relied on undergraduate students. This distinction may play a considerable role in the result, as crowdsourcing platforms are known to have a considerable proportion of low-quality participants [207]. Additionally, the discrepancy in educational background may contribute to variations in their previous knowledge and learning potential. Finally, this difference also plays a role in the setting of each study. While crowd workers performed their searches on personal desktops, factors such as attention level or external distractions are not controlled in differing scenarios. Meanwhile, participants in the Lightning dataset performed their search sessions in a controlled lab setup.

Another distinction is in the selection of topics. Participants from the Scaffolding dataset were asked to learn about one of seven topics. Participants conducted a pre-test questionnaire on two random topics, and the one with the lower pre-test score was selected. As for SearchWell, participants were randomly assigned to one of ten topics. In the case of Lightning, all participants were required to search about the same topic. These differences may also influence results, as topics may have considerable difficulty differences.

Regarding session duration, Scaffolding required participants to search for at least 30 minutes before taking a post-test, while the other studies set no minimum duration. Conversely, Lightning set an upper time limit of 30 minutes, and SearchWell imposed no time constraints. On average, sessions from Scaffolding participants are 7 times longer than SearchWell participants, with 4.5 times more queries submitted and 8 times more documents. Participants in Lightning took 4 times longer in their session, submitted 2 more queries, and read 10 times more documents than in SearchWell.

Language-wise, participants in the Scaffolding dataset were fluent English speakers, while Lightning recruited German-speaking students. SearchWell, on the other hand, did not impose any prior language restrictions. To avoid significant discrepancies within the same dataset (e.g., the number of tokens in a query written in English or Russian can vary drastically), we excluded participants from SearchWell who issued queries in languages other than English or interacted with non-English documents. This further reduced the number of participants from 420 to 235.

All three datasets measure learning gains using a set of multiple-choice questions that
participants answer before and after the study. While Scaffolding focuses on a set of relevant keywords extracted from Wikipedia, Lightning reuses questions from a previous study on multimedia learning [208] and SearchWell employs the list of questions from the TREC 2014 Web Track dataset. Participants in Scaffolding and Lightning were also asked to write a short essay on what they have learned during their search session. Originally, these essays were not evaluated in the Scaffolding dataset, but rather used as a sanity check to verify whether their answers were coherent and filter potentially bad actors from the pool of participants. However, the authors from Lightning manually evaluated all the essays, scoring them on a scale from 0 to 10 on how many relevant concepts participants correctly defined in the essay.

As mentioned in our second research question, we want to understand if metrics based on vocabulary usage in essays can assess learner knowledge gains better. We also use the same vocabulary terms in some metrics related to the quality of the documents and queries issued by the learners (c.f. Tables 5.2 and 5.3). Therefore, we necessitate a vocabulary of topic-relevant terms for each topic.

For the Scaffolding dataset, we employ the list of keywords used in the original study for the vocabulary test. As for Lightning and SearchWell, we utilize YAKE [115] to extract salient unigram and bigram keywords for the questions used in pre- and post-tests questionnaires in these datasets. We then manually filter these to eliminate duplicates and lower-quality keywords and to keep at least one term per question.

The documents visited by participants were retrieved using the WayBack Machine API⁶, timed as closely as possible to the date reported in each respective study. In cases where URLs were not listed in the Web Archive index or were no longer available, they were omitted from the dataset. To replicate the original formatting of the pages as closely as possible, we employed Selenium⁷ for page rendering. We extracted the text using the jusText Python library⁸.

From all datasets, participants were excluded if they did not submit any queries, did not click on any SERP links, did not visit any documents, or if we could not retrieve any of their visited documents (i.e., the visited URLs were not accessible on the Web Archive). Table 5.1 showcases key statistics for these refined datasets.

Finally, a note on data availability. The same set of indicators was extracted for all three datasets whenever possible. However, as the datasets used here were not primarily collected to test an existing SEM model, some metrics may not be available for individual datasets. For instance, information on bookmarked documents is only provided by Scaffolding, while only Lightning provides a pre-test essay and scores for all participants’ essays. The comprehensive list of keywords for each dataset, as well as the full set of processed logs, HTMLs, and extracted texts, is available on GitHub⁹.

### 5.5 Assessing KALM

The evaluation criteria for CB-SEM and PLS-SEM are fundamentally distinct. CB-SEM aims to minimize the discrepancy between observed and estimated covariances in both

---

⁷https://www.selenium.dev/
⁸https://github.com/miso-belica/jusText
⁹https://github.com/ArthurCamara/cauSAL
the dataset and the proposed model. This enables quality to be directly assessed through various $\chi^2$-based metrics. On the other hand, PLS-SEM’s primary goal is to maximize the explained variance of dependent variables—in our context, the KG experienced by a learner after their search session. This necessitates a separate evaluation of each model component to gauge its predictive performance for each dependent variable and construct.

In assessing a PLS-SEM model like KALM, our first task is to evaluate the measurement model for each construct to ensure its validity. This entails analyzing the relationship between the indicators and the constructs, which requires a separate evaluation of both reflectively and formatively measured constructs, with several scores calculated during this stage to validate each component.

Two key values of each indicator are reported here: outer loading ($l_i$) and outer weight ($w_i$). $l_i$ measures the correlation between the indicator and its LV. It can be interpreted as the absolute measure of the correlation between an indicator and its construct, regardless of the other indicators. On the other hand, the $w_i$ measures the indicator’s contribution to its LV. It represents the relative importance of the causal relationship between the indicator and its construct, considering the influence of the other indicators.

With a validated measurement model, we then turn our attention to the structural model, or path model, of KALM. This phase of the assessment focuses on measuring the significance and magnitude of the relationships between the constructs, as well as their explanatory power—that is, how well the exogenous variables can explain the variance of the endogenous variable KG.

In this step, the main metric of interest is the path coefficient. These values describe the strength of the relationship between two LVs. They are computed as regression coefficients when regressing from the dependent to the independent LVs and are interpreted as the size of one LV’s causal effect on another.

As discussed in Section 5.4, our study is exploratory and based on secondary data—archival information (i.e., from previous studies) not initially gathered to validate an existing model. Therefore, we do not anticipate achieving an exceptional model fit [206]. Rather, our primary objective, answering the research questions proposed in the introduction, is to identify variables that better reflect the Knowledge Gain of a learner during their search session in the form of better indicators for the KG construct, and to identify the variables linked to higher knowledge gains, thereby providing a foundation for future SAL research.

All of our estimates of our PLS-SEM were computed using the SmartPLS software version 4.0.9.3 [209]. Statistical significance analysis was conducted with bias-corrected bootstrapping with $K = 10000$ re-samples. As the analysis is performed on secondary data, we assume a significance level of $\alpha = 0.1^{10}$. When reporting our results, we mostly adhere to the procedures and guidelines described by Hair et al. [210] for reporting results and assessing our model’s quality. We suggest consulting Hair et al. [200], specifically chapters 4, 5, and 6, for a detailed explanation of the tests and steps involved. Finally, following the inverse square root method for minimum sample size [183], assuming a power level of 80% and significance levels of 10%, the minimum required sample size is 73 participants, below the size of the smallest dataset in our collection (110).

---

[10] As the data used in this chapter was not collected specifically for this study, we allow for a slightly higher significance level than otherwise [206].
5.5.1 Assessing the Reflective Measurement Models

When assessing the validity of the reflective measurement models, we evaluate indicator reliability, internal consistency, convergent validity, and discriminant validity for each construct. Recall that a reflective construct is defined by a set of indicators that are highly inter-correlated, consistently measuring the same latent construct. Table 5.2 presents the results of the reflective measurement assessment for all datasets.

First, indicator reliability is assessed using the outer loading for each indicator. Ideally, all indicators should exhibit high and statistically significant $l_i$. When $l_i > 0.7$, the construct can explain more than 50% of the indicator’s variance.

Next, we examine internal consistency, which measures the intercorrelation among the indicators. This is quantified using the reliability coefficient ($\rho_a$) [211]. A $0.6 < \rho_a < 0.95$ is considered acceptable [212, 213], indicating that the indicators of the LV are highly correlated and consistently measure the same underlying construct.

Convergent validity, which measures how well the LV’s variance explains the indicators’ variance, is also examined. The AVE metric is utilized for this purpose. A AVE > 0.5 signifies that the latent variable explains more than half of the variance in its indicators.

Lastly, we assess discriminant validity, which measures the distinctness of a construct relative to other constructs. The heterotrait-monotrait ratio (HTMT) measures the difference between intra- and cross-construct correlations. An HTMT below 0.9 for all pairs of constructs is considered acceptable.

Note that these guidelines, as discussed by Hair et al. [200] and [210], are general, and the specific thresholds may vary depending on the particularities of the study.

When assessing the results, removing certain indicators from a dataset may be necessary if the LV does not meet the criteria above. Removing problematic indicators strengthens the validity of the LV. As an example, removing QX_Dwell from Lightning increases QX’s AVE from 0.446 to 0.519 (above the 0.5 threshold) and $\rho_a$ from 0.885 to 0.944. The removal of an indicator implies that, for that dataset, that indicator is not correlated enough with its respective LV. Although we still report their $l_i$, a removed indicator is excluded from the model and not considered in subsequent analyses.

An indicator is always removed if $l_i < 0.4$, implying a very weak correlation with the LV. Indicators within the range $0.4 \leq l_i < 0.7$ are considered for removal only if the LV does not meet the quality criteria for AVE and $\rho_a$ and the removal of these indicators helps to bring the LV within the acceptable range for these measures. Removing an indicator signifies that, for that specific dataset, the indicator is not sufficiently correlated with the other measures of the same construct. Any indicators that have been removed are Grayed-out in Table 5.2 for clarity. Rows with indicators that differ considerably between datasets (i.e., were removed in some and kept in other datasets) are marked with ♦.

There are many reasons why one indicator may be retained for one dataset but not another. Mostly, this is due to small divergences in how each metric is calculated and in the population sampled for each dataset. As an example, the low $l_i$ for QE_FormTime in the Lightning dataset can be explained by the higher level of familiarity of the participants with the search engine used. While Scaffolding and SearchWell required users to use a custom search engine, Lightning participants mostly used Google.

Another possible reason is how a metric is calculated in the provided user logs. While Scaffolding and SearchWell participants were expected to search linearly (i.e., each new
Table 5.2: Indicators, outer loadings (OL), reliability coefficient ($\rho_a$) and average variance extracted (AVE) for the reflective LVs for all datasets. Indicators for QX and QQ are averaged over all queries. Superscript * mean statistically significant results. Cells with dashes (—) are values that are not possible to compute on the given dataset. Indicators that are grayed-out are not considered in further analysis. Rows removed in some datasets but not others are marked with an indicator ♦.

<table>
<thead>
<tr>
<th>LV</th>
<th>Indicator</th>
<th>Definition</th>
<th>Scaffolding</th>
<th>Lightning</th>
<th>SearchWell</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>OL $\rho_a$ AVE</td>
<td>OL $\rho_a$ AVE</td>
<td>OL $\rho_a$ AVE</td>
</tr>
<tr>
<td>♦ QE_FormTime</td>
<td>Time (s) formulating queries</td>
<td>0.567*</td>
<td>0.364*</td>
<td>0.810*</td>
<td></td>
</tr>
<tr>
<td>QX</td>
<td>QE_Qcount</td>
<td>Queries issued</td>
<td>0.937*</td>
<td>0.922*</td>
<td>0.879*</td>
</tr>
<tr>
<td></td>
<td>QQ_Toks</td>
<td>Query tokens</td>
<td>0.939*</td>
<td>0.961*</td>
<td>0.973*</td>
</tr>
<tr>
<td></td>
<td>QQ_UniqToks</td>
<td>Unique query tokens</td>
<td>0.936*</td>
<td>0.902*</td>
<td>0.942*</td>
</tr>
<tr>
<td></td>
<td>QQ_Clicks</td>
<td>Documents clicked</td>
<td>0.919*</td>
<td>0.824*</td>
<td>0.898*</td>
</tr>
<tr>
<td></td>
<td>QQ_Visits</td>
<td>Documents visited</td>
<td>0.961*</td>
<td>0.689*</td>
<td>0.922*</td>
</tr>
<tr>
<td></td>
<td>QQ_Docs</td>
<td>Unique documents</td>
<td>0.937*</td>
<td>0.882*</td>
<td>0.927*</td>
</tr>
<tr>
<td></td>
<td>QQ_MaxDepth</td>
<td>Max. ranking of clicked docs</td>
<td>0.741*</td>
<td>0.457*</td>
<td>0.645*</td>
</tr>
<tr>
<td></td>
<td>QQ_SERPTime</td>
<td>Time (s) spent in SERPs</td>
<td>0.732*</td>
<td>0.709*</td>
<td>0.671*</td>
</tr>
<tr>
<td></td>
<td>QQ_Time</td>
<td>Time (s) between Queries</td>
<td>0.785*</td>
<td>0.897*</td>
<td>0.114*</td>
</tr>
<tr>
<td></td>
<td>QQ_SERPs</td>
<td>SERPs viewed</td>
<td>0.761*</td>
<td>0.427*</td>
<td>0.336*</td>
</tr>
<tr>
<td></td>
<td>QQ_Dwell</td>
<td>Total dwell time</td>
<td>0.166</td>
<td>0.200</td>
<td>-0.235</td>
</tr>
<tr>
<td></td>
<td>QQ_Repair</td>
<td>Bookmarked docs</td>
<td>0.769*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SX_Visits</td>
<td>Documents visited</td>
<td>0.911*</td>
<td>0.650*</td>
<td>0.952*</td>
</tr>
<tr>
<td></td>
<td>SX_Docs</td>
<td>Unique documents</td>
<td>0.948*</td>
<td>0.894*</td>
<td>0.970*</td>
</tr>
<tr>
<td></td>
<td>SX_Domains</td>
<td>Unique domains</td>
<td>0.871*</td>
<td>0.840*</td>
<td>0.897*</td>
</tr>
<tr>
<td></td>
<td>SX_Clicks</td>
<td>Queries with clicks</td>
<td>0.712*</td>
<td>0.735*</td>
<td>0.605*</td>
</tr>
<tr>
<td></td>
<td>SX_Duration</td>
<td>Session duration</td>
<td>0.431*</td>
<td>0.689*</td>
<td>0.560*</td>
</tr>
<tr>
<td></td>
<td>SX_Dwell</td>
<td>Sum of dwell times</td>
<td>-0.164</td>
<td>0.522*</td>
<td>0.392</td>
</tr>
<tr>
<td></td>
<td>SX_Charity</td>
<td>Session’s branchiness</td>
<td>0.948*</td>
<td>0.857*</td>
<td>0.953*</td>
</tr>
<tr>
<td></td>
<td>SX_Bookmarks</td>
<td>Bookmarked documents</td>
<td>0.661*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WE</td>
<td>WE_EssLen</td>
<td>Number of terms in essay</td>
<td>0.513*</td>
<td>0.985*</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>WE_EssUniq</td>
<td>Unique terms in essay</td>
<td>0.924*</td>
<td>0.983*</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>WE_EssDoc</td>
<td>Essay terms from documents</td>
<td>0.937*</td>
<td>0.507*</td>
<td>—</td>
</tr>
<tr>
<td>KG</td>
<td>KG_Alg</td>
<td>Absolute Learning Gain</td>
<td>0.596*</td>
<td>0.853*</td>
<td>0.980*</td>
</tr>
<tr>
<td></td>
<td>KG_AlgPost</td>
<td>Post-test score</td>
<td>0.587</td>
<td>0.619*</td>
<td>0.116</td>
</tr>
<tr>
<td></td>
<td>KG_RPL</td>
<td>Realized Learning Gain</td>
<td>0.600*</td>
<td>0.547*</td>
<td>0.910*</td>
</tr>
<tr>
<td></td>
<td>KG_EssCov</td>
<td>% of all vocabulary terms in essay</td>
<td>0.848*</td>
<td>0.441*</td>
<td>—</td>
</tr>
<tr>
<td>KG</td>
<td>KG_EssDen</td>
<td>Vocabulary density</td>
<td>0.851*</td>
<td>0.172</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>KG_EssALG</td>
<td>Essay’s ALG</td>
<td>—</td>
<td>0.776*</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>KG_EssRPL</td>
<td>Essay’s RPL</td>
<td>—</td>
<td>0.850*</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>KG_EssPost</td>
<td>post-test essay score</td>
<td>—</td>
<td>0.993*</td>
<td>—</td>
</tr>
</tbody>
</table>
query should be issued on the same SERP and multiple browser tabs are prohibited), Lightning participants had no such constraint, with participants frequently opening multiple tabs and not returning to the original SERP. Therefore, computing the difference in time between the moment the last document for a query is closed and the subsequent query is issued is not trivial and potentially noisy.

An interesting finding from Table 5.2 is that most indicators based on multiple choice questionnaires show small \( \ell_1 \)s for the KG construct in both Scaffolding and Lightning datasets. This suggests that essay-based metrics are more inter-correlated, creating a more cohesive representation of learners’ Knowledge Gains (KGs). This finding starts answering our first research question (can changes in KG, measured by metrics derived from the learners’ answers to multiple-choice questionnaires, be causally explained by their search interactions?) by showing that essay-based metrics are more cohesive, measuring the same underlying construct (i.e., KG).

We hypothesize that this happens due to the more nuanced aspect of essay evaluations, with higher variance and capturing a more comprehensive view of a learner’s knowledge, as discussed by Urgo and Arguello [42]. This result also underscores the insufficiency of questionnaire-based assessments in capturing the full extent of learning, highlighting the need for diverse, robust metrics such as those derived from automatic essay evaluations.

After removing problematic indicators, all reported values of \( \rho_a \) and AVE fall within acceptable quality thresholds. While not shown in the table, the HTMT ratios (measuring the differences between intra— and cross—construct rations) also reveal no issues, indicating that all LVs measure distinct concepts. With the reflective model assessment complete, we now turn our attention to the analysis of the formative model.

### 5.5.2 Assessing the Formative Measurement Models

Formative measurement model evaluation involves checking convergent validity, collinearity, and significance and relevance of indicator weights, with results provided in Table 5.3.

The convergent validity of a construct is determined by the correlation between the latent variable (LV) and an alternative reflective measure of the same construct. A LV is considered valid if the path coefficient is robust, ideally exceeding 0.7.

Collinearity issues may occur when an indicator is highly correlated with others within the same construct. Excessive collinearity is undesirable since a formative model is a linear combination of multiple distinct indicators. It can inflate the model’s weights’ standard error, reducing the probability of statistically significant weights. Additionally, it could lead to incorrectly estimated weights and potentially cause sign changes (i.e., an indicator with a positive impact having a negative weight). We use the variance inflation factor (VIF) metric to evaluate collinearity, quantifying the standard error inflation due to collinearity in an indicator. Acceptable VIF values are generally less than 5.0.

Lastly, the significance and relevance of each indicator are assessed. This involves evaluating the value and significance of the \( w_i \) (i.e., the relative causal contribution to the construct) and the \( \ell_i \) (i.e., the absolute importance of the indicator when other indicators are not considered).

Formative indicators with non-significant weights may still be retained due to the multifaceted nature of formative constructs. In the absence of VIF issues, an indicator covering an important aspect of the construct should only be considered for removal if it
Table 5.3: Indicators, outer weights (OW) and outer loadings (OL) for the indicators of the formatively measured LVs. Superscripts * indicates a value significantly different from 0. Indicators that are grayed-out are removed before further analysis. Rows removed in some datasets but not others are marked with an indicator ♦.

<table>
<thead>
<tr>
<th>LV</th>
<th>Indicator</th>
<th>Definition</th>
<th>Scaffolding OW</th>
<th>Scaffolding OL</th>
<th>Lightning OW</th>
<th>Lightning OL</th>
<th>SearchWell OW</th>
<th>SearchWell OL</th>
</tr>
</thead>
<tbody>
<tr>
<td>DQ</td>
<td>DQ_AoA</td>
<td>Avg. AoA</td>
<td>-0.335* -0.025</td>
<td>0.506* 0.357*</td>
<td>0.266</td>
<td>0.154</td>
<td></td>
<td></td>
</tr>
<tr>
<td>♦</td>
<td>DQ_ParNum</td>
<td># of paragraphs</td>
<td>0.037</td>
<td>0.437*</td>
<td>-0.044</td>
<td>-0.248</td>
<td>0.329</td>
<td>0.12</td>
</tr>
<tr>
<td>♦</td>
<td>DQ_ParLen</td>
<td>Avg. paragraph length</td>
<td>0.353* 0.415*</td>
<td>-0.080</td>
<td>-0.319</td>
<td>-0.456</td>
<td>-0.490</td>
<td></td>
</tr>
<tr>
<td>♦</td>
<td>DQ_SMOG</td>
<td>SMOG readability</td>
<td>-0.058 -0.377*</td>
<td>-0.283</td>
<td>-0.453</td>
<td>0.095</td>
<td>-0.165</td>
<td></td>
</tr>
<tr>
<td></td>
<td>DQ_UniqRatio</td>
<td>% of unique terms</td>
<td>0.108</td>
<td>-0.369*</td>
<td>0.589*</td>
<td>0.393*</td>
<td>-0.326</td>
<td>-0.375*</td>
</tr>
<tr>
<td>♦</td>
<td>DQ_VocabRatio</td>
<td>% of vocabulary terms</td>
<td>0.772* 0.889*</td>
<td>1.013* 0.499*</td>
<td>0.648*</td>
<td>0.819*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>♦</td>
<td>DQ_Vocab</td>
<td># of vocabulary terms</td>
<td>0.228</td>
<td>0.703*</td>
<td>0.266</td>
<td>0.032</td>
<td>-0.073</td>
<td>0.183</td>
</tr>
<tr>
<td>♦ ♦</td>
<td>DQ_ImgNum</td>
<td># of &lt;img&gt; tags</td>
<td>-0.150</td>
<td>-0.092</td>
<td>0.223</td>
<td>0.333</td>
<td>0.404*</td>
<td>0.338*</td>
</tr>
<tr>
<td>♦</td>
<td>QQ_AoA</td>
<td>Avg. AoA</td>
<td>0.191</td>
<td>0.247</td>
<td>0.137</td>
<td>0.244</td>
<td>0.242* -0.018</td>
<td></td>
</tr>
<tr>
<td>♦</td>
<td>QQ_IDF</td>
<td>Harmonic avg of terms IDFs</td>
<td>0.372* 0.033</td>
<td>0.245</td>
<td>0.412</td>
<td>0.440*</td>
<td>0.048</td>
<td></td>
</tr>
<tr>
<td>♦</td>
<td>QQ_TokNum</td>
<td># of tokens</td>
<td>0.303* 0.179</td>
<td>0.855* 0.878*</td>
<td>1.175*</td>
<td>0.738*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>♦</td>
<td>QQ_VocabRatio</td>
<td>% of vocabulary terms</td>
<td>0.967* 0.917*</td>
<td>0.441* 0.455*</td>
<td>0.635*</td>
<td>0.223</td>
<td></td>
<td></td>
</tr>
<tr>
<td>♦ ♦</td>
<td>QQ_FormTime</td>
<td>Time (s) formulating</td>
<td>-0.081</td>
<td>-0.208</td>
<td>0.398*</td>
<td>0.382</td>
<td>0.066</td>
<td>0.045</td>
</tr>
</tbody>
</table>

meets the following conditions: (i) its $w_i$ is statistically non-significant, (ii) its correlation with the construct is low ($l_i < 0.5$), and (iii) its $l_i$ is non-significant.

Table 5.3 displays the $w_i$ and $l_i$ for all indicators for both QQ and DQ LVs.

We use a reflective version of DQ and QQ, Document Quality (reflective) (DQr) and Query Quality (reflective) (QQr), respectively, to assess the convergent validity. Their $l_i$, $p_a$ and AVE can be seen in table 5.4. Path coefficients for all three datasets are strong (i.e., above 0.7) and statistically significant. For DQ, path coefficients of 0.807, 0.701 and 0.874 were found for Scaffolding, Lightning and SearchWell, respectively. For QQ, the path coefficients are 0.854, 0.869 and 0.916. These results suggest that the formative indicators are valid and can be used to measure the DQ and QQ constructs.

In the process of evaluating the significance and relevance of the indicators, we removed the indicator for the number of images on each page (DQ_ImgNum) from both the Scaffolding and Lightning datasets due to its non-significant outer weights and low outer loadings\(^\text{11}\). Similarly, we also removed the indicators for the number and length of paragraphs (DQ_ParNum and DQ_ParLen) from the Lightning dataset and the SMOG readability index (DQ_SMOG) from the SearchWell dataset, all due to their low and non-significant outer weights and loadings. However, the Average Age-of-Acquisition (DQ_AoA) was retained in the Lightning dataset despite its low and non-significant outer weights and loadings. We made this decision because the its removal resulted in changes in the significance of the outer weights and loadings of other indicators, suggesting its influence on the overall structure of the latent variable. For the same reason, we also kept QQ_AoA for Scaffolding. We also removed QQ_IDF from the Lightning dataset, despite its high loading, due to its high

\(^\text{11}\)One possible explanation for their removal for the Scaffolding dataset is because the HTMLs were rendered within the search system in a simplified version instead of directly in their original web pages (c.f. 2).
Table 5.4: Outer loadings OL, reliability coefficient (\(\rho_a\)) and average variance extracted (AVE) for reflectively measured version of the formative LVs for all datasets. Indicators are considered for all queries submitted by each learner. Superscript ‘*’ mean statistically significant outer loadings.

<table>
<thead>
<tr>
<th>LV Indicator</th>
<th>Definition</th>
<th>Scaffolding</th>
<th>Lightning</th>
<th>SearchWell</th>
</tr>
</thead>
<tbody>
<tr>
<td>DQ(_R)_VocabTotal</td>
<td># of vocab terms found</td>
<td>0.803*</td>
<td>0.974*</td>
<td>0.845*</td>
</tr>
<tr>
<td>DQ(_R)_VocabPct</td>
<td>% of vocab terms found</td>
<td>0.918*</td>
<td>0.875*</td>
<td>0.835*</td>
</tr>
<tr>
<td>DQ(_R)_VocabUniq</td>
<td># of unique vocab terms found</td>
<td>0.938*</td>
<td>0.974*</td>
<td>0.874*</td>
</tr>
<tr>
<td>QQ(_R)_VocabTotal</td>
<td># of vocab terms used</td>
<td>0.902*</td>
<td>0.722*</td>
<td>0.751*</td>
</tr>
<tr>
<td>QQ(_R)_VocabPct</td>
<td>% of vocab terms used</td>
<td>0.880*</td>
<td>0.858*</td>
<td>0.779*</td>
</tr>
<tr>
<td>QQ(_R)_VocabUniq</td>
<td># of unique vocab terms used</td>
<td>0.930*</td>
<td>0.722*</td>
<td>0.725*</td>
</tr>
</tbody>
</table>

Table 5.5: Path coefficients, Total Effect and \(f^2\) score for each latent variable (LV) into Knowledge Gain (KG). Values with a superscript ‘*’ indicate statistical significance.

<table>
<thead>
<tr>
<th>LV</th>
<th>Path Coeff. Total Effect</th>
<th>(f^2)</th>
<th>Path Coeff. Total Effect</th>
<th>(f^2)</th>
<th>Path Coeff. Total Effect</th>
<th>(f^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>QE</td>
<td>-0.179</td>
<td>-0.022</td>
<td>0.019</td>
<td>0.001</td>
<td>-0.040</td>
<td>-0.069</td>
</tr>
<tr>
<td>QQ</td>
<td>0.094</td>
<td>0.558*</td>
<td>0.015</td>
<td>0.000</td>
<td>0.073</td>
<td>-0.125</td>
</tr>
<tr>
<td>OX</td>
<td>-0.246*</td>
<td>-0.160*</td>
<td>0.058</td>
<td>0.000</td>
<td>-0.110</td>
<td>-0.136*</td>
</tr>
<tr>
<td>DQ</td>
<td>0.625*</td>
<td>0.622*</td>
<td>0.303</td>
<td>0.000</td>
<td>-0.322*</td>
<td>-0.321*</td>
</tr>
<tr>
<td>SX</td>
<td>0.127</td>
<td>0.157*</td>
<td>0.012</td>
<td>0.011</td>
<td>-0.039</td>
<td>-0.039</td>
</tr>
<tr>
<td>WE</td>
<td>0.112*</td>
<td>0.112*</td>
<td>0.024</td>
<td>0.423</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

VIF value, caused by its high correlation with QQ\(_R\)_AoA. After these removals, we found no more VIF issues.

Some interesting findings can be seen in Tables 5.3. For the DQ construct, all datasets show strong and positive outer weights and loadings of the density of the vocabulary terms in the document (DQ\(_R\)_VocabRatio). In contrast, the count of vocabulary terms (DQ\(_R\)_Vocab) have mixed results across the datasets, ranging from positive and significant positive weights in the Lightning dataset to negative and significant weights for the SearchWell dataset. One possible explanation is that, due to the difference in the population of each dataset, vocabulary terms had a considerably higher impact on university students versus the general population. This outlines that, while the mere presence of vocabulary terms is not necessarily a strong predictor of the quality of a document, the density of relevant terms have a stronger causal relation to the quality of documents and should be prioritized when ranking documents in a SAL context.

Examining the textual complexity of the documents, we find varied results for the average age-of-acquisition of terms (DQ\(_R\)_AoA) and the readability of documents (DQ\(_R\)_SMOG). In the Scaffolding and Lightning datasets, more complex documents are associated with negative weights, suggesting a negative impact on document quality. Conversely, in the SearchWell dataset, more complex documents are associated with positive weights, indicating a beneficial impact. This discrepancy may be attributed to the differing levels of user interaction across the datasets. Participants in the Scaffolding and Lightning datasets interacted with over ten times more documents than those in the SearchWell dataset. Users preferred more complex and dense documents in shorter sessions, as indicated by the higher DQ\(_R\)_VocabRatio. This suggests a more focused or specialized search process.
However, simpler documents were a stronger prediction of its quality in longer sessions, as seen in the Scaffolding and Lightning datasets. This could imply that, while users explored a larger number of documents and spent more time making sense of the content, the complexity of the documents may have hindered their ability to comprehend the material fully. Interestingly, as discussed in Section 5.5.3, this strategy of preferring simpler documents in longer sessions appears more effective. The DQ LV is a stronger causal predictor for Knowledge Gain in these datasets.

Table 5.6: Summary of the indicators that were kept for each dataset and each LV. Indicators with a ✓ were kept for the analysis. Indicators with a ✗ were removed. Indicators with a — were not applicable to the given dataset.

<table>
<thead>
<tr>
<th>LV</th>
<th>Indicator</th>
<th>Scaffolding</th>
<th>Lightning</th>
<th>SearchWell</th>
</tr>
</thead>
<tbody>
<tr>
<td>QE</td>
<td>QE_FormTime</td>
<td>✓</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>QE_Queries</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>QE_Toks</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>QE_UtilToks</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>QX</td>
<td>QX_Clicks</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>QX_Visits</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>QX_Docs</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>QX_MaxDepth</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>QX_SERPTime</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>QX_Time</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
</tr>
<tr>
<td></td>
<td>QX_SERPs</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
</tr>
<tr>
<td></td>
<td>QX_Dwell</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td></td>
<td>QX_Bookmarks</td>
<td>✓</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>SX</td>
<td>SX_Visits</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>SX_Docs</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>SX_Domains</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>SX_Clicks</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>SX_Duration</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>SX_Dwell</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>SX_Branch</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>SX_Bookmarks</td>
<td>✓</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>WE</td>
<td>WE_EssLen</td>
<td>✓</td>
<td>✓</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>WE_EssUnique</td>
<td>✓</td>
<td>✓</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>WE_EssDoc</td>
<td>✓</td>
<td>✓</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>WE_EssQuery</td>
<td>✓</td>
<td>✗</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>WE_AnsLen</td>
<td>✓</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>WE_Inc</td>
<td>—</td>
<td>✓</td>
<td>—</td>
</tr>
</tbody>
</table>

Continued on next page
In the case of the QQ construct, the ratio of vocabulary terms to the total number of query terms (QQ_VocabRatio) consistently shows strong and positive outer weights and loadings across all three datasets. This suggests that queries with more vocabulary terms significantly contribute to their quality. Similarly, the length of the query (QQ_TokNum) is a robust predictor of query quality, particularly in the Lightning dataset.

Furthermore, the use of more complex terms in the query, as measured by QQ_AoA and QQ_IDF, also substantially contributes to the QQ latent variable. Interestingly, the time spent formulating each query (QQ_FormTime) is only significant in the Lightning dataset. This suggests that for the more educated participants in the Lightning dataset, investing time in crafting a query is a strong predictor of its quality. However, the time spent formulating a query does not play a significant role in the other two datasets, representing a more general population.

We show a summary of the indicators retained or not for each dataset in Table 5.6

### 5.5.3 Assessing the Structural Model

After validating the measurement models, we analyze the structural models. This helps us understand the strength, direction, and significance of relationships between LVs and how well our causal model can explain (and predict) variance in the dependent variables.

The first step involves checking for collinearity issues among the latent variables (LVs). This check ensures that our predictors are not highly correlated with each other, which
could bias the regression results. As in the formative model assessment, we use the VIF metric, expecting values below 5.0.

If there are no collinearity issues, we evaluate the overall explanatory power of KALM using the $R^2$ metric, which measures the proportion of the variance in the endogenous construct explained by the model. Interpreting $R^2$ values isn’t straightforward, especially in IIR, where there’s a lack of precedent for SEM studies. While $R^2$ values of 0.75, 0.50, and 0.25 might be considered substantial, moderate, and weak, respectively [214], acceptable ranges can vary across research fields. For instance, in predicting stock returns, values as low as 0.1 are considered satisfactory [215]. Therefore, we interpret $R^2$ values in relative terms, comparing them across the datasets analyzed here.

We also report the $f^2$ effect size for each construct, which measures the change in $R^2$ if a specific LV is removed from the model. Effects of 0.02, 0.15, and 0.35 represent small, medium, and large effects, respectively.

Finally, we evaluate the significance and relevance of the paths within the model. A path with a larger coefficient suggests a stronger causal relationship between two constructs. We report not only the Path Coefficient for each LV towards the KG construct but also calculate its total effect, which combines its direct and indirect effects on KG. The path coefficient represents the direct effect, while the indirect effect captures the construct’s influence through other intermediary constructs. The overview of all path coefficients for the three datasets is shown in Figure 5.3. Results for the $R^2$ and $f^2$ values can be seen in Table 5.5. Finally, detailed total effects values between all LVs is shown in Table 5.9.

![Figure 5.3: Path model with coefficients for KALM. Numbers after SC, LG and SW are the path values between two LVs in the Scaffolding, Lightning and SearchWell datasets, respectively. Values in green and red are positive and negative path coefficients. Superscripts *, ** and *** indicates p-values bellow 0.1, 0.01 and 0.001.](image)

The VIF values for all LVs across the datasets sit comfortably below the 5.0 threshold, thereby indicating no collinearity issues. The highest values observed were 3.066 and 3.131 for the relationships between KG and QE in the Scaffolding and Lightning datasets,
respectively, and 2.298 between KG and QQ in the SearchWell dataset.

As for the $R^2$ value of the KG construct, we found values of 0.542 for Scaffolding, 0.349 for Lightning, and 0.092 for SearchWell. Given the lack of previous studies, interpreting these values is not straightforward. Nonetheless, comparing the three datasets, KALM shows significantly higher in-sample predictive power for the Scaffolding and Lightning datasets, while the $R^2$ value for SearchWell is noticeably lower.

The noticeable discrepancy between SearchWell and the other datasets regarding the low KG $R^2$ score comes primarily from the weights of the KG indicators shown in Table 5.2. This observation underscores our argument that a multiple-choice questionnaire might not fully capture the intricate and multifaceted nature of learning.

The negative path coefficient between DQ and KG in the SearchWell dataset, coupled with the higher outer weights of textual complexity metrics in the DQ construct, provides insight into some unexpected outcomes in the SearchWell dataset’s measurement model assessment. Unlike the strong $R^2$ score for Scaffolding, it seems that more complex documents (i.e., those with higher DQ_AoA values) might negatively impact the final knowledge gain in the SearchWell dataset, despite improving the document’s quality.

A possible explanation for this result comes from the duration of each participant’s session in the SearchWell dataset. For participants in the Scaffolding dataset the average session duration was almost 43 minutes and for participants in the Lightning dataset 24 minutes; participants in the SearchWell dataset searched for only 6 minutes on average. This discrepancy has considerable effects on user behavior. For instance, given that learners spend considerably less time reading, the complexity of the documents becomes more critical to the learner’s knowledge acquisition.

For the Scaffolding dataset, which had the highest $R^2$ value, DQ displayed a strong and significant positive effect on the KG construct, with a path coefficient of 0.565 and a medium effect size of $f^2 = 0.303$. Interestingly, QQ showed a large and significant total effect despite a small direct path coefficient. This outcome mainly stems from its path coefficient to DQ (0.722). It suggests that while a good query might not lead to knowledge gains, it retrieves quality documents that adds to the learner’s knowledge.

Interestingly, QE demonstrates a significant negative path coefficient and total effect on KG in the Scaffolding and SearchWell datasets, respectively. This result suggests that more extensive exploration, characterized by an increased number of documents and SERPs or more time spent on each query, doesn’t necessarily equate to knowledge gains.

The WE construct significantly affects the Lightning dataset. This is unsurprising, given that the learning evaluation on this dataset is heavily biased towards essays (c.f. Table 5.2). This indicates that the learner’s effort in creating a more comprehensive essay- reflected in longer essays with more terms derived from the documents they found- strongly impacts their knowledge gains.

One interesting finding also emerges when comparing the three datasets. SX and QE do not have any significant impact on the KG construct on the two datasets that relied on crowd-workers, Scaffolding and SearchWell. However, in the Lightning dataset, with more educated participants (i.e., university students), these constructs have a significant total effect on KG. Inspecting the path model carefully, we see that this is primarily mediated by the paths SX $\rightarrow$ WE $\rightarrow$ KG with an indirect effect of 0.120 and QE $\rightarrow$ SX $\rightarrow$ WE $\rightarrow$ KG, with a specific indirect effect of 0.098. The implication is that an increase in exploration, as
measured by more (and more diverse) queries and more documents and time spent in each query, may lead to higher knowledge gains in more educated learners but not necessarily in a broader set of learners.

5.6 Discussion

In the introduction of this thesis chapter, we outlined three main goals for our analysis. First, to assess if popular KG metrics based on traditional multiple-choice questionnaires are enough to capture the complex nature of users’ behaviors and learning. Second, to evaluate if alternative metrics, based on vocabulary usage on post-test essays, are better at this task. Finally, we explore the causal relationships between search behaviors and metrics and knowledge acquisition in SAL environments. In this section, we explore, in more detail, how our experiments answer these questions and how our findings agree (or differ) from other results in the literature. We show in Table 5.8 an overview of our findings and whether SAL literature agrees with them or not.

However, one important aspect underlying our discussion is the difference between the studied datasets. While this was already discussed in Section 5.4, we want to highlight some key differences here, as they play an important role when interpreting the results.

Regarding the type of participants, both Scaffolding and SearchWell recruited learners using crowdsourcing platforms, while Lightning relied on undergraduate students. On the evaluation of learning, our study from Chapter 2 relied primarily on the ALG and RPL metrics, derived from the difference between pre- and post-test multiple choice questionnaires. While an essay was also asked, it was not evaluated. In the original study for the Lightning dataset, learning was measured by a multiple-choice questionnaire and an open-ended essay. Essays were evaluated by the number of correct concepts present in them. While no further analysis of the data was provided, the dataset includes a learning metric similar to ALG. Finally, SearchWell reports learning by the absolute number of correct answers and the difference between the number of correct answers in a multiple-choice questionnaire before and after their search sessions. Another important distinction is in the duration of the search sessions. Participants in the Scaffolding dataset had to search for at least 30 minutes. Learners in the Lightning study had to search for at most for 30 minutes, and participants in the SearchWell user study had no upper or lower limits.

Table 5.7: Differences in $R^2$ when changing indicators for the KG LV. Values of AVE and $\rho_a$ are still within the acceptable ranges defined in Section 5.5.1

|          | Scaffolding | Lightning | |          | Scaffolding | Lightning |
|----------|-------------|-----------| |          |-------------|-----------|
| $R^2$    | $\Delta$    | Indicators | | $R^2$    | $\Delta$    | Indicators |
| Full model | 0.542 | – | KG_ALG KG_RPL KG_EssCov KG_EssDen | 0.349 | – | KG_Post KG_EssCov KG_EssALG KG_EssPost KG_EssALG KG_EssRPL |
| Questionnaire | 0.113 | −79 % | KG_ALG KG_RPL KG_Post | 0.225 | −35 % | KG_ALG KG_RPL KG_Post |
| Vocab usage | 0.558 | 3 % | KG_EssCov KG_EssDen | 0.302 | −13 % | KG_EssCov KG_EssDen |
| Essay assessment | – | – | – | 0.302 | −13 % | KG_EssALG KG_EssPost KG_EssRPL |
5.6.1 On Learning Metrics

In response to our first research question, “Can changes in KG, as measured by metrics derived from the learners’ answers to multiple-choice questionnaires, be causally explained by their search interactions?”, and its follow-up “Are metrics based on vocabulary usage in learners’ essay better explained by the learners’ interactions?”, we found the answer in our analysis of reflectively measured variables, as discussed in Section 5.5.1 and in Table 5.7, showing the differences in $R^2$ if the indicators of KG are changed.

Our analysis highlighted the importance of essay-based metrics instead of multiple-choice questionnaires when evaluating learners’ Knowledge Gains (KGs). This was particularly evident when we looked at the KG construct in the Lightning dataset, where questionnaire-based indicators showed very low outer loadings, leading to their removal. The Scaffolding dataset also echoed this trend, presenting lower outer loadings for metrics based in questionnaires when compared to essay-based metrics such as KG_EssCov and KG_EssDen, representing the coverage and density of vocabulary terms, respectively.

Furthermore, our analysis revealed a limitation of the SearchWell dataset (and in other studies that rely on multiple-choice questionnaires only), which lacks a post-test essay. This deficiency resulted in lower explanatory power for the KG construct, as reflected by a substantially lower $R^2$ metric. This underscores the conclusion that relying solely on a multiple-choice questionnaire to assess learners’ knowledge gains falls short of capturing the nuanced and complex nature of learning. On the other hand, incorporating essay evaluations, as in the Scaffolding and Lightning datasets, considerably bolstered the $R^2$ metric, suggesting a more comprehensive representation of the learning process. This finding underscores the importance of leveraging diverse and robust learning metrics in evaluating learners’ knowledge gains in SAL environments.

This difference in $R^2$ values is also observed within the same dataset. As evidenced in Table 5.7, if we only use questionnaire-based metrics as indicators for KG in Scaffolding or Lightning, we observe a drop in the reported $R^2$ values of over 79% and 35%, respectively. Measuring only with KG_EssCov and KG_EssDen, we see a small 3% increase in the $R^2$ value for Scaffolding and a 13% decrease for Lightning. This finding implies that incorporating simple essay-based evaluation metrics, such as KG_EssCov and KG_EssDen, can drastically improve the amount of KG’s variability explained by the model.

Our findings echo the argument presented by Urgo and Arguello [42], emphasizing the importance of open-ended assessments, such as essay writing, in SAL evaluation. While expensive to measure, these methods allow for assessing a learner’s capacity to devise new solutions or provide unique representations of a domain, particularly during complex tasks. We also highlight the same concerns about the limited coverage of a topic, potential for guessing, and susceptibility to priming effects, where learners might focus only on concepts outlined in pre-search questions.

This also aligns with research outside the SAL field. For instance, in medical education, Newble et al. [216] demonstrated that multiple-choice tests tend to overestimate learners’ abilities. They advocated for a shift towards free-response items, which accurately reflect learners’ understanding and proficiency.

Our results underscore the issues of multiple-choice questionnaires discussed earlier and propose a viable alternative. Essay evaluations can be complex, expensive, and may require expert judgment. However, they show a clear advantage in assessing knowledge
Table 5.8: Comparison between our main findings and existing literature. References marked with ✓ agree with our findings, while those marked with ✗ disagree.

<table>
<thead>
<tr>
<th>RQ</th>
<th>Finding</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>RQ1</td>
<td>Multiple-choice questionnaires fail to capture the full extent of the knowledge of the learner</td>
<td>Urgo and Arguello [42] ✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Newble et al. [216] ✓</td>
</tr>
<tr>
<td>RQ2</td>
<td>A mixed strategy should be preferred when evaluating learning gains</td>
<td>Pellegrino [217] ✓</td>
</tr>
<tr>
<td></td>
<td>Query quality has a positive impact on knowledge acquisition</td>
<td>Gadiraju et al. [87] ✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Bhattacharya and Gwizda [34] ✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Umemoto et al. [61] ✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Chapter 2 ✓</td>
</tr>
<tr>
<td></td>
<td>Document quality has a positive impact on knowledge gains</td>
<td>Vakkari et al. [56] ✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Yu et al. [112] ✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Vakkari et al. [55] ✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Collins-Thompson et al. [28] ✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Syed and Collins-Thompson [67] ✓</td>
</tr>
<tr>
<td></td>
<td>Higher session-level exploration does not lead to better learning outcomes</td>
<td>Pardi et al. [37] ✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Bron et al. [218] ✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Yu et al. [112] ✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Collins-Thompson et al. [28] ✗</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Gadiraju et al. [87] ✗</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Lu and Hsiao [129] ✗</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Yu et al. [53] ✗</td>
</tr>
<tr>
<td></td>
<td>More query-level exploration does not lead to better learning outcomes</td>
<td>Yu et al. [112] ✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Vakkari et al. [56] ✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Yu et al. [112] ✗</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Vakkari et al. [56] ✗</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pardi et al. [37] ✗</td>
</tr>
<tr>
<td></td>
<td>Effort when writing a query has a positive impact on knowledge acquisition (Lightning)</td>
<td>Vakkari et al. [196] ✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Vakkari et al. [56] ✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Vakkari et al. [55] ✗</td>
</tr>
<tr>
<td></td>
<td>The effort a learner puts into writing their essay is a strong predictor of knowledge acquisition</td>
<td>Liu and Belkin [219] ✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Vakkari et al. [56] ✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Vakkari et al. [55] ✗</td>
</tr>
</tbody>
</table>
Table 5.9: Total effects between all LVs. Values with a superscript $^*$ indicate statistical significance.

<table>
<thead>
<tr>
<th>LV</th>
<th>Dataset</th>
<th>QQ</th>
<th>QX</th>
<th>DQ</th>
<th>SX</th>
<th>WE</th>
<th>KG</th>
</tr>
</thead>
<tbody>
<tr>
<td>QE</td>
<td>Scaffolding</td>
<td>-0.103</td>
<td>-0.504$^*$</td>
<td>-0.074</td>
<td>0.567$^*$</td>
<td>0.147$^*$</td>
<td>-0.022</td>
</tr>
<tr>
<td></td>
<td>Lightning</td>
<td>0.168</td>
<td>-0.565$^*$</td>
<td>0.104</td>
<td>0.566$^*$</td>
<td>0.099</td>
<td>0.190$^*$</td>
</tr>
<tr>
<td></td>
<td>SearchWell</td>
<td>-0.378$^*$</td>
<td>-0.275$^*$</td>
<td>0.236$^*$</td>
<td>0.283$^*$</td>
<td>—</td>
<td>-0.069</td>
</tr>
<tr>
<td>QQ</td>
<td>Scaffolding</td>
<td>0.717$^*$</td>
<td>0.051</td>
<td>0.089</td>
<td>0.558$^*$</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Lightning</td>
<td>0.619$^*$</td>
<td>-0.232$^*$</td>
<td>-0.186$^*$</td>
<td>0.099</td>
<td>0.190$^*$</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>SearchWell</td>
<td>0.624$^*$</td>
<td>-0.088</td>
<td>—</td>
<td>-0.125</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>QX</td>
<td>Scaffolding</td>
<td>0.547$^*$</td>
<td>0.149$^*$</td>
<td>-0.160$^*$</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Lightning</td>
<td>0.378$^*$</td>
<td>0.082</td>
<td>0.088</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>SearchWell</td>
<td>0.657$^*$</td>
<td>—</td>
<td>-0.136$^*$</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>DQ</td>
<td>Scaffolding</td>
<td>-0.088</td>
<td>0.080</td>
<td>0.622$^*$</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Lightning</td>
<td>-0.143</td>
<td>-0.251$^*$</td>
<td>-0.060</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>SearchWell</td>
<td>-0.042</td>
<td>—</td>
<td>-0.321$^*$</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>SX</td>
<td>Scaffolding</td>
<td>0.273</td>
<td>0.157$^*$</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Lightning</td>
<td>0.216$^*$</td>
<td>0.245$^*$</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>SearchWell</td>
<td>—</td>
<td>—</td>
<td>-0.039</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>WE</td>
<td>Scaffolding</td>
<td>0.112$^*$</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Lightning</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>SearchWell</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

gains. As showcased by the indicators KG_EssCov and KG_EssDen, which measure the coverage and density of vocabulary terms, respectively, essay-based assessments provide a richer perspective of learner’s knowledge acquisition.

Given our results, we advocate for a mixed strategy when assessing learning outcomes in SAL systems. This was also discussed by Pellegrino [217], asserting that the validity and fairness of inferences can be enhanced by providing learners with multiple ways to demonstrate their competence. Our findings corroborate this idea in two ways. First, the dataset that better integrated multiple-choice questions and essay assessments (i.e., Scaffolding) showed a higher $R^2$ score, indicating a more comprehensive capture of learning processes. Second, by measuring KG with multiple-choice questions and essay evaluations, we can greatly increase the explained variance in KG. Thus, integrating diverse assessment types seems to yield a more accurate representation of knowledge gains in SAL environments.

### 5.6.2 Causal Relationships

Addressing our second research question, “What causal relationships exist between search behaviors and knowledge acquisition in SAL, and how can these relationships be modeled and validated”? requires an examination of the structural model assessment of KALM, which was done in Section 5.5.3.

This analysis revealed that the latent variables DQ and WE exert a strong positive influ-
ence on learners’ KGs, especially in the diverse participant set of the Scaffolding dataset. There, QQ also emerged as a significant factor influencing learning outcomes, mediated through the DQ construct.

These findings underscore the need for SAL systems to enhance not just their ranking models (as highlighted by Syed and Collins-Thompson [68]) but also to assist users in crafting more effective queries. Visual aids and suggestions, as suggested by us in Chapter 2 and Umemoto et al. [61], can potentially boost learning outcomes.

Interestingly, our findings differ from conventional wisdom in SAL. More extensive exploration (QX), or the effort a learner exerts exploring individual queries, was found to negatively influence KG in two of the datasets. This suggests that the quality of information is more important than its quantity. Additionally, in these same datasets, neither the effort dedicated to formulating a query (QE) nor the overall effort of a session (SX) had a significant impact on KG. These results underscore two important implications for the design of IR systems for learning: the need to enhance the ranking function to prioritize high-quality, relevant documents and to support learners’ writing efforts. Ultimately, this shows that more exploration doesn’t necessarily result in improved learning outcomes.

When comparing our results with previous research, we observe a dilemma similar to Vakkari [202], where contrasting results are reported for different behavior metrics. Concerning metrics similar to our QQ construct, both Gadiraju et al. [87] and Bhattacharya and Gwizdka [34] found that more complex queries correlate with higher knowledge gains, aligning with our findings in the Scaffolding dataset. Interestingly, Yu et al. [112], who also used the SearchWell dataset, found significant and positive correlations between document quality (analogous to our DQ_SMOG and DQ_ImgNum indicators) and learning outcomes. However, our study revealed a nuanced relationship: in this dataset, while DQ negatively impacted KG, DQ_SMOG had a small, non-significant positive outer weight and a negative outer loading with the DQ construct, while DQ_ImgNum had significant positive outer weights and loadings with KG.

On the other hand, the Scaffolding dataset exhibited a contrasting pattern. Here, DQ had a strong positive causal effect on KG, while DQ_SMOG was negatively correlated with higher document quality, and DQ_ImgNum showed no significant result. Despite these discrepancies, our results do not contradict those of Yu et al. [112]. While their study reported a significant linear correlation between individual variables and learning outcomes, our study provides a more comprehensive view of causality in knowledge gains, particularly given our multi-faceted KG construct. Our work aligns with Vakkari et al. [56], who presented EQM, a major inspiration for our study and found a strong positive impact between a similar LV and the quality of end-of-session essays. This is also supported by their previous work [55], where more useful documents were associated with higher learning gains. Furthermore, our findings agree with Collins-Thompson et al. [28], who found that learners engaging with higher quality documents displayed higher knowledge gains.

Exploration and effort metrics are common in SAL studies. In our research, we represent these aspects through two LVs, namely SX for session-wide exploration and QX for effort per query. We found that SX has a significant indirect impact in the Lightning dataset, whereas QX exerts a strong negative effect in the two crowd-sourced datasets.

These findings are in line with Pardi et al. [37] and Bron et al. [218], who found that some SX indicators (e.g., SX_Bookmarks, SX_Docs, SX_Dwell11) are not significantly correlated
with KG, supporting our findings in the Scaffolding and SearchWell datasets.

Nevertheless, this differs from the prevailing notion in SAL literature that more time spent reading documents (i.e., higher $SX_{Dwell}$) is associated with higher KG [28, 53, 87, 129]. We observed this relationship only in the controlled Lightning dataset. Furthermore, some research indicates that SX may negatively correlate with learning, as Yu et al. [112] found that $SX_{Duration}$ is negatively associated with higher Knowledge Gain levels.

Regarding the per-query exploration construct ($QX$), our study corroborates some findings by Yu et al. [112] and Vakkari et al. [56], who reported negative correlations between some $QX$ indicators, such as $QX_{Time}$ and $QX_{Dwell}$, and learning. However, their studies also posit a positive correlation between other $QX$ indicators and learning gains, hinting at the nuanced relationship between exploration effort and learning outcomes.

Contrarily, several studies have found positive correlations between indicators of $QX$ and KG. Yu et al. [112] also reported a positive relationship between $QX_{MaxDepth}$ and learning gain. In their EQM model, Vakkari et al. [56] found in their EQM model that $QX_{Clicks}$ and $QX_{Dwell}$ positively influenced essay quality. Likewise, Pardi et al. [37] found that higher $QX_{Dwell}$ was associated with better learning outcomes.

The latent variable $QE$ has attracted considerable attention in SAL studies. In our research, $QE$ was found to significantly impact KG only in the Lightning dataset. This finding aligns with Vakkari et al. [196], who reported a positive correlation between $QE_{UniqToks}$ and learning gain. In their EQM model, Vakkari et al. [56] employed similar indicators to our $QE_{Toks}$, $QE_{UniqToks}$, and $QE_{FormTime}$ for their $QE$ LV. They discovered a positive path coefficient between $QE$ and better essay quality during the build-up phase of essay writing but a negative effect during the boil-down phase, which differs from our findings. Their 2018 study [55] found that $QE_{Queries}$ is negatively associated with essay quality, contrasting with our observations in this chapter.

Regarding WE, the effort a learner puts into their essay writing, our study found it to be the strongest predictor of learning gain for the Lightning dataset. This aligns with Liu and Belkin [219], who reported that learners spending more time on essay crafting achieved higher task performance. Similarly, Vakkari et al. [56] found that more time, more revisions, and a higher overlap between the essay and document (akin to our $WE_{EssDoc}$ indicator) are also predictors of higher essay quality. However, their prior study [55] reported a negative correlation between these indicators and success in finding relevant documents, differing from our findings here.

In SAL studies, a range of correlations—positive, negative, or non-existent—has been observed between various metrics and definitions of Knowledge Gain. Our study corroborates this variation, showing significant effects across different datasets between LVs and KG. This variability underscores that no two studies are identical, highlighting the conclusion made by Urgo and Arguello [42]: “Having precisely defined objectives can help researchers develop assessment items that measure specific types of learning. Learning is inherently multidimensional”. Therefore, it’s essential for researchers to clearly define the learning objectives specific to their SAL use case.

Our findings also illustrate that different learner groups may benefit differently from various facets of the learning process. For instance, crowd-sourced learners (as represented in the Scaffolding dataset) may benefit more from improved queries and ranking functions. In contrast, other learners, such as university students from the Lightning
dataset, may benefit more from extensive exploration and dedicated effort in essay writing. These insights further highlight the importance of tailoring the approach to each study’s specific learning objectives and context.

5.7 Conclusion

Understanding the intricate relationships between learners’ behaviors and outcomes in a SAL setting is not simple, and causal analysis provides methods to analyze it more principledly. This study leveraged our KALM and PLS-SEM to examine three distinct SAL user study datasets. Our findings indicate that factors impacting learning are distinct based on the learning process and learner demographics. For instance, we found that the quality of retrieved documents and learner queries significantly affect learning in a more general population, particularly in crowd-sourced studies. However, high levels of exploration per query tend to lower learning gains. Conversely, in controlled settings with more educated learners, diverse querying and extensive session exploration yield better open-ended essays and, thus, enhance learning outcomes.

The relationships between learners’ behavior and outcomes in a SAL setting are intricate. Using causal analysis methods to model these relationships is crucial for understanding how interventions in search engines may influence learners’ experience and learning. This chapter examined three distinct SAL user study datasets using our KALM. Leveraging PLS-SEM, we highlighted how various aspects of search affect learning differently depending on both the learning process and learner demographics.

Our experiments have shown that the quality of retrieved documents and learner queries significantly affect learning in a more general population, particularly in crowd-sourced studies. In contrast, higher levels of exploration per query lead to lower learning gains. Conversely, in controlled settings with more educated learners, the impact of these aspects is negligible. Instead, diverse querying and extensive session exploration yield better open-ended essays, greatly impacting learning outcomes.

Moreover, our research shows that traditional learning metrics, such as RPL and ALG, based on multiple-choice questionnaires, fail to capture the nuanced nature of learning. Instead, metrics reflecting the quality of learners’ essays present a more comprehensive picture of the learning process. Therefore, we suggest that future SAL research incorporates open-ended learning assessments. Our results indicate that combining multiple-choice questionnaires with open-ended essay scores significantly enhances our ability to estimate and predict learners’ knowledge gains.

While KALM was shown to be effective in estimating the causal relationships between learners’ behavior and knowledge gains in certain scenarios, it is not without flaws. For instance, it does not explicitly consider a learner’s prior knowledge or the differences between learning topics. We hope future SAL research will further evolve our model, unveiling more interesting and useful connections between search and learning behaviors.

Additionally, we encourage more research in IIR to consider causal methodologies seriously. Although simpler correlation-based methods like linear models have their utility in identifying specific metrics that may lead to learning, causal methods may reveal more complex interactions between users and search engines. This becomes particularly crucial as we move towards more personal relationships between search engines and users facilitated by Large Language Models and conversational interfaces.
In this chapter, we summarize the main findings discussed throughout this thesis, using the research questions proposed in Chapter 1. After that, we discuss the limitations of the work presented here and propose how future research in the SAL and, more broadly, IIR fields should be conducted moving forward.

### 6.1 Summary of Findings
To guide our discussion, we start by recalling the research questions proposed in Chapter 1:

**ORQ1** What changes in the search engine can significantly impact learners’ behavior and knowledge acquisition process?

**ORQ2** How can we model the learner’s behavior and knowledge changes throughout their search session?

**ORQ3** What behaviors and metrics best explain and predict a learner’s knowledge gains at the end of their search session?

#### 6.1.1 Impacting Learner’s Behavior and Knowledge Acquisition
The first research question discusses the main interest of most SAL practitioners: “What should I change to help learners in their knowledge acquisition journey”? A search system is a complex entity with many moving parts, providing many possible intervention points that can be changed to better support learners in both the front-end (i.e., the user interface) and the back-end (i.e., the retrieval system itself). Therefore, being able to provide guidance on which of these intervention points are more (or less) likely to provide the desired impact is of utmost importance.

In Chapter 2, we discussed that impacting a learner’s knowledge acquisition is not simple. There, we propose to help learners using *instructional scaffolding*, a concept borrowed from the field of education [91–94]. Under this setting, instructors (or, in the case of a SAL system, the system itself) guide the learners throughout their learning journey. In that chapter, we proposed three different methods for providing such guidance: (i) automatic
query rewriting ($AQE_{SC}$); (ii) a curated static topical outline ($CURATED_{SC}$); and (iii) a curated topical outline with instant feedback on the exploration of the topic space ($FEEDBACK_{SC}$).

After performing a user study with 126 participants, our findings show that, while none of the proposed methods significantly impacted learning outcomes, they significantly changed user behavior on several metrics. Specifically, we show that learners' dwell time, number of queries, and number of documents clicked significantly increased when provided with explicit visual scaffolding (i.e., the $FEEDBACK_{SC}$ and $CURATED_{SC}$ conditions).

We also observed signs of gamification in Chapter 2 under the $FEEDBACK_{SC}$. Learners can become overwhelmed by excessive feedback and focus more on filling the progress bars instead of acquiring the knowledge in the documents read, reflecting results from the psychology field [106], echoing our conclusion that too much feedback should be considered harmful.

### 6.1.2 Modeling Learner’s Knowledge and Behavior

Our second research question focuses on understanding how behavior and knowledge change during a learner’s search session. As learners interact with the search system, they submit queries, read documents, and, ideally, reflect on the new information encountered.

We explored this theme in Chapter 3, where we devised RULK, a framework for estimating and tracking learners’ knowledge progress as they interact with more documents throughout their search system. Our framework assumes that a “target knowledge state” exists for a given learning topic and that the learner, perhaps unconsciously, tries to move closer to that reference level. As the learner interacts with the search system, we estimate their knowledge state by combining, in real-time, the content of the documents they read. We proposed the use of both a keyword ($RULK_{KW}$) and a language-model-based approach ($RULK_{LM}$) to represent the knowledge of the visited documents in fixed-length latent space embeddings. Therefore, the learner’s knowledge state is estimated as the distance between a combination of the embeddings of the documents they read and the target knowledge state.

By applying RULK and its variants to the dataset generated by the user study in Chapter 2, we show that RULK has a considerable correlation with learning metrics. Further, by combining its keyword and language model variants into $RULK_{KW+LM}$, we show that syntactic and semantic concepts are complementary, leading to a more robust estimation of the learner’s knowledge state. Thus, answering our second research question, we show that, by considering the content of the documents visited by a learner throughout their search session, it is possible to estimate their knowledge state throughout their learning process reliably. In follow-up work, we also show that a revised version of RULK, including information about entities present in the documents, further increases its reliability [43].

Chapter 4 also addresses ORQ2. There, we implement a simulating agent for IIR users, the SACSM, an evolution of the CSM framework proposed by Maxwell and Azzopardi [151]. By running 11,520 simulated user sections, with 144 types of learners over 8 learning topics, we can effectively simulate how learners behave during a SAL search session, mimicking behaviors seen by real-world learners.

We also briefly discuss ORQ2 in Chapter 5. There, we propose a third model for better understanding learner’s behaviors. By proposing KALM, we define latent variables from the learner’s search session and discuss how they interact causally. We discuss how these
latent variables interact and how they can be used to understand the learner’s behavior better. Our findings in that chapter show that some of the metrics more commonly associated with better learning outcomes (e.g., exploration-related metrics, such as dwell time and number of queries submitted) are not always good predictors for learning.

In summary, we answer ORQ2 by proposing three markedly distinct approaches to model a learner’s behavior and knowledge changes throughout their search session. The first, **RULK**, considers how the content of the documents read by a learner can be used to track how close they are to their learning goal. With **SACSM**, on the other hand, we propose to fully simulate how a user behaves during their learning process, simulating their clicking behavior and how their queries change over time as more knowledge is acquired. Finally, **KALM** shows how to model a learner and their interactions with the search engine using PLS, a tool for modeling causal relationships between latent variables.

### 6.1.3 Explaining and Predicting Learner’s Knowledge Gains

Finally, our third research question aims to understand what causes learning during a learner’s search session. While most current work in SAL focuses on computing correlations between metrics and learning outcomes, we argue in Chapter 5 that this only provides a partial view of the learning process. Therefore, we propose to use a causal modeling tool, namely, **PLS-SEM**, to better understand the causal relationships and interplay between latent variables during the learner’s session.

We show that incorporating metrics of vocabulary usage on open-ended essays considerably increases the explanatory power for differences in knowledge gains during SAL search sessions compared to multiple-choice-only evaluations. However, given that manual evaluation of essays is expensive and impractical in most real-world scenarios, we propose a mixed strategy when assessing learning outcomes in SAL systems by measuring using both a multiple-choice questionnaire and some more straightforward to measure essay metrics, such as the number of key vocabulary terms used by the learner.

In Chapter 5, we also explored how different latent variables, such as the learner’s effort on their querying strategy and the amount of knowledge they acquire, interact. We show that the two latent variables with higher explanatory power for learning outcomes are the quality of the documents read by the learner (as measured by indicators such as the textual complexity and density of vocabulary terms in the document) and the effort they put in writing their essays (measured by the number and reuse of terms in the essay). The quality of the queries also plays an important role indirectly, as it is a strong predictor of the quality of the documents retrieved by the search engine. We also show that contrary to most previous SAL research, exploration (e.g., the number of documents clicked by the learner or the maximum depth in a SERP) are not causal explainers for learning outcomes.

Answering ORQ3, we show that the quality of the documents retrieved by search systems and the effort learners put into writing their essays are the two main causal explainers for learning outcomes in SAL. We also show that exploration is not a causal explainer for learning outcomes for the three datasets used. Finally, we show that, by incorporating metrics of vocabulary usage in essays, we can achieve a higher explanatory power for the differences in learning outcomes during SAL search sessions.

Our findings in response to ORQ3 indicate that the quality of documents retrieved by search systems and the effort learners put into writing their essays are the main causal
explainers for differences in learning outcomes in SAL. Additionally, our analysis indicates that exploration is not a significant factor in explaining learning outcomes. Furthermore, we showed that incorporating metrics of vocabulary usage in essays can provide a higher level of explanation for differences in learning outcomes during SAL search sessions.

6.2 Ethical and Societal Implications
People rely on the information available online to make decisions daily. According to research conducted by Turner and Rainie [220], 81% of US adults rely on information from the Internet “a lot” daily. Therefore, it is of utmost importance that the online information is accurate and trustworthy.

Phenomena like cognitive overload, similar to what some learners have experienced in our experiments in Chapter 2, considerably impact how searchers see untrustworthy content online [221]. Additionally, given the omnipresence of search engines, for-profit companies are incentivized to manipulate their content for optimizing for conversion and engagement instead of accuracy and trustworthiness, using tools like search engine optimization (SEO) and search engine marketing (SEM). These practices’ impact on knowledge acquisition is unknown and should be studied [222].

6.3 Moving Forward
The field of SAL is rapidly evolving. Therefore, this section discusses some directions towards which the field may move. Starting from the findings in this thesis, we discuss how future research in SAL (and, consequently, in IIR) should look shortly.

Before we start, however, we need to acknowledge the improvements in the generative capabilities of LLMs [223]. The use of LLMs is quickly becoming commonplace in search engines, and their impact on SAL-oriented search engines should not be ignored. Therefore, while the goal of this section is not to directly discuss the impact of LLMs, it is inevitable that some discussion involving these will be present.

Improving Learning-Optimized Search Engines
Learners will frequently recourse to search engines at some point during their learning process. Search systems should be aware of this scenario and provide adequate support throughout a learner’s search journey. As discussed in Chapter 1, this involves changes and optimizations in the search system’s front and back-ends.

The relevance of a passage should not be computed solely based on the content of the last user query, as commonly done in ad-hoc search scenarios [67, 68]. Instead, as discussed in Chapter 3, it should consider how the learner’s knowledge of the topic evolves. While some early works tackled the problem of crafting a learning-aware ranking, such as Syed and Collins-Thompson [67], this problem has not gathered much attention recently, despite its potential impact on learners’ knowledge acquisition.

To properly incorporate the learner’s knowledge into the computation of relevance for a document, we must first accurately track their knowledge throughout their search

¹Here, we use the term LLM when talking about language models with generative capabilities, primarily based on decoder-only models, such as GPT models [224], rather than encoder-only (e.g., BERT) or encoder-decoder language models (e.g., T5 [225])
session. While we explored this in Chapter 3, how to use this information fruitfully is unclear. Some early work exists, such as using one-armed-bandits [226] for recommending content to learners based on their knowledge. However, most current research, specifically in SAL, is focused on describing and predicting user behavior [187, 227, 228] rather than proposing specific interventions to the ranking algorithm itself.

Modern retrieval and ranking models like those based on transformers-based models such as BERT should gain significantly more attention. Modifying already indexed documents as the user’s knowledge evolves is currently unfeasible in real-time. However, as we briefly discussed in Chapter 3, embedding-based models can capture the semantics of the documents visited by the learner throughout their search session. Therefore, such models can be used to dynamically modify the embedding of the learner’s queries according to their knowledge state, pushing them to different locations within the embedding model’s latent space.

Another research direction quickly gaining traction is using generative models, such as LLMs, in multiple places within a search engine [229]. For instance, using synthetic queries or documents for generating training data for retrievers has become commonplace [230–232]. Outside the training step, manipulating the user query by re-writing [233, 234], augmenting [235, 236] or helping the user crafting a better query [237] are some exciting directions for LLM-augmented retrieval. Specifically in the SAL domain, however, there is little exploration of their potential. Here, we envision these models will be used in a “transparent” manner (i.e., without direct interaction with the learner). For instance, such models can be used to (re-)write queries for learners based on their current knowledge level. Another possibility is to use these models for estimating the relevance of documents given the full context of documents previously read by the learner.

Another use of LLMs that is ever more common is using these models to estimate document relevance. Several promising approaches are already tackling this [238–241]. The main roadblocks towards their use in more search settings, especially in SAL, are their limited context length (i.e., how much content can be used at once) and their slow inference speed, given their large size. However, these two issues are quickly being addressed, with novel models with longer context windows [242] and parallel, multi-headed decoding [243] significantly increasing the practicality of employing LLMs for search and, specifically, SAL, with longer contexts.

**Defining, Measuring, and Evaluating Learning**

As discussed in Section 1.1.3, measuring learning is far from a solved problem. Defining what learning is and at what level we want to measure are the first steps toward defining adequate learning metrics.

In Chapter 5, we showed that relying exclusively on multiple-choice questionnaires for assessing learner’s knowledge does not provide a complete view of their learning process. However, evaluating open-ended essays is expensive and impractical in most real-world scenarios. We showed that simple metrics, such as the frequency of vocabulary terms in essays, can be used as alternatives to complete essay evaluations. However, this is still a non-comprehensive view, with few opportunities for providing feedback to the learner.

Therefore, LLMs can be essential in evaluating and providing feedback for learners in their learning journey. It has been shown that LLMs can, to a certain extent, evaluate the
quality of written essays [244–246]. However, studying how they can be better utilized in the SAL context remains an unexplored research direction. Longer context windows could, for instance, provide a better overview of the content a learner needs to address and more context on what they have already learned.

Exploring how real-time evaluation of essays can be used to provide feedback to learners is also an exciting direction. High-quality, reliable, and real-time feedback opens a few interesting possibilities. First, evaluating long-form essays in the pre— and post—tests becomes feasible in real-world scenarios. Second, multiple, smaller-scale evaluations are also possible throughout the learner’s journey [59, 227]. However, this more constant, higher-quality feedback loop should be taken in context with the findings from Section 2 that too frequent feedback may be harmful. Therefore, assuming that a high-quality, cheap, and fast evaluation is possible, striking the correct balance between evaluating, providing feedback, and letting the user explore is an exciting direction for future research.

Hallucinations, where an LLM produces lexically correct but factually incorrect results, must be considered when developing automatic evaluation systems [247, 248]. While using retrieval augmentation (i.e., adding the content of search results to the input context of these models) may help with hallucinations, it does not entirely solve the issue [249, 250]. Hallucinations can be especially problematic in learning scenarios. Suppose an LLM provides unreliable feedback not backed by sound sources, or the content is fabricated. In that case, it can hurt not only the trust of the system but also the learner’s knowledge acquisition process. Therefore, while powerful, using LLMs in education should be done carefully considering their quality, with safeguards (such as retrieval augmentation) and frequent supervision by experts to ensure that their advantages are not outweighed by their disadvantages.

In the opposite direction, a fully automated evaluation of a learner’s knowledge, with no explicit tests and essays, is also an enticing direction. We have shown in Chapter 3 that estimating a learner’s knowledge level is possible solely based on the content of visited documents. Incorporating more robust evaluations and evaluations of the quality of visited documents and how much of the content was acquired by the learner could be helpful as a non-invasive but real-time estimation of the learner’s knowledge level.

**Conversational Interfaces for Learning**

With the popularization of high-quality conversational agents, such as ChatGPT², using conversational interfaces powered by LLMs in educational settings is increasingly common [251–253]. However, while general-purpose search engines have been making considerable efforts to incorporate conversational agents³, their implications for SAL-oriented sessions are not yet clear.

These conversational interfaces are slowly transforming how users interact with search engines. Some users are moving away from traditional search interfaces and prefer the conversational experience of these services⁴. In these settings, users may be disincentivized to click on documents but instead read summaries and ask follow-up questions to

²https://openai.com/blog/chatgpt/
³At the moment of writing, Bing and You.com, two commercial search engines, have incorporated conversational search agents using GPT-4, and Google has released their Bard experiment as a search-assisted conversational agent
⁴https://twitter.com/jdjkelly/status/1598021488795586561
these agents. Here, the impact of these agents on the learner’s knowledge gain is still unknown. While they may provide more valuable and richer interactions with the content of the documents and the possibility of follow-up questions and clarifications, the impact of hallucinations and the quality of the sources have yet to be studied. Additionally, the closed-source nature of the most powerful models, such as GPT-4, may make them impenetrable to scrutiny and evaluation, making it even harder to evaluate the quality and reliability of the quality of content generated, especially for non-experts.

Therefore, while promising, using LLMs-backed conversational agents for SAL, even when augmented with retrieved results, must be studied in depth, primarily as it is already being used in real-world settings. Studying the impact of conversational-first search system interfaces and how learner behavior may change must be a priority for SAL researchers.

**Causality In SAL**

Chapter 5 discusses how causality remains a somewhat blind spot of SAL and IIR. Causal methods allow a better understanding of how learners’ complex behavior and interactions with a search engine impact their learning outcomes. Causality also enables us to have a more principled approach to proposing interventions in the search engine itself by pointing at specific variables that are more likely to cause an increase in the acquired knowledge of learners.

Our results in Chapter 5 already point out that some commonly held concepts, such as that more exploration causes learners to learn more, do not always hold. Therefore, further research in causal methods in SAL should validate these results in a broader set of settings and explore different variables and interventions and their connections to better learning outcomes. We look forward to future studies using causal methods to describe, propose, and test interventions in SAL-oriented search engines.

Using search engines, be it in a traditional, ten-blue-links setting or as the backbone of a more personalized process, such as in a conversational agent, is and will continue to be one of the most common use cases for such engines. While considerable strides have been made recently towards better learning-oriented search systems, much remains to be done. From a more abstract level, measuring and understanding what causes learning is far from solved. As the goal of a SAL system is to support learners when searching, a clearer view of these is crucial to inform better interventions in such systems. In a more practical sense, LLMs have been causing perceptible changes in the whole IR field. These models’ impacts on learning, especially in SAL, should not be underestimated. Rather, understanding these shifts and how to better use these tools in the search process, from query writing to ranking, question-answering, and evaluation, is of utmost importance for the Search-as-Learning field.
Bibliography

References


References


References


References


[220] Erica Turner and Lee Rainie. Most Americans rely on their own research to make big decisions, and that often means online searches, March 2020.


[260] On the effects of automatically generated adjunct questions for search as learning, March 2024.
Summary

At the core of Search-as-Learning (SAL), as a sub-field of Interactive Information Retrieval (IIR), is exploring how people use search engines to acquire knowledge. Inherently interactive, the knowledge acquisition process via a search system involves learners posing queries, analyzing content, and incorporating novel knowledge. Being this iterative process, learning-oriented systems should be designed to support learners in their search process. In this thesis, we study how to design such systems by leveraging concepts from Natural Language Processing (NLP), Information Retrieval (IR), and the learning sciences.

We begin this thesis by proposing interventions in a search system to better support learners in their journey with ideas based on instructional scaffolding from the learning sciences. The data collected from this user study gives us insights into how learners interact with search systems and provides us with a rich dataset for the rest of the thesis. With that data available, the rest of this thesis focuses on modeling learner behavior using different paradigms and frameworks. We begin by simulating learners’ behavior using a novel searcher model based on the idea that learning topics are usually subdivided into subtopics. Then, we propose a framework for tracking and predicting a learner’s knowledge state throughout their search session. By using only the information in the documents read by the learner, this framework can accurately predict the learner’s knowledge at the end of their session.

Finally, we look into SAL using the underexplored perspective of causality. While most previous works, including our own, mainly look into the correlations between behavior and learning, we take PLS-SEM, a causal modeling technique, to study the causal relationships between the different variables involved in the learning process and how this intricate and complex interactive process unfolds. From this analysis, we not only identify some interesting causal relationships, such as the indirect impact of query quality on learning but also show that the common practice of assessing learning by multiple-choice questions does not fully capture the variability of the learning process.

This thesis, therefore, contributes to the field of Search-as-Learning by making all of our datasets and code for simulating and modeling learner behavior available. We also provide several insights into how learners behave while searching and the impact of these behaviors on their learning outcomes. We hope the findings in this thesis can be used as foundations for more principled improvements in learning-oriented search systems.
Samenvatting

De kern van Search-as-Learning (SAL), als subgebied van Interactive Information Retrieval (IIR), is het onderzoeken hoe mensen zoekmachines gebruiken om kennis te verwerven. Het kennisverwervingsproces via een zoeksysteem is inherent interactief en houdt in dat leerlingen vragen stellen, inhoud analyseren en nieuwe kennis integreren. Aangezien dit een iteratief proces is, moeten leergerichte systemen worden ontworpen om leerlingen te ondersteunen in hun zoekproces.

We beginnen dit proefschrift met het voorstellen van interventies in een zoeksysteem om leerlingen beter te ondersteunen op hun reis met ideeën gebaseerd op instructie steigers uit de leerwetenschappen. De gegevens die uit dit gebruikersonderzoek zijn verzameld, geven ons inzicht in de manier waarop leerlingen omgaan met zoeksystemen en bieden ons een rijke dataset voor de rest van het proefschrift. Nu deze gegevens beschikbaar zijn, richt de rest van dit proefschrift zich op het modelleren van het gedrag van leerlingen met behulp van verschillende paradigma’s en raamwerken. We beginnen met het simuleren van het gedrag van leerlingen, waarbij we een nieuw zoekmodel voorstellen, gebaseerd op het idee dat leeronderwerpen gewoonlijk onderverdeeld zijn in subonderwerpen. Vervolgens stellen we een raamwerk voor het volgen en voorspellen van de kennisstatus van een leerling tijdens zijn zoek.sessie. Door alleen de informatie te gebruiken in de documenten die de leerling leest, kan dit raamwerk de kennis van de leerling aan het einde van de sessie nauwkeurig voorspellen.

Ten slotte onderzoeken we SAL vanuit het onderbelichte perspectief van causaliteit. In tegenstelling tot de meeste eerdere werken, waaronder die van ons, kijken we vooral naar de correlaties tussen gedrag en leren, gebruiken we PLS-SEM, een causale modelleringstechniek, om de causale relaties te bestuderen tussen de verschillende variabelen die betrokken zijn bij het leerpersoneel en hoe deze complexe en complexe interactief proces zich ontvouwt. Uit deze analyse identificeren we niet alleen een aantal interessante causale relaties, zoals de indirecte impact van de kwaliteit van de vragen op het leren, maar laten we ook zien dat de gangbare praktijk van het beoordelen van leren aan de hand van meerkauzevragen de variabiliteit van het leerpersoneel niet volledig weergeeft.

Dit proefschrift draagt daarom bij aan het vakgebied Search-as-Learning door al onze datasets en code voor het simuleren en modelleren van leergedrag beschikbaar te stellen. We bieden ook verschillende inzichten in hoe leerlingen zich gedragen tijdens het zoeken en de impact van dit gedrag op hun leerresultaten. We hopen dat de bevindingen in dit proefschrift kunnen worden gebruikt als basis voor meer principiële verbeteringen in leergerichte zoeksystemen.
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