
 
 

Delft University of Technology

Electron density studies on magnetic systems

Boeije, Maurits

DOI
10.4233/uuid:f0f06ff5-53b9-4a79-87c9-f49aee5fd405
Publication date
2017
Document Version
Final published version
Citation (APA)
Boeije, M. (2017). Electron density studies on magnetic systems. [Dissertation (TU Delft), Delft University of
Technology]. https://doi.org/10.4233/uuid:f0f06ff5-53b9-4a79-87c9-f49aee5fd405

Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.

https://doi.org/10.4233/uuid:f0f06ff5-53b9-4a79-87c9-f49aee5fd405
https://doi.org/10.4233/uuid:f0f06ff5-53b9-4a79-87c9-f49aee5fd405


ELECTRON DENSITY STUDIES 
ON MAGNETIC SYSTEMS

MAURITS BOEIJE

ELECTRO
N

 DEN
SITY STU

DIES O
N

 M
AGN

ETIC SYSTEM
S

M
AU

RITS BO
EIJE

9 789462 956353



Electron density studies on magnetic systems





Electron density studies on magnetic systems

Proefschrift

ter verkrĳging van de graad van doctor
aan de Technische Universiteit Delft,

op gezag van de Rector Magnificus prof. ir. K.C.A.M. Luyben,
voorzitter van het College voor Promoties,

in het openbaar te verdedigen op maandag 3 juli 2017 om 12:30 uur

door

Maurits Boeije

Master of Science in Chemistry,
Radboud Universiteit, Nĳmegen
geboren te Oostburg, Nederland.



Dit proefschrift is goedgekeurd door de

promotor: prof. dr. E.H. Brück
copromotor: dr. ir. N.H. van Dĳk

Samenstelling promotiecommissie:

Rector Magnificus, voorzitter
Prof. dr. E.H. Brück, Technische Universiteit Delft
Dr. ir. N.H. van Dĳk, Technische Universiteit Delft

Onafhankelĳke leden:
Prof. dr. L.F. Cohen, Imperial College London
Dr. ir. G.A. de Wĳs, Radboud Universiteit Nĳmegen
Prof. dr. P. Dorenbos, Technische Universiteit Delft
Prof. dr. F.M. Mulder, Technische Universiteit Delft
Prof. dr. ir. T.H. van der Meer, Universiteit Twente

The work presented in this PhD thesis is financially supported by the Foundation of
Fundamental Research on Matter (FOM) via the Industrial Partnership Program IPP
I28 and co-financed by BASF New Business.

Printed by: BOXPress

Front: Artist impression of the magnetoelastic transition in Fe2P-basedmate-
rials. Electrons are shown (red, blue and purple) on a hexagonal lattice
of atoms (green and orange) that are represented by their core electron
cloud. On the bottom of the image, the material is metallic; the elec-
trons are aligned ferromagnetically and are present in bands (blue).
Above the Curie temperature, on the top of the image, the electrons
become localized and pair up, reducing the magnetic moment and in-
creasing the bond strength.

Copyright © 2017 by M.F.J. Boeĳe

ISBN 978-94-6295-635-3

An electronic version of this dissertation is available at
http://repository.tudelft.nl/.



Het leven draait niet om het halen van doelen.
Het leven draait om hard werken en doen waar je goed in bent.

Dan zal je op een dag terugkĳken op je prestaties
en gelukkig zĳn.





Contents

1 Introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Magnetocaloric effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.3 esis outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2 eoretical background 7
2.1 Crystal chemistry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.1.1 Crystal structures of intermetallic compounds . . . . . . . . . . . . 8
2.2 Phase stability. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.2.1 e role of entropy . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.2 e role of enthalpy: the Miedema model . . . . . . . . . . . . . . 11

2.3 Phase transitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3.1 Magnetoelastic coupling in hexagonal systems . . . . . . . . . . . . 16

2.4 Magnetic properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.4.1 Saturation magnetization . . . . . . . . . . . . . . . . . . . . . . 17
2.4.2 Transition temperature . . . . . . . . . . . . . . . . . . . . . . . 18

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3 Experimental methods and instruments 23
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.2 Arc melting furnace . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.2.1 Main chamber . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.2.2 Vacuum system . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2.3 Electrical system . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2.4 Cooling system . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.3 Melt spinning. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.4 Annealing. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.5 Diffraction experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.5.1 Electron density plots . . . . . . . . . . . . . . . . . . . . . . . . 28
3.5.2 X-ray powder diffraction. . . . . . . . . . . . . . . . . . . . . . . 28
3.5.3 Neutron powder diffraction . . . . . . . . . . . . . . . . . . . . . 28

3.6 Magnetization measurements . . . . . . . . . . . . . . . . . . . . . . . . 29
3.7 X-ray Absorption Spectroscopy . . . . . . . . . . . . . . . . . . . . . . . 29
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

vii



viii Contents

4 Mg3Cd-based materials 33
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.2 Experimental . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.3 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

4.3.1 Phase stability of (Mn,Fe)2.9(Ga,Si) . . . . . . . . . . . . . . . . . 35
4.3.2 Magnetic properties of (Mn1−𝑥Fe𝑥)2.9Ga. . . . . . . . . . . . . . 36
4.3.3 Magnetic properties of Mn2.95(Ga,Si) . . . . . . . . . . . . . . . . 39
4.3.4 Magnetoelastic transition of Mn2.9Ga . . . . . . . . . . . . . . . . 40

4.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

5 Origin of the first-order phase transition in Fe2P-based materials 47
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.2 Experimental . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.3 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

6 Comparison between first and second-order phase transition in Fe2P-based ma-
terials 59
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
6.2 Experimental . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
6.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
6.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
6.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

7 Phase stability of CaCu5-based materials 73
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
7.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
7.3 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

7.3.1 Phase stability in binary compounds . . . . . . . . . . . . . . . . . 77
7.3.2 Phase stability of CaCu5 type compounds . . . . . . . . . . . . . . 78
7.3.3 Stability of YFe5 . . . . . . . . . . . . . . . . . . . . . . . . . . 82
7.3.4 Pseudo-binary crystal structures . . . . . . . . . . . . . . . . . . . 83
7.3.5 Fe-based compounds . . . . . . . . . . . . . . . . . . . . . . . . 84

7.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

8 Appendix 91

Summary 95

Acknowledgements 103

Curriculum Vitæ 107

List of Publications 109



1
Introduction

1.1.Motivation

R efrigeration technology has had a great impact on everyday life since it became
widely available in the twentieth century. It increased the living standard by allow-

ing food to be stored for a longer time and decreased illness due to food spoilage1. Apart
from these positive effects, refrigeration based on vapor compression posed new risks to
human health due to the used refrigeration gases. The used gases are generally toxic,
detrimental for the ozone layer or are greenhouse gases2. This development sparked an
interest in refrigeration techniques that do not use the gas-to-liquid phase transition,
but focus on the solid-to-solid phase transition. One of the phenomena that can be used
in solids is the magnetocaloric effect. Efficiency studies show that a cooling cycle using
magnetocaloric materials is also more efficient compared to vapor-compression tech-
niques3. With a growing global demand for refrigeration4,5, the increased efficiency
can further decrease the rate by which greenhouse gases are emitted. To maximize the
magnetocaloric effect, one has to find and optimize new material systems.

1.2.Magnetocaloric effect

M agnetic refrigeration is based on the magnetocaloric effect (MCE), that is charac-
terized by the isothermal entropy change and adiabatic temperature change re-

sulting from a change in applied magnetic field. The entropy change can be realized
in ferromagnetic6 or paramagnetic7 materials and is most pronounced at the magnetic
transition temperature. In general, the transition is of second order showing a discon-
tinuous change of the heat capacity due to the magnetic transition.

By expressing the entropy 𝑆 in terms of the heat capacity 𝐶

𝑆 = ∫
𝑇

0

𝐶
𝑇 𝑑𝑇 , (1.1)

one can construct a schematic drawing that clearly illustrates the magnetocaloric effect
for materials having a second-order phase transition, shown in Figure 1.1. When the

1
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material is in the paramagnetic state, the application of an external magnetic field shifts
the critical point and thematerial can become ferromagnetic, lowering the heat capacity.

Figure 1.1: Schematic diagram of a second-order phase transition where there is an adiabatic temperature
change ∆𝑇𝑎𝑑 due to a change in heat capacity ∆𝐶. In the paramagnetic state, the heat capacity is large and
the entropy 𝑆 is given by the surface of the black box. Due to the application of a magnetic field, the material
becomes ferromagnetic, with a lower associated heat capacity. The total entropy can initially be kept constant,
in accordance with an adiabatic process. The resulting temperature change can subsequently interact with the
environment, lowering the entropy of the material.

There are threemain contributions to the entropy and heat capacity: structural, mag-
netic and electronic. A change in magnetization gives rise to a change in heat capacity
and thus gives rise to the MCE. This is most pronounced for rare earth-based materials
that have a high magnetization associated with the localized 4𝑓 orbitals. For example,
ErAl2 shows a Δ𝑇𝑎𝑑 of 6 K for a field change of 0 − 2 T8. The low transition temper-
atures of rare earth-based materials are usually between 5 and 100 K and make these
materials unsuitable for room-temperature applications. The only candidate is Gd with
a transition temperature of 292 K, but the cost and limited availability of this material
make it impractical to use in large-scale applications.

Instead, cheap and abundant 3𝑑-based intermetallic compounds with a high mag-
netization and a 𝑇𝐶 around room temperature are preferred for room temperature ap-
plications. Because the structural heat capacity saturates to the Dulong-Petit limit (𝐶
= 3R) at the Debye temperature (generally between 400 and 500 K), the MCE for these
materials is generally small. Instead of using materials showing a second-order phase
transition, materials with a first-order phase transition (giant MCE) are used. Especially
Fe2P-based materials are interesting because of their high magnetization, high entropy
change and magnetoelastic transition.

For these compounds, there is a coupled magnetic and crystallographic transition,
without changing the crystal symmetry. In addition to a Δ𝐶 of about 1%9, there is a
simultaneous 𝑒𝑛𝑡ℎ𝑎𝑙𝑝𝑦 change at the transition, or latent heat, given by Δ𝐻 = 𝑇 Δ𝑆.
This can triple the Δ𝑇𝑎𝑑 to about 4.2 K, measured in a field change from 0 − 1.5 T
for FeMn(P,As)10. For these materials, the discontinuous change in entropy associated
with first-order phase transitions allows tapping into all three entropy reservoirs (lattice,
magnetic, and electronic contributions) of the material11.
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In general, the isothermal entropy change and adiabatic temperature change are
given by

Δ𝑆𝑖𝑡 = ∫
𝐵𝑓

𝐵𝑖

(𝜕𝑀
𝜕𝑇 )

𝐵
𝑑𝐵, (1.2)

Δ𝑇𝑎𝑑 = − ∫
𝐵𝑓

𝐵𝑖

𝑇
𝐶𝑝

(𝜕𝑀
𝜕𝑇 ) 𝑑𝐵, (1.3)

where 𝐵𝑖 and 𝐵𝑓 are the initial and final applied magnetic fields. Finding the mi-
croscopic origin of the coupling between magnetism and the crystal structure is not
trivial and is up to now only observed in Mn(As,Sb)12, La(Fe,Si)13 and its hydrides13,
(Mn,Fe)2(P,X) where X = As14, Ge15, Si16 , MnCoGe17, Gd5(Ge,Si)4 18, FeRh19 and
Heusler alloys20. In order to find new promising systems, the origin of this coupling
must be understood. This can yield boundary conditions that can guide the quest for
new systems.

1.3.esis outline

B y using diffraction techniques, the magnetoelastic coupling in Fe2P-based magne-
tocaloric materials as well as in a new material system has been investigated. The

fundamental knowledge obtained by the derived and calculated electron density helps to
establish the boundary conditions needed for finding new and effective magnetocaloric
materials.
First, the role that the (symmetry of the) crystal structure plays in these compounds is
discussed in chapter 2. Here the relation between the crystal structure, electronic struc-
ture and magnetic properties is introduced. The experimental methods and instruments
used to synthesize and characterize the structural and magnetic properties are described
in chapter 3.

The next four chapters discuss three different material classes. The first material, dis-
cussed in chapter 4, is based onMn3Ga. For thismaterial a simultaneous crystallographic
and magnetization change was reported. The microscopic origin is elucidated by X-ray
and neutron diffraction techniques and the applicability of the MCE of this transition is
discussed. The second material is discussed in chapter 5 and chapter 6 and is based on
Fe2P. In chapter 5, high-resolution X-ray powder diffraction was used to study the elec-
tron density in the ferro- and paramagnetic states. Experimental evidence was found to
support the theory of mixed magnetism and shows the importance of the presence of
different lattice sites occupied by magnetic atoms. The crystallographic properties are
discussed in chapter 6 and show that the magnetoelastic coupling in materials showing
first-order and second- order phase transitions is essentially the same. YFe5 is discussed
in chapter 7, it is chosen for the high concentration ofmagnetic atoms and has two differ-
ent lattice sites formagnetic atoms. Although it is expected to crystallize in a CaCu5 type
crystal structure, single phase samples could not be attained. To understand the phase
stability of these compounds, an empirical model based on the Miedema parameters is
introduced. This last study shows how the nature of the elements can facilitate/hinder
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the formation of interesting phases and can provide boundary conditions to select new
promising materials.
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2
eoretical background

2.1. Crystal chemistry

I n solids, there are four main cohesive interactions: metallic, covalent, ionic and van
derWaals interactions. For the three strongest, the degree to which the interaction is

present in a compound can be estimated by using the concept of electronegativity (EN).
This was first introduced by Linus Pauling as being the difference in energy between
the average bond strength of X-X and H-H compared to X-H, where X is the element of
interest and H is used as reference1. These values can be found in the appendix.

These interactions are one of the main driving forces for the arrangement of atoms
on a lattice. This principle can also be reversed: the interaction between atoms can be
gauged by looking at the crystal structure. Compounds with equal and high EN, attain
the lowest energy by pairing electrons with neighbors, giving rise to covalent bonds.
This is the case for C, where in diamond all four valence electrons are bound and all C
atoms have four nearest neighbors. This gives rise to a low number of nearest neighbors
and specific bond angles. In contrast, compounds with equal and low EN, attain the
lowest energy when the electrons are delocalized. For fcc Fe, the electrons are shared
between 12 nearest neighbors in a close-packed atomic arrangement. Compounds with
more than one atomic species and different EN values ionize. This gives rise to a packing
where all anions are paired with cations, according to their stoichiometry, to maximize
the Coulomb interaction. The most interesting compounds, from high-𝑇𝑐 superconduc-
tors like (Ba,K)Fe2As2 2 to magnetocaloric materials like Fe2P3, show a mix of these in-
teractions, as is made clear in chapter 5. In this thesis the focus will be on intermetallics.
This class of materials shows a large variety of different possible (close-packed) atomic
arrangements. In order to understand this class of materials, one needs to understand
and classify the different crystal structures that can be adopted.

7
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2.1.1. Crystal structures of intermetallic compounds
Intermetallic compounds can form in various compositional ranges. Unlike covalent
and ionic solids, where the stoichiometry is fixed by the number of bonds or the charge,
the observed stoichiometries in intermetallic compounds is distinctly different. The
complexity of intermetallic compounds can be illustrated when subjecting covalent or
ionic solids to high pressure. Because this induces a close packing of the atoms, the
material becomes metallic. In the case of the archetypical salt NaCl, additional phases
like Na3Cl, Na2Cl, Na3Cl2 are stable with excess Na, and NaCl3, NaCl7 are stable in
excess Cl4. These stiochiometries, that defy chemical intuition, are very common for
intermetallic compounds and need to be described using a different classification. This
is done by using a prototype compound that describes the atomic arrangement.

For a hexagonal close-packed (hcp) crystal structure, the packing of Mg is used as
prototype. Several modifications can be distinguished that lead to different prototypes.
The most common modifications are shown in Figure 2.1. The type of transformations
are listed in Table 2.1. For example, an ordered substitution of ¼ of the atoms in Mg
will lead to the Mg3Cd prototype, discussed in chapter 4. Multiple substitutions lead to
the MgZn2 Laves phase, while a redistribution leads to the CaCu5 prototype, discussed
in chapter 7. This classification will be used throughout this thesis.
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Figure 2.1: Relationships between structure types of intermetallic compounds 5. The color code corresponds
to the types of transformation indicated with roman numerals.
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Table 2.1: Relationships between structure types of intermetallic compounds showing common features and ways of transformation 5.

Common features of structure Ways of transforming Examples of structure types
types Parent → transformed structure
Equal positions for all atoms Ia Ordered substitution Cu → AuCu3, ThMn12 → CeMn4Al8

(superstructure formation)
Ib Redistribution of the different MgCu2 → AuBe5, MgSnCu4
component atoms

Approximately equal positions II External deformationb Cu → 𝛼-Mn
for all atoms Internal deformation MgCu2 → TbFe2

Equal positions for only part IIIa Multiple substitution CaCu5 → ThMn12, Zr4Al3
of the atoms IIIb Redistribution of the atoms Th2Ni17 → Th2Zn17

or substitution of an atomic group
IIIc Inclusion or elimination Cu → 𝛾’-Fe4N1, Mg → CdI2a, FeS2

a

and redistribution of included atoms

All structure details (fragments) IVa Homeotectics (stackings CdMg3 → BaPb3, MgZn2 → MgCu2
are equal of closely packed networks)c

IVb Certain modes of stacking of slabs AlB2 → 𝛼-ThSi2a, Zr5Si4a→ Sm5Ge4
a

(polyhedra), homogeneous
homologous series d

Details (fragments) are only V Inhomogeneous homologous series,
partially equal interchanges different in two or more details

Va One-dimensional (AuCu3, CaF2) → HoCoGa5, Ho2CoGa8
Vb Two-dimensional Zr4Al3 → 𝜎 phase, P phase, 𝜇 phase
Vc Three-dimensional (AlB2, 𝛼-Fe) → Ce24Co11

a

a These structure types do not belong to the family of close packing. They are shown for illustration of the transitions IIIc, IVb
and Vc.

b External deformation is connected with changing of the 𝑐/𝑎 ratio.
c The term homeotectic was suggested by Laves and Witte and is related to structures that have similar composition and equal
CN but different ways of mutual placement of the fragments

d Homology suggests the possibility of the construction of structures with similar sets of fragments butwith different quantitative
ratios.
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2.2. Phase stability

T he stability of the crystal structures mentioned in the previous section will now be
described using thermodynamic properties. Especially for elastic or structural phase

transitions commonly found in giant magnetocaloric materials, analysis of the Gibbs free
energy has been proven to be most useful. The Gibbs free energy is given by

𝐺 = 𝐻 − 𝑇 𝑆 (2.1)

where 𝐻 is the enthalpy and 𝑆 is the entropy.

2.2.1.e role of entropy
The entropy can be expressed as

𝑆 = 𝑘𝐵𝑙𝑛𝑊 (2.2)

where 𝑘𝐵 is the Boltzmann constant. Using this formulation, the entropy is dependent
on the number of possible configurations 𝑊 . In a highly symmetric system, a given
atom can be distributed between a number (𝑔) of symmetry-related positions. Removal
of a symmetry element then produces 𝑛 sets of 𝑔/𝑛 equivalent positions, reducing or
eliminating the choice, and causing a decrease in 𝑆. This is beautifully illustrated for
WO3

a. WO3 undergoes five transitions from low to high temperature: monoclinic →
triclinic → monoclinic → orthorhombic → tetragonal → hexagonal6. Apart from the
first transition, this is exactly what is expected. In chapter 4, Mn3Ga is discussed that
shows two successive phase transitions as a function of temperature.

2.2.2.e role of enthalpy: the Miedema model
The enthalpy of formation was modelled by Miedema et al.7 to predict phase stability
of intermetallic compounds using a semi-empirical model. To evaluate the formation
enthalpy Δ𝐻 , two contact interactions at the interface of bulk metals are considered.
The general assumption of this model is that these interactions dominate at the atomic
level. When twometals are brought into contact with each other, the difference inwork
function will cause a charge to flow, resulting in a dipole layer. This dipolar interaction
corresponds to a negative contribution to the enthalpy of formation and is given for
atom A in a matrix of B

Δ𝐻𝑑𝑖𝑝 = −𝑃𝑉 2/3
𝐴 (ΔΦ)2/ < 𝑛1/3

𝑊𝑆 >, (2.3)

where 𝑉 2/3
𝐴 is the contact-surface area, < 𝑛1/3

𝑊𝑆 > is the average electron density at the
boundary of theWigner-Seitz cell, ΔΦ is the difference in work function of A and B and
𝑃 is a constant. The second contribution to the interface energy is based on an electron
densitymismatch. In order to remove any discontinuities in the electron density, energy
is needed to excite electrons to higher energy states. This positive term to the enthalpy
of formation is given by

Δ𝐻𝑠𝑜𝑙 = 𝑄𝑉 2/3
𝐴 (Δ𝑛1/3

𝑊𝑆)2 (2.4)

aThis was pointed out to me by Stephen Blundell at the European Summer school on Magnetism (2015).
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where 𝑄 is a constant. The interfacial enthalpy of A surrounded by B yields

Δ𝐻𝐴𝐵 = 𝑉 2/3
𝐴

< 𝑛1/3
𝑊𝑆 >

(−𝑃(Δ𝜙∗)2 + 𝑄(Δ𝑛1/3
𝑊𝑆)2), (2.5)

where 𝑃 and 𝑄 are dependent on the atomic species. The total entropy change can be
determined by taking the concentration 𝑐 into account:

Δ𝐻 = 𝑐𝐴𝑐𝐵(𝑓𝐴
𝐵 Δ𝐻𝐴𝐵 + 𝑓𝐵

𝐴 Δ𝐻𝐵𝐴) (2.6)

where 𝑓𝐴
𝐵 represents the degree to which A is surrounded by B, given by

𝑓𝐴
𝐵 = 𝑐𝑠

𝐵(1 + 𝛾(𝑐𝑠
𝐴𝑐𝑠

𝐵)2). (2.7)

The factor 𝛾 takes the values of 8, 5 and 0 for intermetallics, metallic glasses and solid
solutions respectively and 𝑐𝑠

𝐴 is the surface concentration of A, given by

𝑐𝑠
𝐵 = 𝑐𝐵𝑉 2/3

𝐵
𝑐𝐴𝑉 2/3

𝐴 + 𝑐𝐵𝑉 2/3
𝐵

. (2.8)

For the formation of stable alloys, Δ𝐻 < 0 and rewriting Equation 2.5 leads to

ΔΦ ∝ 𝑄/𝑃Δ𝑛𝑊𝑆 − Δ𝐻 (2.9)

If ΔΦ is plotted versus Δ𝑛𝑊𝑆, like shown in chapter 7, one can separate combinations
of elements that prefer to mix and ones that do not form stable alloys. All values have
been tabulated for elements in the metallic state7 and can be found in the appendix.
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2.3. Phase transitions

A s a single composition can exhibit various symmetries, we can now focus on the
transitions between them. In general, phase transition processes can be divided into

two classes: first-order phase transitions and second-order phase transitions. First-order
phase transitions show a discontinuous change in the order parameter and second-order
phase transitions show a continuous change (the second derivative being discontinuous).
A phase can be described by the free energy, that is dependent on thermodynamical
variables such as temperature, pressure and magnetic field. To do this, the potential is
considered as a function of the crystal structure and can be characterized by the density
function 𝜌(𝑥, 𝑦, 𝑧)8,9. The parameter of interest (order parameter) is therefore the elec-
tron density in the crystal. To describe the density in terms of the point group 𝐺0 at
the transition, it can be written down in terms of basis functions Ψ(𝑛)

𝑖 of the irreducible
representations

𝜌 = ∑
𝑛

∑
𝑖

𝑐(𝑛)
𝑖 Ψ(𝑛)

𝑖 (2.10)

where 𝑛 is the number of the irreducible representation and 𝑖 is the number of the
function at its basis. To describe any changes as a function of the crystal structure, 𝜌 is
rewritten by isolating the identity representation

𝜌 = 𝜌0 + Δ𝜌 = 𝜌0 + ∑
𝑛

′ ∑
𝑖

𝑐(𝑛)
𝑖 Ψ(𝑛)

𝑖 . (2.11)

The prime means that the identity representation is excluded from the summation. At
the transition, either Δ𝜌 changes or Δ𝜌 = 0, which requires all 𝑐(𝑛)

𝑖 = 0. The latter
corresponds to a second-order transition, where all the 𝑐(𝑛)

𝑖 reduce to zero continu-
ously and take infinitely low values near the transition point. In this case, the crystal
transforms from a high symmetric point group 𝐺0 to a low symmetric point group 𝐺1.
Despite the fact that the symmetry changes discontinuously, the physical properties re-
main constant at the transition temperature. An example can be found in chapter 4. If
the 𝑐(𝑛)

𝑖 coefficients change discontinuously, the transition is of first order. In the case
where 𝐺1 is not a subgroup of 𝐺0, it is impossible to continuously transform one into
the other and the transition has to be first order. Point group relations are described in
Figure 2.2.
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Figure 2.2: Subgroup relations where the number of atoms in the unit cell is constant (no supercell formation).
The straight lines indicate one-dimensional representations, the curves indicate multi-dimensional represen-
tations 8.

To discriminate between first- and second-order phase transitions, the analysis can
be taken further by considering the thermodynamic Gibbs free energy 𝐺(𝜂, 𝑃 , 𝐻, 𝑇 ).
In the vicinity of the transition, the potential can be described in terms of a polynomial
expansion as function of the general order parameter 𝜂:

𝐺 = 𝐺0 + 𝑎1𝜂 + 𝑎2𝜂2 + 𝑎3𝜂3 + 𝑎4𝜂4 + 𝑎5𝜂5 + 𝑎6𝜂6 + ... (2.12)

where 𝐺0 is the equilibrium value of the thermodynamic potential at the critical tem-
perature. When considering a structural phase transition, 𝜂 corresponds to 𝑐(𝑛)

𝑖 , in mag-
netic phase transitions 𝜂 corresponds to the magnetization 𝑀 . The evaluation of these
so-called Landau coefficients yields 𝑎𝑖 = 0 for specific values of 𝑖8,9. This discussion will
prove useful in discriminating between first- and second-order magnetic phase transi-
tions. To describe a magnetic system, the change in free energy can be described by

Δ𝐺 = 𝛼
2 𝑀2 + 𝛽

4 𝑀4 + 𝛾
6 𝑀6 − 𝜇0𝐻𝑀. (2.13)

where 𝜇0𝐻 is the applied field and 𝛾 > 0. At the transition, the potential can be evalu-
ated considering 𝜕𝐺/𝜕𝑀 = 0:

𝛼 + 𝛽𝑀2 + 𝛾𝑀4 = 𝜇0𝐻/𝑀. (2.14)
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The parameter 𝛼 = 𝛼0(𝑇 −𝑇0) with 𝛼0 > 0 ensures that 𝑀 ≠ 0 for 𝑇 < 𝑇0 and 𝑀 = 0
for 𝑇 ≥ 𝑇0. The other coefficients are considered to be temperature independent. The
equation can be solved easily in the absence of a magnetic field. The coefficients can
be determined experimentally using an Arrott plot10,11, where 𝜇0𝐻/𝑀 is plotted as a
function of 𝑀2. When 𝛽 < 0, there are three minima and the free energy diagram
looks like Figure 2.3. This corresponds to a first-order transition. For 𝛽 > 0 only two
minima are found, corresponding to a second-order transition. The behavior ofmaterials
showing various values for 𝛽 is investigated in chapter 6.

Figure 2.3: Free energy difference∆Φ as a function of the normalizedmagnetization𝑚 = 𝑀/𝑀𝑠 where𝑀𝑠
is the saturation magnetization. In (a), 𝛽 > 0 and describes a second order phase transition, in (b) 𝛽 < 0 that
describes a first-order phase transition. (1) High temperature, with only the paramagnetic phase being stable;
(2) the ferromagnetic phase is metastable but still separated from the paramagnetic phase by a free-energy
barrier; (3) the free-energy barrier is gone and only the ferromagnetic state is stable.

The presence of a nucleation barrier is illustrated for ferromagnetic materials show-
ing a first-order magnetic transition. At high temperatures, the material will be in the
paramagnetic state. Below a critical temperature 𝑇𝐶, the ferromagnetic state will have a
lower energy, but will not be formed initially. The kinetic barrier will retard the nucle-
ation of the ferromagnetic state. Once the barrier is overcome, the ferromagnetic state
will be readily formed and the magnetization will experience a jump. Since the entropy
is the derivative of the free energy with respect to the temperature, it will also show a
jump.
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2.3.1.Magnetoelastic coupling in hexagonal systems
In magnetic material systems there is a coupling between magnetism and unit cell pa-
rameters. In case of a volume change, this coupling gives rise to the magnetovolume
effect, where there is a volume contraction when the system becomes paramagnetic.
This magnetoelastic coupling can be characterized by the Landau theory of phase tran-
sitions by adding elastic terms and a bilinear magnetoelastic coupling to the free energy

Δ𝐺 = 𝛼
2 𝑀2 + 𝛽

4 𝑀4 + 𝛾
6 𝑀6 − 𝜇0𝐻𝑀 + 1

2 ∑
𝑖,𝑘

𝐶𝑖𝑘𝑒𝑖𝑒𝑘 + ∑
𝑖

𝜉𝑖𝑒𝑖𝑀 (2.15)

where 𝐶𝑖𝑗 are elastic constants, 𝑒𝑖 is the elastic strain and 𝜉𝑖 is the magnetic coupling
constant. The strain and magnetoelastic coupling can be expanded for a hexagonal sys-
tem12. The (symmetric) elasticity tensor has the following form:

𝐶𝑖𝑗 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜
⎝

𝐶11 𝐶12 𝐶13 0 0 0
𝐶12 𝐶11 𝐶13 0 0 0
𝐶13 𝐶13 𝐶33 0 0 0

0 0 0 𝐶44 0 0
0 0 0 0 𝐶44 0
0 0 0 0 0 𝐶66 = 1

2 (𝐶11 − 𝐶12)

⎞⎟⎟⎟⎟⎟⎟⎟⎟
⎠

Because 𝑒1 = 𝑒2, 𝑒4 = 𝑒5 = 𝑒6 = 0, the change in Gibbs free energy becomes

Δ𝐺 = 2(𝐶11 + 𝐶12)𝑒2
1 + 4𝐶13𝑒1𝑒3 + 𝐶33𝑒2

3 + 2𝜉1𝑒1𝑀 + 𝜉3𝑒3𝑀 (2.16)

and can be evaluated at the phase transition
𝜕Δ𝐺
𝜕𝑀 = (𝛼 + 2𝜉1𝑒1 + 𝜉3𝑒3)𝑀 + 𝛽𝑀3 + 𝛾𝑀5 − 𝜇0𝐻 = 0 (2.17)

𝜕Δ𝐺
𝜕𝑒1

= 4(𝐶11 + 2𝐶12)𝑒1 + 4𝐶13𝑒3 + 2𝜉1𝑀 = 0 (2.18)

𝜕Δ𝐺
𝜕𝑒3

= 4𝐶13𝑒1 + 2𝐶33𝑒3 + 𝜉3𝑀 = 0. (2.19)

This yields three coupled equations. The bilinear magnetoelastic coupling in the first
equation effectively adds two terms to 𝛼. Assuming 𝜇0𝐻 = 0, this equation has a trivial
solution (𝑀 = 0) and non-trivial solutions, given by:

𝛼 + 2𝜉1𝑒1 + 𝜉3𝑒3 + 𝛽𝑀2 + 𝛾𝑀4 = 0. (2.20)

This changes 𝛼 = 𝛼0(𝑇 − 𝑇0) in Equation 2.14 and shifts 𝑇𝐶 to higher temperatures.
Similarly, linear quadratic terms will affect 𝛽. The remaining coupled equations result
in

𝑒1
𝑀 = 𝜉1𝐶33 − 𝜉3 − 𝐶13

2𝐶2
13 − 𝐶33(𝐶11 + 𝐶12) (2.21)

𝑒3
𝑀 = 𝜉3(𝐶11 + 𝐶12) − 2𝜉1𝐶13

2𝐶2
13 − 𝐶33(𝐶11 + 𝐶12) . (2.22)

By measuring 𝑒 as a function of 𝑀 , the magnetoelastic coupling constants can be exper-
imentally determined, and can be found in chapter 6.
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2.4.Magnetic properties

I n this section, two models describing the properties of magnetic materials are dis-
cussed. They are applicable to itinerant systems, that are of particular interest for

magnetocaloric applications. Itinerant magnetic systems are especially suited for this
purpose, due to the high concentration of magnetic atoms resulting in a potentially high
magnetization. Within the group of materials with itinerant electrons, two kinds of
magnetism can be distinguished. The first is characterized by a very weak band splitting
where the spin-up and spin-down states are very close to the Fermi level13, resulting
in a low magnetization and low transition temperature. The second is characterized by
a strong band splitting, resulting in a high magnetization and high transition tempera-
tures.

2.4.1. Saturation magnetization
The saturation magnetization determines the maximum magnetic entropy change and
therefore strongly influences the magnitude of the magnetocaloric effect. The origin of
the saturation magnetization in itinerant magnets is of quantum mechanical nature and
is intuitively difficult to understand. One approach is to use the chemical concept of
bonding14. This will be explained using Fe as an example.

At room temperature, Fe assumes a body-centered cubic (bcc) arrangement. In this
arrangement, a central Fe atom is surrounded by 8 nearest neighbors at 2.5 Å and 6
next nearest neighbors at 2.9 Å. The atomic electronic configuration is [𝐴𝑟]3𝑑64𝑠2, so
at the Γ point three filled 𝑡2𝑔 orbitals and two empty 𝑒𝑔 orbitals are present. In a band
picture the high symmetry lines in the Brillouin zone are plotted as a function of energy.
By summing these states over all orientations the density of states is obtained. The 𝑡2𝑔
orbitals have a better overlap, giving rise to broader bands compared to the 𝑒𝑔 orbitals.
The total of three peaks in the DOS is characteristic for a bcc metal.

Figure 2.4: Band structure, DOS and Fe-Fe COHP of bcc iron, calculatedwithout spin polarization. The dashed
line in the DOS curve corresponds to the projected DOS of the Fe 4𝑠 orbital and its integration 14.
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Like in molecular bonding, for each two orbitals that are mixed, a bonding and an
anti-bonding orbital are formed. This is illustrated by the Crystal Orbital Hamilton
Population (COHP), where the DOS is separated into bonding (+) and anti-bonding (-)
bands shown in Figure 2.4. In the case of Fe, there is occupation of anti-bonding states,
destabilizing the crystal structure. Oneway of stabilizing thematerial is to adopt another
crystal structure, but this does not happen. Instead the electrons shift in energy, splitting
into a spin-up and spin-down band. In chapter 5, we will show an example where a
change in bonding results in a change band splitting, resulting in a change of magnetic
moment.

Figure 2.5: DOS and COHP of bcc iron, calculated with spin polarization 14. Spin-up and spin-down are
indicated by the red and blue (dotted) lines.

A spin polarized calculation yields the spin-up (red, solid line) and spin-down (blue,
dotted line) occupation (Figure 2.5). The shape of both densities of states is more or less
the same, but they are shifted with respect to each other. The Fe-Fe bonding is now
maximized by removing electrons from the anti-bonding band.

2.4.2. Transition temperature
For weakly magnetic systems, the Stoner model is used to describe the transition tem-
perature. For systems like ZrZn2, the transition temperature is determined by exciting
spin-up electrons into the spin-down band by increasing temperature. The 𝑇𝐶 is given
by

𝑇 2
𝐶 = 𝑇 2

𝐹 (𝐼𝑠𝑁(𝜖𝐹 ) − 1) (2.23)

where 𝑇𝐹 = 𝜖𝐹 /𝑘𝐵 is the Fermi degeneracy temperature corrected for the effective
electron mass and 𝐼𝑠 is the Stoner exchange parameter averaged over the one-electron
states.

In strong magnetic systems the Stoner model breaks down and leads to an overes-
timation of the Curie temperature. For these systems, the magnetic moments persist
above the Curie temperature but lose long range order. Therefore, spin fluctuations are
used to describe such a system, replacing the magnetic moment by the spin density.
Then, using a Landau expansion, the free energy can be modeled15.
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Using this model, one can define a spin fluctuation temperature 𝑇𝑆𝐹

𝑇𝑆𝐹 = 𝑀2
0

10𝑘𝐵𝜒0
(2.24)

where 𝑀0 is the total magnetic moment of the unit cell in 𝜇𝐵 at 0 K and 𝜒0 is the
exchange enhanced susceptibility at equilibrium

𝜒−1
0 = ( 1

4𝜇2
𝑏

) ( 1
𝑁+(𝜖𝐹 ) + 1

𝑁−(𝜖𝐹 )) − 2𝐼𝑠 (2.25)

where 𝐼𝑠 is the Stoner exchange parameter. Formaterials where the critical temperature
is dominated by spin fluctuations, 𝑇𝐶 is approximated by 𝑇𝑆𝐹 . At the other extreme,
there is the Stoner theory, taking into account single particle excitations only, a descrip-
tion which may be valid for systems where 𝑇𝑆𝐹 is large compared with 𝑇𝐶. This leads
to the Mohn-Wohlfarth model

𝑇 2
𝐶

𝑇 𝑆2
𝐶

+ 𝑇𝐶
𝑇𝑆𝐹

− 1 = 0 (2.26)

The validity of thismodelwas investigated by plotting𝑇𝐶/𝑇𝑆𝐹 as a function of𝑇 𝑆
𝐶/𝑇𝑆𝐹

for various materials in Figure 2.6. For Fe, Co and Ni, which have 𝑇𝐶 values of 770, 1115
and 354∘C (1043, 1388 and 627 K) and magnetic moments of 2.2, 1.7 and 0.6 𝜇𝐵 respec-
tively, the calculated values agree within an error or 3-5%. For Fe, the high magnetic
moment leads to a high 𝑇𝐶. For Co, the increased density of states contributes to the
high 𝑇𝐶. For Ni, the lower 𝑇𝐶 can be attributed to the reduced magnetic moment. The
model has been applied in chapter 6.

Although this model is not state of the art, it can approximate the Curie temperature
quite well as long as there is no phase transition affecting the magnetism of the mate-
rial. Extending this model by using a Heisenberg model and Monte Carlo simulations
does not significantly improve the predictions17. In addition, methods that use a finite
temperature DFT approach are still far from usable18. In case of phase transitions, other
DFT methods that model the ferro- and paramagnetic phases individually have been
used successfully19.
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Figure 2.6: The solutions of Equation 2.26 (full curve) and the actual values for 12 different systems (open
circles). The broken line is the limit for pure Stoner behavior whereas the asymptotic limit for pure fluctuation
behavior is given by the chain line. The theory accurately describes the Curie temperatures of Fe, Ni and Co 16.
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3
Experimental methods and

instruments

3.1. Introduction

T his chapter describes the sample preparation methods and the used instruments.
Samples were prepared using an arc-melting furnace1 and a melt-spinning device2

followed by an annealing step. The crystallographic phases were characterized by X-ray
and neutron diffraction. Magnetic properties were measured using various magnetome-
ters. X-ray absorption experiments were performed at a dedicated setup in the European
synchrotron facility at Grenoble, France.
Section 3.2 is dedicated to a new setup of an arc melting furnace, constructed to replace
and improve an older instrument. It was constructed to ensure high quality samples,
by minimizing contamination by oxidation3. Not only does oxidation alter the material
properties, in some cases it can increase the melting temperature considerably. In that
case, a high electrical power is needed to produce these samples, which promotes evap-
oration. High-quality samples are important because some systems are very sensitive to
impurities. For instance, the superconductivity4 or exotic magnetic states5 are strongly
affected by impurities and defects6. Relevant elemental properties like melting points
and formation energies of oxides are listed in chapter 8.

3.2. Arc melting furnace
3.2.1.Main chamber

T he furnace is composed of a main chamber, copper crucible and torch (Figure 3.1).
The bottom plate of themain chamber is set on a hydraulic lift and has three connec-

tions. The first (14) is the crucible connection that has a KF25 stainless steel co-seal. An
O-ring with centering ring was not used because it promotes leakage due to the water
pressure in combination with the high vacuum. The second connection is an electrical
feedthrough (18) which is directly connected to the crucible, minimizing any electrical
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resistance. The third connection is the vacuum outlet for the argon flow, and is located
behind 18 in the figure.

Figure 3.1: Schematic drawing of the setup. 1. Ar inlet 2. Torch cooling 3. Power connection (-) 4. Height
manipulator 5. Handle 6. Vacuum seal 7. Z-bellow 8. Bellow insert 9. XY bellow 10. Paque insulation 11.
Wobble stick 12. Glass cylinder 13. Crucible 14. Crucible connection 15. Alumina cap 16. Tungsten electrode
17. Paque insulation 18. Power connection (+) 19. Crucible cooling

The main chamber is composed of a glass cylinder (12) that has been cut to precisely
fit in the metal seal, which incorporates an O-ring. The glass rests on a soft aluminum
layer that allows a vacuum level of at least 10−6 mbar. The metal seals on the top and
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bottom are kept together by paque strips (17) which are placed along the edge. The top
part of the arc furnace is stationary and has been electrically isolated by a paque layer
(10). The bellow insert (8) prevents the torch from making contact with the upper part,
that can cause stray currents to affect the turbopump and the gauges. Awobble stick (11)
is used as a sample manipulator to easily turn the samples. The torch is controlled man-
ually by two handles (5), one on each side. The torch is sealed at (6) by two O-rings, that
are pressed into a notch and held by a metal ring that is screwed into the stainless steel
piece. The torch is composed of three layers, separating the two water flow directions
and the argon gas.

3.2.2. Vacuum system
The vacuum is controlled by a membrane pump (nXDS6i from Edwards) and a turbo-
pump (nEXT240D from Edwards) and is monitored by a pirani-type vacuum gauge
(AGP100), a wide-range gauge (WRG-S) and a piezogauge (ASG2). The pirani gauge can
measure the pre-vacuum from ambient pressure to 10−3 mbar, the wide-range gauge
can measure from ambient down to 10−9 mbar and the piezogauge can measure down
to 1 mbar and is used to control the argon pressure. Two needle valves (which have
a sensitivity of 0.1 L/min) control the argon flow, that is sustained by a separate small
laboratory pump. A separate pumpwas used to create an argon flow, thereby preventing
any gases formed in the melting process to enter the membrane pump. In addition, the
argon flow is filtered by steel wool, that is used because of the low cost. The system
is controlled by a programmable logic controller (PLC, type HTB1C0DM9LP) that has
an integrated touchscreen. The pumps, valves and gauges are directly connected to the
PLC.

3.2.3. Electrical system
ADC power supply (IMS TIG 161) with a low voltage (< 20V) and an adjustable current
between 10 and 160 A is used as generator. The maximum current is around 100 A
for the standard 2.4 mm electrode (Binzel, E3 tungsten alloy) but is higher for thicker
electrodes. The voltage of the IMS TIG 161 generator is given by Δ𝑉 (𝑉 ) = 0.04𝐼(𝐴) +
10 and the power is given by𝑃 = Δ𝑉 𝐼 . A current of 90A can be sustained for any period
of time, but 100 A can only be sustained for 0.6 minutes and 160 A can be sustained for
0.2 minutes without the machine overheating. Good electrical conductivity between
the generator, the torch and the crucible is very important for the stability of the arc
and the heating of the sample. The torch should be attached to the (-) side and the
crucible to the (+) side. This way the electrons will travel from the crucible to the torch
and loose their energy in the sample, heating it up. The other way around the electrode
will heat up and melt above 25 A. Switching the connections could be a solution if the
power is too high and one needs to gently heat the sample. To ensure a stable arc, the
connection between (18) and the crucible needs to have a large contact surface and a
tight connection.



..

3

26 3. Experimental methods and instruments

3.2.4. Cooling system
The cooling system consists of four valves and one flow meter. The first two valves are
external and have to be operated manually. The water system will always run when the
external switches are turned on and this enables cooling of the turbopump. The other
two valves are solenoid valves (type EV210B from Danfoss) and allow water into the
crucible and torch. The flow meter is capable of measuring a range between 0.5 and 30
L/min. The connections are push-in fittings from Festo; they allow easy removing of
the tubes. The water flow inside the crucible was simulated using the Ansys Academic
R14.5 software and is shown in Figure 3.2. Details on operating the instrument can be
found in the manual.

Figure 3.2: Simulation of the velocity of the water flow shown in a cross section of the copper crucible. The
water (3.5 105 Pa) enters the crucible from the center, disperses at a notch on the inner wall and exits from
the side. This design ensures an equal distribution of water across the inner surface.

3.3.Melt spinning

T o studymetastable phases, themelt spinning techniquewas used. Intermetallic com-
pounds in the solid state exist either as a solid solution, where any composition is

stable, or have a fixed stoichiometry. In the liquid state at sufficiently high tempera-
tures, solutions can be made with any composition, and by rapidly quenching the liquid
to room temperature it is possible to retain the starting composition. This is shown in
Figure 3.3. Using this technique, synthesis of metastable phases is attainable and can in-
crease the compositional range of a particular phase. This is the basis for melt spinning,
where quenching is achieved by spraying a liquid onto a rotating copper wheel, achiev-
ing cooling rates in the order of 104 - 107 K/s7. The wheel is rotating at a speed of 60
m/s. The resulting ribbons can be crystalline or amorphous, depending on the elements
present.

There are two additional advantages to this technique. First of all, arc melting can
always leave some inhomogeneities in the sample due to the nonuniform temperature
whenmelting. The induction furnace used in melt spinning makes sure that the samples
are homogeneous. Secondly, hard materials are difficult to process and powderization
of samples is not always trivial. The resulting ribbons require short annealing times and
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Figure 3.3: Schematic view of the melt spinning technique. A heating coil liquifies a sample, that is sprayed
through a nozzle onto a rotating copper wheel, creating (amorphous) ribbons 8.

are perfectly suited for characterization by X-ray diffraction. This is due to the high
density and the fact that no force has been applied to the sample in order to achieve
powderization. Themelt spinner is a commercial product instrument by EdmundBühler
GmbH.

3.4. Annealing

T he samples obtained by arcmelting ormelt spinningwere annealed in a tube furnace.
To protect the samples from oxidation, theywere first sealed into quartz ampoules in

an Ar atmosphere of 200 mbar. The melt spun ribbons used in chapter 4 were annealed
at 650∘C for 2 h and quenched to room temperature. The samples from chapter 6 were
annealed at 900∘C for 2 days and quenched to room temperature.

3.5. Diffraction experiments

D iffraction is scattering of radiation from a periodic lattice, giving rise to interference.
The interference pattern, or diffraction pattern, can be used to determine the crystal

lattice. Each diffraction peak is determined by the scattering by one or multiple lattice
planes, given by indices (ℎ𝑘𝑙). In these planes, the electrons (for X-rays) or nuclei and
magnetic moments (for neutrons) of atoms 𝑛 are the source of the scattering. The sum
of all the waves scattered by these atoms is called the structure factor 𝐹 9:

𝐹ℎ𝑘𝑙 =
𝑛=𝑁
∑
𝑛=0

𝑓𝑛𝑒𝑥𝑝(2𝜋𝑖(ℎ𝑥𝑛 + 𝑘𝑦𝑛 + 𝑙𝑧𝑛)). (3.1)

When the scattering objects are not localized in one point, the sum in the structure
factor can be replaced by an integral over the volume 𝑉 :

𝐹ℎ𝑘𝑙 = ∭
𝑉

𝜌𝑥𝑦𝑧𝑒𝑥𝑝(2𝜋𝑖(ℎ𝑥
𝑎 + 𝑘𝑦

𝑏 + 𝑙𝑧𝑐 )) 𝑑𝑎 𝑑𝑏 𝑑𝑐. (3.2)
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where 𝑥, 𝑦 and 𝑧 are the fractional coordinates of a unit cell with cell axes 𝑎, 𝑏 and 𝑐.
Now the electron density can be written as a Fourier series

𝜌𝑥𝑦𝑧 = 1
𝑉 ∑

ℎ
∑

𝑘
∑

𝑙
𝑒𝑥𝑝(2𝜋𝑖(ℎ𝑥

𝑎 + 𝑘𝑦
𝑏 + 𝑙𝑧𝑐 )). (3.3)

The structure factors were obtained by Rietveld refinement10 using the FullProf soft-
ware11.

3.5.1. Electron density plots
By using the structure factors as coefficients in a Fourier synthesis (performed byVESTA12

using a .fos file as input), the electron density can be reconstructed. The resolution of
the electron density is given by the number of structure factors used. Due to the phase
problem, only the real part of the structure factor is measured, because the intensity of
a reflection is given by 𝐼 = |𝐹 2|. The imaginary part (due to the phase) is calculated
using the crystallographic model and is determined by the atomic positions. The mag-
nitude of the structure factor is partly determined by the atomic form factor 𝑓 , which
is a scalar derived from an isotropic electron density distribution. Because the electron
density distribution in real solids is generally anisotropic, the atomic form factor should
depend on ℎ𝑘𝑙. This is reflected in the fact that the observed and calculated intensities
for different reflections always show some deviations. By using the observed intensities
to describe the real part of the structure factor, the anisotropic nature of the atomic form
factor (which does not contribute to the imaginary part) can be taken into account. To
measure changes in electron density as a function of temperature, the electron density
at two different temperatures can be reconstructed and the difference can be plotted.
In this way, all common features are removed and the electron density difference can
be visualized. This is complicated by the fact that thermal motion of atoms changes
the diffracted intensity. High temperature increases the thermal diffuse scattering and
decrease the intensity at the diffraction peaks. However, the total scattered intensity
should remain constant (neglecting any absorption). This means that the sum of the
structure factors over all lattice planes should be a constant. This constant was used as a
scale factor in the electron density plots, considering that the integral over the electron
density is equal to the number of electrons in the unit cell.

3.5.2. X-ray powder diffraction
Room temperature X-ray diffraction (XRD)measurementswere performed on a PANalytical
X’Pert PRO diffractometer. The temperature-dependent X-ray diffraction experiments
were performed in 0.5 mm capillaries at the BM1A beamline at the ESRF using a wave-
length of 0.68884Å and a PILATUS2M area detector. Temperature control was achieved
using a liquid nitrogen cryostream.

3.5.3. Neutron powder diffraction
Neutron diffraction measurements were performed on the new neutron powder diffrac-
tometer PEARL of the TU Delft13. Data were collected at 78 and 405 K using the (533)
reflection of the germaniummonochromator (𝜆 = 1.665Å). The sample was loaded under
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argon in a 6 mm diameter air-tight vanadium container (0.15 mm thickness). Cooling
was achieved using a stream of liquid nitrogen and a heat gun was used for heating. The
sample was measured for 10 min per temperature step. The data treatment consisted of
a correction for the detection efficiency.

3.6.Magnetization measurements

M agnetization measurements were carried out in a superconducting quantum in-
terference device (SQUID) magnetometer (Quantum Design MPMS 5XL). Sam-

ples were put in a gelatin capsule, which was mounted in a transparent plastic straw.
Temperature dependent measurements were performed with a sweep rate of 2 K/min.
High-temperature magnetization measurements were performed in a VersaLab vibrat-
ing sample magnetometer (VSM) with an oven function. This instrument can heat a
sample from 350 to 1000 K. The sample was in contact with a resistive heater and fixed
by thermal paste.

3.7. X-ray Absorption Spectroscopy

A part from scattering experiments, absorption experiments can also provide valuable
information about the electronic structure of a material. By tuning the energy of

the X-rays to an absorption edge, the attenuated beam can be measured14. In general,
the intensity is measured as a function of energy. X-ray absorption fine structure spec-
troscopy (XAFS) uses high-energy photons to excite electrons from a core level to an
excited state. The energy of the various core levels (1𝑠, 2𝑠 etc.) is known and at a syn-
chrotron facility the energy can be tuned to an absorption edge. Because core levels are
not influenced by the chemical environment of the material, the excited state is of par-
ticular interest. For compounds containing Fe, the interesting excitations are a dipolar
coupling from 1𝑠 to 4𝑝 and a quadrupolar coupling between 1𝑠 and 4𝑑 orbitals.

The XAFS spectrum can be divided into two regions: XANES (X-rayAbsorptionNear
Edge Structure) and EXAFS (Extended X-ray Absorption Fine Structure). The XANES
region is determined by the absorption edge and depends on the final energy state, which
is highly influenced by the oxidation state. The EXAFS region is found at higher energies
and here the excited electrons have additional kinetic energy. This causes oscillations
due to scattering. By analyzing the oscillations, the local environment (electron density
around the absorbing atom) can be probed. Because in the Fe2P structure Fe and Mn
preferentially occupy different lattice sites, the electron density around the two lattice
sites can selectively be probed.

The experiments were performed on powders with particle sizes between 20 and
40 𝜇m that were mixed with boron nitride to control the attenuation and pressed into
pellets. Themeasurements were performed in transmissionmode. Boron nitride secures
the structural properties of the material without influencing the measurement. A nitro-
gen cryostreamwas used to cool and heat the samples with a temperature control within
2 K. For better statistics, two absorption spectra were recorded at each temperature.

All XAFS spectra were analyzed with the Athena and Artemis software packages15.
In reducing the data, the same set of parameters was utilized for each absorption edge.
For the Fourier transform at the Fe edge, 𝑘 values between 2 and 13 Å−1 were used;
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for the Mn edge, 𝑘 values between 2 and 12 Å−1 were used since higher 𝑘 values were
inaccessible due to an overlap with the Fe-edge. In fitting the data, an Einstein model
was used to calculate the static disorder. To simulate the XAFS data, 6 scattering paths
were used per temperature, based on the experimental lattice parameters. This accounts
for 96% of the partial occupations of crystallographic sites and occupational disorder.
The coordinates of the atoms were taken from neutron diffraction data. The energy
shift between the experimental data and the fit was determined per measurement and
the disorder and amplitude were fitted for the whole temperature range. A total of
5 parameters were used out of 13 independent points per measurement for the first shell
of Fe. For Mn there are 11 independent points for the first shell. All fits were performed
in 𝑘 space.
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4
Mg3Cd-based materials

4.1. Introduction

C ompounds based on Mn and Ga can form a large variety of phases. The high spin
polarization and moderate transition temperatures qualify them as good candidates

for magnetocaloric materials. The structural and magnetic properties of Mg3Cd-type
(Mn1−𝑥Fe𝑥)3−𝛿Ga have been studied.

The Mg3Cd-type crystal structure is composed of two layers, each containing three
magnetic atoms (Mn, Fe or Ni) and one non-magnetic atom (Ga, In, Ge or Sn) in a
hexagonal unit cell1. The magnetic atoms are arranged in a triangle in each layer, with
a non-magnetic atom above/below the center of this triangle in the other layer, as shown
in Figure 4.1. This phase is commonly referred to as the 𝜖 phase. The hexagonal phase
is metastable and will form in a temperature range between a high-temperature cubic
and a low-temperature tetragonal phase2, and can be stabilized by quenching.

Figure 4.1: Unit cell of the Mg3Cd type crystal structure. Three magnetic atoms (M) are arranged in a triangle
in one layer and a non-magnetic atom (X) in the center of the triangle, in the alternate layer indicated by
shading.
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The first magnetic study on the 𝜖 phase in the Mn-Ga system showed a magnetic
moment of about 3.0 𝜇𝐵 for Mn3. The magnetic moments are arranged in a triangular
antiferromagnetic configuration4. The triangular arrangement has been described using
an Ising model with the spins confined to the basal plane5. It gives rise to a complex
antiferromagnetic structure that can be described by a combination of three magnetic
sublattices, oriented at an angle of 120∘. This often leads to exotic properties such as spin
ice, multicritical phenomena, and noncollinear ordering6.

Most of the triangular spin systems investigated so far are insulators, while Mn3Ga is
an example of a metallic system. This makes this system very interesting. Additionally,
there is a sudden change in magnetization that coincides with a distortion of the lattice
at 𝑇𝑑. A hexagonal-to-orthorhombic reduction in symmetry has been reported to take
place at the distortion temperature 𝑇𝑑, but no evidence has been presented to confirm
this7,8. Using high-resolution X-ray diffraction, we will show that the symmetry is ac-
tually reduced to monoclinic. Such a behavior is highly uncommon, Tb3Ag4Sn4 is the
only other example of such a transition9.

The outline of the remainder of the paper is as follows, first, the phase stability of
the 𝜖 phase is investigated in the presence of Fe and Si substitutions. To explore if
the crystallographic transition persists, the magnetic properties of (Mn,Fe)3−𝛿Ga and
Mn3−𝛿(Ga,Si) are reported. Finally, the origin of the crystallographic distortion is in-
vestigated using both X-ray and neutron diffraction techniques.

4.2. Experimental

M n chips (99,9%), Ga pieces (99,99%) and Fe granules (99,98%) were melted in the
arc melting furnace described in section 3.2. An extra 2 wt.%Mnwas added to ac-

count for evaporation losses; the evaporation varied between 1.75 and 2.25 wt.%, based
on the change in mass. The obtained buttons were turned three times and subsequently
melt spun to facilitate the phase formation. Combined evaporation losses from melt
spinning and annealing result in a maximum deviation of 0.2 wt.% from the nominal
stoichiometry. The melt-spun ribbons were ductile, which is an indication that the rib-
bons are amorphous.
To find the transition temperatures of the tetragonal, hexagonal and cubic phases, differ-
ential thermal analysis (DTA) was performed on a Perkin–Elmer MAS-5800 instrument
with a heating/cooling rate of 10∘C/min and a nitrogen flow rate of 50 ml/min. We ob-
serve transitions around 550, 600 and 700∘C. These preliminary samples were sealed in
quartz ampoules, filled with Ar, and quenched in water. It was found that below 600∘C
the tetragonal phase is stable and above 700∘C the cubic phase is formed. Apart from
these phases, no other phases were observed after annealing at 450, 650 and 750∘C for 8
h. All subsequent samples were annealed under argon at 650∘C for 2 h and quenched in
water.
The diffraction experiments and magnetization measurements are described in section
3.5 and 3.6 respectively.
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4.3. Results and discussion
4.3.1. Phase stability of (Mn,Fe)2.9(Ga,Si)

A ccording to the binary Mn-Ga and Fe-Ga phase diagrams2, the 𝜖 phase is stable only
with an excess of Ga. To verify whether this is also the case for melt-spun samples, a

stoichiometric Mn3Ga sample was made. The sample shows single 𝜖 phase and contains
74.8 ± 0.2 at.% Mn based on the experimental evaporation, EDX measurements show a
concentration of 75 ± 2 at.% Mn. All other samples were made with a stoichiometry of
2.9:1 to facilitate the solid solution formation of Mn3Ga and Fe3Ga. The results on the
phase stability of the samples is summarized in Figure 4.2. Above 25% Si substitution,
the cubic Mn3(Si,Ga) phase is formed. The fraction of the 𝛼-Fe phase was found to be
strongly dependent on the annealing time. For that reason, the 8 h annealing time of
the preliminary samples was reduced to 2 h to reduce the formation of the 𝛼-Fe phase.
In samples containing Si, between 10% and 25% 𝛼-Fe was formed. It is expected that
the phase stability window of 600 to 700∘C varies with composition. This complicates
the phase formation of the 𝜖 phase and can lead to a non-uniform distribution of second
phases.

Figure 4.2: Quaternary phase diagram of (Mn,Fe)2.9X. The 𝜖 phase is shown in blue, the cubic Mn3Si phase
is shown in red and the 𝛼-Fe phase is shown in white. All samples were annealed at 650∘C for 2h and char-
acterized by XRD at room temperature.
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4.3.2.Magnetic properties of (Mn1−𝑥Fe𝑥)2.9Ga

T he crystallographic distortion of the hexagonal structure is characterized by an in-
crease in magnetization below room temperature shown in Figure 4.3 for 𝑥 = 0. For

𝑥 = 0.3 the antiferromagnetic regime is shifted to lower temperatures and shows two
magnetic transitions. For 𝑥 = 0.4 there is a paramagnetic to ferromagnetic transition
at 230 K and a ferro- to antiferromagnetic transition at 150 K, where the Mn moments
start to align antiferromagnetically. Because the Mn moments cannot compensate each
other due to the stoichiometry and the alignment with the applied field, the magnetiza-
tion increases with decreasing temperature. The same behavior is observed for 𝑥 = 0.5
but is absent for 𝑥 = 0.6.

Figure 4.3: Magnetization as a function of temperature under an applied field of 1 T for (Mn1−𝑥Fe𝑥)2.9Ga.
For 𝑥 = 0, the composition is Mn2.95Ga.

Figure 4.4 shows the magnetization measurements for selected values of 𝑥. A very
low magnetization is measured for 𝑥 = 0.1, comparable to the magnetization found in
Mn3Ge and Mn3Sn. In addition, the ferromagnetic component at low fields is absent
for 0 < 𝑥 < 0.3 and the magnetization increases linearly with applied fields up to 15
T10. The antiferro- to ferromagnetic transition at 𝑥 = 0.3 gives rise to a larger saturation
magnetization. To determine the saturation magnetization for all samples, a Langevin
function with added linear component was used to fit the data. Above the Néel temper-
ature, the sample shows Curie-Weiss behavior (𝜒 = 𝑀/𝐻 = 𝐶/(𝑇 + 𝜃𝐶𝑊 ), which is
characterized by a linear response of 𝑀 to the applied field 𝐻 .

For high Mn concentrations, antiferromagnetic interactions dominate and decrease
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Figure 4.4: Magnetization curves of (Mn1−𝑥Fe𝑥)2.9Ga and fits (Langevin function with added linear com-
ponent) as a function of applied field at 5 K.

Table 4.1: Magnetic transition temperatures 𝑇𝑁 and 𝑇𝐶 extrapolated to zero-field and saturation magnetiza-
tion of (Mn,Fe)2.9Ga

compound 𝑇𝑁 (K) 𝑇𝐶 (K) M (Am2/kg) (𝜇𝐵 / atom)
Mn2.9Ga 470 20.0 0.27
(Mn0.9Fe0.1)2.9Ga 418 2.7 0.04
(Mn0.8Fe0.2)2.9Ga 320 10.7 0.15
(Mn0.7Fe0.3)2.9Ga 251 50 24.9 0.34
(Mn0.6Fe0.4)2.9Ga 156 230 76.5 1.05
(Mn0.5Fe0.5)2.9Ga 50 345 93.6 1.29
(Mn0.4Fe0.6)2.9Ga 420 111.8 1.54
(Mn0.25Fe0.75)2.9Ga 530 139.1 1.91
Fe2.9Ga 720 145.7 2.02
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linearly as a function of 𝑥. The same trend is observed for Fe. In the region where 𝑇𝑁
and 𝑇𝐶 are equal, there is a small deviation from the linear behavior, as shown in Fig-
ure 4.5. This is in line with the findings on (Mn1−𝑥Fe𝑥)3Ge11 and (Mn1−𝑥Fe𝑥)3Sn12.

Figure 4.5: Critical temperatures of (Mn1−𝑥Fe𝑥)2.9Ga as a function of 𝑥. The antiferromagnetic interaction
of Mn2.9Ga is weakened for increasing 𝑥 as the ferromagnetism of Fe2.9Ga gradually sets in. The crossover
with 𝑇𝑁 ≈ 𝑇𝐶 ≈ 190 K is around 𝑥=0.37.

Using the experimentally determined saturation magnetization, the magnetic be-
havior of (Mn,Fe)2.9Ga is shown in Figure 4.6. The line between 𝑥 = 0 and 𝑥 = 1 is
shown as a guide to the eye. Three regions can be distinguished: I is characterized by
the crystallographic distortion, II is dominated by antiferromagnetic interactions, III is
dominated by ferromagnetic interactions. In region II, the magnetization is relatively
low. This can be explained by considering a triangular antiferromagnetic arrangement
by magnetic moments of unequal magnitude. In region III, the magnetic moments ro-
tate in favor of a ferromagnetic arrangement. The fact that the saturation magnetization
does not exceed the value at 𝑥 = 1 indicates that Mn always couples antiferromagneti-
cally, because themagnetic moment ofMn is larger compared to Fe. From the saturation
magnetization of Fe2.9Ga, the calculated magnetic moment per Fe atom is 2.0 𝜇𝐵. The
magnetic properties are summarized in Table 4.1. The entropy change under an applied
field change of 0-1 T for the sample with 𝑥 = 0 is 0.1 J/K kg.
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Figure 4.6: The experimentally determined saturation magnetization measured as a function of 𝑥 at 5 K. The
datapoints are connected by a cubic spline interpolant as a guide to the eye. In region I, the magnetization
is nonzero below 𝑇𝑑 and zero above 𝑇𝑑. In region II, below the diagonal line, 𝑇𝑑 is absent and the AF Mn
sublattice couples AF to the Fe sublattice. In region III, above the diagonal line, the AF Mn sublattice couples
FM to the Fe sublattice.

4.3.3.Magnetic properties of Mn2.95(Ga,Si)

W hen substituting Si for Ga, the crystallographic distortion temperature decreases.
To keep the transition temperature around room temperature, a ratio of 2.95:1

was chosen. The unit cell of Mn2.95Ga1−𝑦Si𝑦 reduces isotropically for 𝑦 ⩽ 0.25 but
expands at higher values of 𝑦, which suggests that Si first substitutes Ga but for higher
Si concentrations it enters the lattice interstitially. At the same time, for 𝑦 > 0.25, the
cubic Mn3(Ga,Si) phase is formed as a second phase. This second phase is also antifer-
romagnetic and complicates the analysis of the magnetic properties. The ferromagnetic
contribution at low temperatures however persists and the transition broadens. The
structural properties are summarized in Table 4.2.

Table 4.2: Distortion temperatures, magnetization at 5 K in a field of 1 T (Am2/kg), lattice parameters 𝑎 and
𝑐 and the volume fraction of cubic 2𝑛𝑑 phases 𝑓𝑠𝑒𝑐𝑜𝑛𝑑 of (Mn1−𝑥Fe𝑥)2.95(Ga,Si).

compound 𝑇𝑑 (K) 𝑎 (Å) 𝑐 (Å) 𝑓𝑠𝑒𝑐𝑜𝑛𝑑 (%)
Mn2.95Ga 230 5.405 4.350 <1
Mn2.95Ga0.75Si0.25 220 5.350 4.313 <1
Mn2.95Ga0.5Si0.5 190 5.358 4.320 35
Mn2.95Ga0.25Si0.75 150 5.370 4.330 65
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4.3.4.Magnetoelastic transition of Mn2.9Ga

T o study the origin of the crystallographic distortion, high-resolution X-ray diffrac-
tion measurements were performed as a function of temperature. In order to study

a sample that has both a steep increase in magnetization and could be measured well
below 𝑇𝑑 using liquid nitrogen, the Mn2.9Ga sample was selected.

Figure 4.7: Powder X-ray diffraction intensity of the {220} peak of Mn2.9Ga as a function of temperature (K)

When cooling the sample down, the {220} peak gradually splits, indicating a second-
order phase transition as shown in Figure 4.7. This is supported by DSC measurements
that did not detect any latent heat. It seems that the unit cell gradually changes and the
resulting symmetry is expected to be a subgroup of the P63/mmc spacegroup. By reduc-
ing the symmetry to P1, one can change all unit cell parameters and find the parameter
relevant for the phase transition. It was found that a deviation of the 120 degree an-
gle results in the observed peak splitting, resulting in a hexagonal to monoclinic phase
transition. The corresponding space group is P21/m, which is a subgroup of the or-
thorhombic space group Cmcm, a supercell of the original unit cell13. The distortion
lifts the equivalence of the Mn atoms, they are no longer related by a threefold axis and
occupy three crystallographic positions, as summarized in Table 4.3.
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Table 4.3: Refined X-ray diffraction data of Mn2.9Ga. The atomic coordinates of Mn1 / Mn2 / Mn3 are split
for the monoclinic phase.

100 K 200 K
S.G. P21/m P63/mmc
𝑎 (Å) 5.304(5) 5.349(7)
𝑏 (Å) 4.304(6) 5.349(7)
𝑐 (Å) 5.364(3) 4.309(1)

𝛽 119.68(7) 120
Mn (x,1

4 ,z) (2e) (x,2x,14 ) (6h)
𝑥 1

3 / 5
6 / 5

6
1
6

𝑧 1
6 / 1

6 / 2
3

1
4

Ga (x,1
4 ,z) (2e) (1

3 ,23 ,3
4 ) (2d)

𝑥 1
3

1
3

𝑧 2
3

3
4

B𝑜𝑣 (Å2) 0.33 0.61
R𝑝 4.42 5.85
R𝑤𝑝 3.92 6.51

Figure 4.8: X-ray diffraction data of Mn2.9Ga at a temperature of 200 K (above the distortion temperature)
and at 100 K (below the distortion temperature).
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Table 4.4: Refined neutron diffraction data of Mn3Ga. The atomic coordinates obtained by XRD were used
as input. The magnetic moment vector is decomposed into three components along the crystallographic axes
(𝑀𝑎, 𝑀𝑏, 𝑀𝑐). The individual moments of Mn are 2.6 𝜇𝐵 for 78 K and 2.2 𝜇𝐵 for 405 K.

78 K 405 K
𝑎 (Å) 5.420(9) 5.391(8)
𝑏 (Å) 4.333(8) 5.391(8)
𝑐 (Å) 5.313(3) 4.348(3)

𝛽 119.18(7) 120
Mn1 (1.6 / 0 / -1.4) (2.2 / 0 / 0)
Mn2 (0 / 0 / -2.6) (0 / 2.2 / 0)
Mn3 (-2.6 / 0 / 0) (-2.2 / -2.2 / 0)

B𝑜𝑣 (Å2) 0.07 1.45
R𝑝 4.62 4.91
R𝑤𝑝 6.65 6.28

Figure 4.9: Neutron diffraction data of Mn3Ga above and below the distortion temperature. The black and
purple atoms lie in different planes. The moment orientations are obtained from Rietveld refinement.
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By refining the unit cell dimensions, a good fit was obtained with the experimen-
tal powder diffraction pattern, shown in Figure 7.8. Due to the distortion, both the
in-plane angle as well as the cell lengths change, while the out-of-plane cell length
is hardly affected. Refinement of the atomic positions of Mn did not improve the fit.
The distortion of the triangular lattice of the Mn atoms will affect the magnetic proper-
ties. Therefore, neutron diffraction experiments were performed on Mn3Ga below and
above 𝑇𝑑. Above the distortion temperature, the obtained triangular antiferromagnetic
arrangement confirms earlier findings4. Below the distortion temperature, the degen-
eracy of the Mn atoms is lifted and the magnetic moments were refined individually.
The atomic positions obtained from the XRD refinement were used as input. An in-
creased background was measured at low temperatures around the {101} peak, which
was attributed to the sample environment. The results are shown in Figure 4.9.

Above the distortion temperature, the magnetic moments of Mn lie along the crys-
tallographic directions, resulting in a zero net moment. The same holds for the other
layer, which has inverse chirality. The chiral solution, where both layers have the same
chirality, gives a higher intensity at the {100} peak and was discarded. Below the distor-
tion temperature, the net moment cannot point out of plane, as this would be visible in
the {200} and {201} peaks. The rotation of one local moment can reproduce the observed
intensity, keeping the magnitude of the moments constant, as shown in Figure 4.9. This
rotation partially cancels the moment in the [00-1] direction, leaving a net moment in
the [101] direction. The result of the refinements of the neutron diffraction data are
summarized in Table 4.4.

Figure 4.10: Distortion of the 𝛽 angle (left) and magnetization (right) of Mn2.9Ga measured at 1 T, as a
function of temperature. The magnetization and the distortion are correlated, but don’t coincide due to the
broadening by the applied field and the temperature control.
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By measuring the magnetization of the sample as a function of temperature, we can
see that the magnetization and monoclinic angle are indeed correlated, as can be seen in
Figure 4.10. The temperature difference can be attributed to the shift due to the applied
magnetic field and the temperature control. There is clearly a correlation between the
deviation of the 120 degree angle and the rotation of the magnetic moment of the Mn
atoms. It is now also clear how the stoichiometry affects the magnetization. In the
ferromagnetic state, three magnetic domains are expected to form where the in-plane
moments generate a net domain magnetization along three principal directions. If one
would apply an in-plane magnetic field or shear force on a single crystal, the material
would acquire a ferromagnetic component in-plane with a maximum magnetization of
about 70 Am2/kg. This is a domain reorientation and is expected to be a reversible
process. Generally, phase transitions involving a change in symmetry are of first-order.
However, in this case, the monoclinic symmetry can be described as a subgroup of the
hexagonal symmetry, which allow a continuous change of the 120 degree angle.

4.4. Conclusions
(Mn1−𝑥Fe𝑥)2.9Ga is shown to form an 𝜖 single phase after quenching from a tempera-
ture between 600 and 700∘C. Stoichiometric Mn3Ga is shown to form using melt spin-
ning, indicating that off-stoichiometry is not an intrinsic property of the material, but is
rather an experimental complication. When Si is introduced, the temperature window
of phase stability is expected to vary and second and third phases are observed. Magneti-
zation measurements show a lowmagnetization for Mn rich samples, consistent with an
antiferromagnetic arrangement of three magnetic sublattices. When substituting one Fe
atom forMn, a ferromagnetic component is introducedwhile lowering the Néel temper-
ature. At 𝑥 = 0.37 the Fe and Mn sublattices couple ferromagnetically and the material
becomes ferromagnetic. We attribute the crystallographic distortion in Mn3−𝛿Ga to a
rotation of the three antiferromagnetic sublattices below room temperature. This re-
duces the symmetry from hexagonal to monoclinic via a second-order phase transition.
The distortion results in a rotation of one of the magnetic moments in-plane. This effect
is linked to the magnetic lattice site, because replacing Ga with Si retains the distortion.
This study shows that there is a coupling between the magnetic structure and crystal
structure in this material. With the application of a magnetic field, a reversible magne-
tization change can be realized around room temperature.

References
[1] K. Kanematsu and H. Takahashi. ‘Magnetization and X-Ray studies on

(Fe1−𝑥Ni𝑥)3Ge and (Fe1−𝑥Ni𝑥)3.4Ge.’ J. Phys. Soc. Jpn. volume 53, pp. 2376–
2380 (1984).

[2] K. Minakuchi, R. Y. Umetsu, I. Kiyohito and K. Ryosuke. ‘Phase equilibria in the
Mn-rich portion of Mn–Ga binary system.’ J. Alloys Compd. volume 537, pp. 332–
337 (2012).

[3] I. Tsuboya andM. Sugihara. ‘The magnetic properties of 𝜖 phase in Mn-Ga system.’
J. Phys. Soc. Jpn. volume 143, p. 143 (1963).



References ..

4

45

[4] E. Krén and G. Kádár. ‘Neutron diffraction study of Mn3Ga.’ Solid State Commun.
volume 8, pp. 1653–1655 (1970).

[5] D. H. Lee, J. D. Joannapoulos and J. W. Negele. ‘Discrete-Symmetry Breaking and
Novel Critical Phenomena in an Antiferromagnetic Planar (XY) Model in Two Di-
mensions.’ Phys. Rev. Lett. volume 52, pp. 433–436 (1984).

[6] A. P. Ramirez. ‘Strongly geometrically frustrated magnets.’ Annu. Rev. Mater. Sci.
volume 24, p. 453 (1994).

[7] H. Niida, T. Hori and Y. Nakagawa. ‘Magnetic properties and crystal distortion of
hexagonal Mn3Ga.’ J. Phys. Soc. Jpn. volume 52, pp. 1512–1514 (1982).

[8] H. Kurt, K. Rode, H. Tokuc et al. ‘Exchange-biased magnetic tunnel junctions with
antiferromagnetic 𝜖-Mn3Ga.’ Appl. Phys. Lett. volume 101, p. 232402 (2012).

[9] D. H. Ryan, J. M. Cadogan, C. J. Voyer et al. ‘Using neutron diffraction and moss-
bauer spectroscopy to study magnetic ordering in the R3T4Sn4 family of com-
pounds.’ Mod. Phys. Lett. B volume 24, pp. 1–28 (2010).

[10] H. Niida, T. Hori, Y. Yamaguchi and Y. Nakagawa. ‘Crystal distortion and weak
ferromagnetism of Mn3+𝑑Ga1−𝑥Ge𝑥 alloys.’ J. of Appl. Phys. volume 73, p. 5692
(1993).

[11] T. Hori, Y. Yamaguchi and Y. Nagakawa. ‘Antiferromagnetic to ferromagnetic
transition of hexagonal (Mn1−𝑥Fe𝑥)3Ge.’ J. Magn. Magn. Mater. pp. 2045–2046
(1992).

[12] T. Hori, H. Niida, Y. Yamaguchi et al. ‘Antiferromagnetic to ferromagnetic transi-
tion of DO19 type (Mn1−𝑥Fe𝑥)3Sn1−𝛿.’ J. Magn.Magn.Mater. pp. 159–160 (1990).

[13] M. I. Aroyo, A. Kirov, C. Capillas et al. ‘Bilbao Crystallographic Server II: Repre-
sentations of crystallographic point groups and space groups.’ Acta Cryst. volume
A62, pp. 115–128 (2006).





5
Origin of the first-order phase

transition in Fe2P-based materials

5.1. Introduction

M aterials such as Mn(As,Sb)1, La(Fe,Si)13 and its hydrides2, (Mn,Fe)2(P,X) where
X = As3, Ge4, Si5 , MnCoGe6 or Gd5(Ge,Si)4 7 show a first-order magnetic transi-

tion, resulting in entropy changes in lowfield that are one order ofmagnitude larger than
for second-order transitions. Of these, the most promising magnetocaloric materials are
the Fe2P-based8 and La(Fe,Si)13-based2 compounds. They show a large isothermal en-
tropy change and adiabatic temperature change in low magnetic fields in combination
with a small thermal hysteresis. In addition, they both exhibit a magneto-elastic tran-
sition, in which the atomic arrangement changes in a much more subtle way compared
to the full crystallographic phase transition encountered in other first-order materials.

Density Functional Theory (DFT) calculations predict a distinct change in electronic
structure and magnetic moments across the magneto-elastic transition in Fe2P-based
materials9–11, shown in Figure 5.1. In particular, Fe atoms on the 3𝑓 site, shown in
Figure 5.2 display a partially quenched magnetic moment in the paramagnetic state. A
recent DFT study on La(Fe,Si)13-based compounds also indicates, for the paramagnetic
state ”the possibility of stable quenched Fe-moments”12. We therefore propose that
competition between bond formation and moment formation lies at the basis of this
first-order magnetoelastic transition as it involves the same 3𝑑 electrons.

In order to experimentally verify that this mechanism is relevant in MCE materials,
one may probe changes in electron density around the Fe atoms. The
MnFe0.95P0.582Si0.34B0.078

13 compound was chosen for its sharp first-order transi-
tion and an Fe/Mn ratio close to 1:1, which allows one to distinguish the high and low
moment sites. For La(Fe,Si)13, experimental verification is more difficult as all moments
are Fe moments. We use X-ray Absorption Fine Structure (XAFS) and high-resolution
X-Ray Diffraction (XRD) to investigate the electron density. Extended X-ray Absorp-
tion Fine Structure (EXAFS), is sensitive to the local electronic environment around
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Figure 5.1: Partial density of states of Fe andMn in the ferromagnetic (FM) and the paramagnetic (PM) state of
MnFeP0.67Si0.33 obtained by DFT calculations. The energy scale is plotted with respect to the Fermi energy.
In the ferromagnetic state there is a majority of spin-up electrons (red) compared to the spin-down electrons
(blue), which contribute to the itinerant magnetism. Both in the PM and FM states there is a large majority
of spin up electrons (red). The corresponding magnetic moments are 1.45 𝜇𝐵 (FM), 0.67 𝜇𝐵 (PM) for Fe and
2.93 𝜇𝐵 (FM), 2.87 𝜇𝐵 (PM) for Mn.

Figure 5.2: Unit cell of the hexagonal Fe2P structure (space group P62m) showing the Wyckoff positions and
the layered structure. The 1𝑏 and 2𝑐 positions are occupied by the nonmetal P and Si atoms and the 3𝑓 and
3𝑔 positions are occupied by metal Fe and Mn atoms.

a particular type of atom. By applying a Fourier transform to the EXAFS signal, 1D
radial electron density plots can be obtained. By measuring below and above the criti-
cal temperature, changes in this radial distribution of the electron density are detected.
To characterize these changes also in 3D, we created charge density maps from high-
resolution XRD measurements above and below the critical temperature. Additionally,
we performed new DFT calculations for a compound with a stoichiometry close to the
experimental value.
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5.2. Experimental

P reparation of the sample is described in a previous paper13. Details on the X-ray ab-
sorption and powder diffraction experiments can be found in chapter 3. The density

functional theory calculations on MnFeP0.67Si0.33 were done using Vienna ab-initio
simulation package (VASP)14 using generalized gradient approximation by Perdew, Burke
and Enrzerhof (GGA-PBE)15. Frozen core charges were represented with pseudopoten-
tials of the Vanderbilt form16 utilizing the projector augmented wave (PAW)17 frame-
work. For all the atoms, PAW data sets were used with frozen 1𝑠, 2𝑠, 2𝑝 and 3𝑠 core
state for Mn and for Fe an additional 3𝑝 state was frozen. For Si and P 1𝑠, 2𝑠 and 2𝑝 core
state was kept frozen. The Brillouin-zone integration was done using a Gamma centered
𝑘-point mesh of 6 × 6 × 6 𝑘 points in the irreducible part of the Brillouin zone. The
cutoff energy of the augmentation function was taken as 400 eV and, for smearing, the
Methfessel-Paxton scheme was used with a smearing width of 0.1 eV. The calculations
were relaxed using force and energy convergence criteria of 0.001 eV/Å and 10−7 eV
respectively. The lattice parameters and the atomic positions within the unit cell of
MnFeP0.67Si0.33 in ferromagnetic and paramagnetic states were independently relaxed
until the convergence criteria were achieved. The obtained values for ferromagnetic and
paramagnetic lattice parameters were 𝑎𝐹𝑀 = 6.13 Å, 𝑐𝐹𝑀 = 3.27 Å and 𝑎𝑃𝑀 = 5.94 Å,
𝑐𝑃𝑀 = 3.42 Å. The 𝑐/𝑎 ratios of both phases are in agreement with the experimentally
determined ratios. For the FM phase, these ratios are 0.536 (XRD) and 0.533 (DFT) and
for the PM state these are 0.564 (XRD) and 0.576 (DFT). For the charge density plots,
the unit cell parameters and atomic positions obtained by Rietveld refinement of the
XRD data were used. To model the paramagnetic state, a 2 × 2 × 2 supercell was created
with alternative direction of magnetic moments within the XY plane. This was ener-
getically more stable compared to previous calculations11,18. The magnetic moments of
weakly magnetic Fe atoms decrease from 1.45 𝜇𝐵 in the FM state to 0.67 𝜇𝐵 in the PM
state, where the strongly magnetic Mn atoms retain the moment from 2.93 𝜇𝐵 (FM) to
2.87 𝜇𝐵 (PM) during the phase transition.

5.3. Results and discussion

T he absorption spectra measured at different temperatures are shown in Figure 5.3
and have been split into XANES (X-Ray Absorption Near Edge Spectrum) and EX-

AFS (Extended X-Ray Absorption Fine Structure) parts.
The XANES part does not show a significant change across the ferromagnetic transi-

tion, so we expect no valence changes for Fe and Mn. The absorption edge most closely
resembles the absorption edge of pure Fe and Mn metals. In the EXAFS region, there is
a significant change in the Fe fine structure, in contrast to the Mn fine structure. The
fine structure data in 𝑘 space and its Fourier transform are shown in Figure 5.4.

For the Fe signal, the fit is in good agreement with the data, but around 8 Å−1 there
are some deviations. The signal around this region is probably due to contributions of
the next nearest neighbors, which were not fitted. The fit of the Mn signal is slightly
more off due to the higher standard deviation of this signal compared to the signal from
Fe. There is a systematic shift in the main peak, which indicates that there is a system-
atic difference between the atomic positions measured with X-ray diffraction and the
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Figure 5.3: Normalized absorption of the Fe (a,b) and Mn (c,d) edges in MnFe0.95P0.582Si0.34B0.078. The
XANES region is displayed on the left and the EXAFS region is displayed on the right.

Figure 5.4: Fits of Fe (a,b) andMn (c,d) of MnFe0.95P0.582Si0.34B0.078 in 𝑘 and 𝑅 space. The signals below
1.3 Å are artifacts of the Fourier transformation. The distances have an offset with respect to the physical
distances due to the phase shift caused by the scattering of the photo-electron.
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Table 5.1: Results of the fits to the Fe and Mn edge data. 𝑆2
0 is the passive electron reduction factor. The 𝐸0

values are relative to the edge inflection point. The * indicates parameters that are common to both data sets
in the fit. The 𝜎2 is the thermal mean-square variation in atomic distance. The 𝜃𝐸,𝑋−𝐹𝑒 was set to a fixed
value.

Fe-edge Mn-edge
𝑆2

0 0.457 ± 0.014 0.490 ± 0.012
𝐸0 (eV) 100 K 6.92 ± 0.81 1.75 ± 0.84
𝐸0 (eV) 400 K 7.77 ± 0.60 1.59 ± 0.94

𝜃𝐸,𝑋−𝑃 477 ± 321 474 ± 442
𝜃𝐸,𝑋−𝑆𝑖 475 ± 185 340 ± 142
𝜃𝐸,𝑋−𝐹𝑒 387 (fixed) 291* ± 39
𝜃𝐸,𝑋−𝑀𝑛 291* ± 39 177 ± 23.7

data obtained with XAFS. It appears that the interatomic distances in the Mn layer are
reduced compared to the X-ray data.

In Figure 5.5 the Fourier transform of the Fe EXAFS data, measured below and above
𝑇𝐶, are shown as a function of the distance from the central absorber atom. As X-
rays solely interact with electrons, this represents the radial distribution of the electron
density around Fe. Two electron density peaks around 2.3 and 2.7 Å are caused by atoms
occupying the 1𝑏/2𝑐 and 3𝑓/3𝑔 positions. We know from neutron diffraction that the
1𝑏 and 2𝑐 sites are occupied by P and Si atoms, while Fe and Mn atoms occupy the 3𝑓
and 3𝑔 positions19. A small shift in peak position reflects the difference in interatomic
distances for the FM and the PM phase. In addition to the main two peaks, another
peak is visible located at smaller distances. This peak is located at distances of 1.8 and
1.6 Å above and below 𝑇𝐶, respectively. Therefore our simulations based on the atomic
positions obtained from neutron diffraction clearly reproduce the 1𝑏/2𝑐 and 3𝑓/3𝑔 peaks,
but are not able to reproduce the first peak. Note that the position of the Fe absorption
edge is not affected, which excludes a change in Fe valence. The EXAFS results are
a first indication that the Fe electron charge is indeed redistributed locally across the
transition.

While the radially averaged electron density is probed by element-specific EXAFS, it
can be probed in 3D by high-resolution X-ray diffraction. The diffractograms measured
at different temperatures including the Rietveld refinement are shown in Figure 5.6.
The refinement parameters are shown in Table 5.2. The inverse Fourier transform of the
structure factors, as determined by Rietveld refinement20, can be used to experimentally
obtain a 3D electron density plot, analogous to that obtained from DFT calculations.

As we are interested in the changes in electron density related to the magnetoelas-
tic phase transition, we subtract the electron densities of the ferromagnetic from the
paramagnetic phase. The difference maps are shown in Figure 5.7, in particular for the
electron density difference within the Fe layer. Figure 5.7(a) was generated by subtract-
ing the measured electron density at 150 K from the measured electron density at 450 K.
Figures 5.7(b) and 5.7(c) are both derived from first principle DFT calculations. In the
case of Figure 5.7(b) the Fe atoms are allowed to relax to the experimentally determined
equilibrium position, while for 5.7(c) the relative coordinates of the atoms were kept
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Figure 5.5: Radial plots of the electron density around the Fe atom as derived from EXAFS in the FM phase
(measured at 100 K) and in the PM phase (measured at 400 K). The PM curves have been shifted vertically by
0.02 Å−1 for clarity. The connected points represent the measured data and the solid lines are fits to the data
based on the atomic positions using an isotropic model. The solid line represents the difference between the
FM and PM phase.

fixed.
The calculated experimentally determined electron density difference plots show

very similar features around Fe. The redistribution of electron density is asymmetric due
to a shift of the atomic position of Fe across the transition. Both the experimental shift
and the lattice parameters were used as input for the calculations in order to reliably
compare the two density plots. Similar calculations are performed to generate Figure
5.7(c), however keeping the relative atomic positions constant18. It shows that electrons
shift from a 𝑑𝑥𝑧 to a 𝑑𝑧2 orbital when crossing the magnetoelastic transition from the
paramagnetic to the ferromagnetic state, respectively. In Figure 5.7(b) one lobe of the
𝑑𝑧2 orbital is obscured and the two lobes of the 𝑑𝑥𝑧 orbital on either side of the atom
are smeared out.

The asymmetry that is observed in the direct subtraction can be reduced if one
switches to radial coordinates. By taking the atomic coordinates of Fe and summing up
all charges found at certain distance intervals we generate radial electron density plots
from the experimental XRD data at 150 and 350 K. This radial electron-density plot re-
produces the unidentified peak and peak position that were observed in Figure 5.5 at
short distance and the difference plot shows the same behavior as found in the EXAFS
results. XRD and EXAFS thus corroborate the earlier statement that was based on DFT
calculations; in these materials moment formation competes with bonding.

In the PMphase, a covalent bond is formed between Fe and the P/Si atoms, leading to
a decrease in the 𝑎/𝑏 and an increase in the 𝑐 lattice parameters. This can be understood
from a magnetic and a chemical viewpoint. The Fe atoms only carry a sizable magnetic
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Figure 5.6: High-resolution X-ray diffraction of MnFe0.95P0.582Si0.34B0.078 at 150 (a), 250 (b), 293 (c) and
350 K (d). The fits (calc) and residuals (difference) are also given.
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Table 5.2: List of XRD fitting parameters obtained from high-resolution synchrotron powder XRD. The fol-
lowing values are given: the positional parameter 𝑥 for the 3𝑓, 3𝑔 positions, the 𝑎 and 𝑐 axis in Å with
uncertainty, the 𝑅 factors for each angle interval and 𝜒2 values.

150 K 250 K 293 K 350 K
3𝑓 𝑥 0.25404(26) 0.25457(33) 0.25270(27) 0.25245(24)
3𝑔 𝑥 0.59721(37) 0.59647(42) 0.59260(35) 0.59215(31)
𝑎 (Å) 6.126(48) 6.105(41) 6.049(74) 6.039(59)
𝑐 (Å) 3.288(94) 3.319(19) 3.389(23) 3.409(47)

2𝜃 5-50 7-57 5-50 7-57 5-50 7-57 5-50 7-57
𝑅𝑝 9.05 9.54 10.8 11.7 8.44 8.13 7.42 9.01

𝑅𝑤𝑝 12.7 13.1 15.6 17.0 12.0 12.0 10.7 13.4
𝜒2 7.01 6.5 10.2 12.8 6.17 5.01 4.67 5.78

moment when the exchange interaction between the Mn layers is sufficiently strong.
However, as the exchange interaction is overcome by magnetic fluctuations, we find
that the ferromagnetic transition is associated with a remarkably strong reduction of
the Fe magnetic moment. In other words, the ferromagnetic exchange field exerted
by the Mn moments on the Fe positions stabilizes the Fe magnetic moments, while as
soon as it vanishes, the Fe valence electrons rather bond with neighboring P/Si, which
destabilizes the moments.

The experimental correspondence with the DFT calculations indicates that the met-
alloid atoms play a crucial role in providing metastable behavior in these compounds,
namely that the electrons can switch between metallic and covalent character. Metal-
loids share properties of both metals and nonmetals. This was recognized early on by
Linus Pauling in his influential work on the chemical bond by looking at the crystal
structures of C, Si, Ge and Sn21. Carbon, being small, has a large overlap of its orbitals
and prefers to make directional, localized bonds. For Si and Ge the overlap decreases
and for Sn the overlap is so small that above room temperature, the diamond structure is
transformed into a metallic phase. The metastability in bonding due to metalloids is the
basis for many first-order magnetostructural transitions, and for this system it is found
to be responsible for the magnetoelastic isostructural transition.
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(a) (b)

(c)

Figure 5.7: Charge difference map across the ferromagnetic transition from high-resolution X-ray powder
diffraction at 350 and 150 K (𝑎) and DFT calculations (𝑏) and (𝑐). The unit cells were uniformly scaled when
subtracting the phases. Structure invariant indicates that the relative Fe coordinate was fixed. The difference
between the FM state (blue) and the PM state (red) is shown.



..

5

56 References

5.4. Conclusions

I n summary, we observe a redistribution in the electron density around the Fe atom
when going from the FM to the PM phase by XAFS and XRDmeasurements. This re-

sults to a formation of covalent bonds that strongly reduce the magnetic moment of Fe.
Therefore, 𝑚𝑖𝑥𝑒𝑑𝑚𝑎𝑔𝑛𝑒𝑡𝑖𝑠𝑚 is demonstrated to be the underlying phenomenon re-
sponsible for the first-order magnetic phase transition and the excellent magnetocaloric
properties found in Fe2P-based compounds.

Besides the magnetic (order-disorder) and crystallographic changes, there is also a
distinct electronic contribution to the entropy change, which allows tapping into all
three entropy reservoirs (lattice, magnetic and electronic contributions) of the material.
Apart from the early work on FeRh22, the electronic contribution to the magnetocaloric
effect is usually disregarded or considered to be negligible. The electronic contribution
arises from the redistribution of electrons and a change in density of states at the Fermi
level, of which Fe shows the largest contribution.

This effectively boosts the magnetocaloric effect, as the entropy change relies not
only on Mn layer moment alignment, but also on the change in the electron density
of states in the Fe layer. Its relevance becomes strikingly clear when one considers the
temperature scales of each contribution. Applied magnetic fields of a few tesla corre-
spond to a few kelvin, while the ordering of the magnetic moments is characterized by
the 𝑇𝐶 ≈ 300 K. The structural contribution is characterized by the Debye temperature
for lattice vibrations Θ𝐷 ≈ 420 K for Fe2P. The electronic contribution, however, can
reach up to the Fermi temperature 𝑇𝐹 ≈ 10,000 K.

The reduction in the Fe moment on only one crystallographic site in MnFe(P,Si)
and La(Fe,Si)13 indicates that both materials behave similarly. Now that the origin
of the giant magnetocaloric effect for these materials is established, we propose two
minimal requirements for possible candidate materials with further improved magne-
tocaloric properties. These materials should contain a metalloid element and a late 3𝑑
transition metal that occupies two different crystallographic positions. These ingredi-
ents provide the necessary tools to design mixed magnets for cooling applications with
improved efficiencies.
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6
Comparison between first and

second-order phase transition in
Fe2P-based materials

6.1. Introduction

I n the last two decades, research into magnetocaloric materials has intensified due to
the discovery of so-called giant magnetocaloric materials1. These materials have a

magnetocaloric effect that is enhanced by the presence of latent heat. For Fe2P-based
materials, the nature of the ferromagnetic transition is reflected by a discontinuous
change in unit-cell parameters2,3. When the lattice parameters change discontinuously,
the magnetic transition is of first order (FOMT) and is generally accompanied by latent
heat and hysteresis. When there is no jump in lattice parameters, the magnetic transi-
tion is of second order (SOMT), without latent heat or hysteresis.

The transition can be modeled considering the change in Gibbs free energy across
the magnetic phase transition, as described in the Landau model4,5:

Δ𝐺 = 𝛼
2 𝑀2 + 𝛽

4 𝑀4 + 𝛾
6 𝑀6 − 𝜇0𝐻𝑀 (6.1)

where the magnetization 𝑀 is the order parameter and 𝜇0𝐻 the applied magnetic field.
Parameter 𝛼 = 𝛼0(𝑇 − 𝑇0) depends on temperature with respect to a characteristic
temperature 𝑇0 and 𝛼0, 𝛽, 𝛾 are constants (𝛼0, 𝛾 > 0). Minimization with respect to
the magnetization 𝑀 (𝜕Δ𝐺/𝜕𝑀 = 0) leads to the equation of state:

𝛼 + 𝛽𝑀2 + 𝛾𝑀4 = 𝜇0𝐻
𝑀 (6.2)

where 𝛽 can be positive or negative, leading to a second-order or first-order magnetic
transition, respectively. For 𝛽 = 0 (critical point), the transition is on the verge of
a first-order magnetic transition. Material properties in the vicinity of such a critical
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point (CPT) are of great interest for applications. For near room temperature cooling,
materials with a small negative value for 𝛽 show a sizeable latent heat in combination
with a low hysteresis. For heat conversion, materials with a small positive value for 𝛽
show a steep magnetization increase without latent heat.

To study the difference between strongly first-order, second-order and near-critical
behavior, we studied three sampleswith high-resolution powder X-ray diffraction (PXRD)
as a function of temperature. The critical temperature and the character of the phase
transition can easily be tuned by balancing the Mn/Fe and P/Si ratios6. The addition of
B, N and C causes a tempering of the first-order transition and leads to a simultaneous
increase in 𝑇𝐶

7–9.

Figure 6.1: Unit cell of the hexagonal Fe2P structure (space group P62m) showing the Wyckoff positions and
the layered structure. The 1𝑏 and 2𝑐 positions are occupied by the nonmetal P and Si atoms and the 3𝑓 and
3𝑔 positions are occupied by metal Fe and Mn atoms.

As shown in Figure 6.1, Fe2P has a hexagonal unit cell (space group P62m) con-
taining two layers of atoms. Both layers contain magnetic and nonmagnetic atoms. For
(Mn,Fe)2(P,Si) there is a site preference for Mn on the 3𝑔 position, Fe prefers the 3𝑓
position and Si prefers the 2𝑐 position10. While the nonmagnetic atoms occupy fixed
relative positions, the magnetic atoms have a translational degree of freedom, which has
not been systematically investigated so far.

In chapter 5, the origin of the giant magnetocaloric effect in Fe2P-based materials
was experimentally established. The basis for this effect lies in a special kind of two
sublattice magnetism where both weak and strong magnetism is present and is distin-
cly different from conventional two-sublattice magnetism11. One of these sublattices
is governed by strong magnetism (3𝑔 site) and the size of the moments is relatively
stable across the transition. The other sublattice is governed by weak magnetism (3𝑓
site) and the moment is strongly reduced in magnitude. This phenomenon was named
𝑚𝑖𝑥𝑒𝑑𝑚𝑎𝑔𝑛𝑒𝑡𝑖𝑠𝑚12. The strong reduction of the moment of one sublattice in the para-
magnetic state was linked to the strengthening of a covalent bond between magnetic
and metalloid atoms, which was made clear by investigating electron density difference
plots. This study uses the electron density plots to characterize the difference in behav-
ior between first- and second-order magnetic transitions.
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6.2. Experimental

P reparation of the samples is described in a previous paper8. High-resolution pow-
der X-ray diffraction (PXRD)was performed at the ESRF at beamline BM01A using a

wavelength of 0.68884 Å. The temperature control was achieved using a N2 Cryostream.
The temperature range between 100 and 400 K was covered in temperature steps of 5 K.
The samples were put in 0.5 mm capillaries and spun. Rietveld refinement was per-
formed using the FullProf software14. The electron density was calculated by VESTA15

and processed in Matlab.

6.3. Results
Three samples were measured as a function of temperature. The first sample with com-
position MnFeP0.6Si0.4 shows a FOMT, the second sample with composition
Mn1.7Fe0.3P0.4Si0.6 shows a SOMT and the third sample with composition
MnFeP0.595Si0.33B0.075 shows a CPT. The temperature evolution of the {300}, {211}
and {002} PXRD reflections upon heating is shown in Figure 6.2. The effect of tem-
perature on the unit cell is directly visible. For the sample with a FOMT, the 𝑎 and
𝑐-axes change discontinuously and there is a region of phase coexistence. For the sam-
ple with a SOMT, the unit cell changes continuously and no region of phase coexistence
is detected. For the CPT sample, a rapid continuous change of the lattice parameters is
present at 𝑇𝐶. The value of 𝑇𝐶 is 275, 205 and 295 K for the FOMT, SOMT and CPT,
respectively.

Figure 6.2: Intensity of scattering angle (2𝜃) as a function of temperature (T) for MnFeP0.6Si0.4 (a),
MnFeP0.595Si0.33B0.075 (b) and Mn1.7Fe0.3P0.4Si0.6 (c). The {300}, {211} and {002} peaks are shown
as the material crosses the transition upon heating.

While inspection of the raw data gives qualitative information, quantitative informa-
tion can be extracted using Rietveld refinement. The refinement is shown in Figure 6.3
and the parameters are listed in Table 6.1. To directly compare the materials, which
have different unit-cell volumes and transition temperatures, the normalized data are
plotted in Figure 6.4. Far below 𝑇𝐶, both the 𝑎 and 𝑐 axis show a similar temperature
dependence. When the temperature is close to 𝑇𝐶, there is an abrupt change for the
FOMT and a more gradual change for the SOMT sample. At the same time, the FOMT
shows a much larger overall change in lattice parameters compared to the SOMT.
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Figure 6.3: X-ray powder diffraction patterns and refinements of MnFeP0.6Si0.4 (FOMT),
MnFeP0.595Si0.33B0.075 (CPT) and Mn1.7Fe0.3P0.4Si0.6 (SOMT) measured at 100 K and 400 K.
The asterisk denotes the (Fe,Mn)3Si second phase, which was not included in the refinement.



6.3. Results ..

6

63

Table 6.1: Refined X-ray diffraction data at 400 K. The 3𝑔 positions are located at (x,0,1
2 ) and the 3𝑓 positions

at (x,0,0).

FOMT CPT SOMT
S.G. P 6 2 m P 6 2 m P 6 2 m
𝑎 (Å) 5.969(9) 5.984(7) 6.126(0)
𝑐 (Å) 3.458(7) 3.375(3) 3.384(1)
𝑥𝑔 0.589(3) 0.592(9) 0.592(6)
𝑥𝑓 0.248(8) 0.251(7) 0.252(8)

B3𝑔 (Å2) 1.089(5) 0.824(3) 1.119(0)
B3𝑓 (Å2) 0.930(9) 0.860(9) 1.055(1)
B2𝑐 (Å2) 1.066(6) 0.398(9) 0.807(0)
B1𝑏 (Å2) 1.083(3) 0.938(2) 1.444(3)

R𝑝 5.56 3.93 6.87
R𝑤𝑝 5.76 4.04 5.26

Table 6.2: Relative change in cell parameters (%) across the transition with respect to the low temperature
(ferromagnetic) phase ( ∆𝑛𝑛𝐹𝑀 ). For the SOMT sample, the properties at 𝑇𝐶 − 20𝐾 were used.

composition 𝑎 𝑐 𝑐/𝑎 𝑉 𝑥𝑓 𝑥𝑔
MnFeP0.6Si0.4 FOMT -2.64 4.98 10.7 -0.06 -2.41 -1.21

MnFeP0.595Si0.33B0.075 CPT -0.64 0.93 2.01 -0.05 -0.36 -0.62
Mn1.7Fe0.3P0.4Si0.6 SOMT -0.21 0.43 0.73 -0.13 -0.20 -0.60

The total change across the transition for all three samples is summarized in Ta-
ble 6.2. Although the lattice parameters change significantly, the change in cell volume
is limited. This absence of a volume change is beneficial for applications, as it reduces
hysteresis and cracking during cycling. Surprisingly, the internal parameters 𝑥𝑓 and 𝑥𝑔
show the same sign as the change in the 𝑎 axis.

The temperature dependence of the internal coordinates 𝑥𝑓 and 𝑥𝑔 are shown in
Figure 6.5. The uncertainty in the phase coexistence region of the FOMT sample is
significantly larger due to the phase fraction. For that reason, the coordinate values
have been omitted in this region.

From the atomic coordinates and lattice parameters, the interatomic distances can be
calculated in the FM and PM states for all samples. The distances are given in Table 6.3.

Table 6.3: Interatomic distances in the FM and PM state (Å).

FOMT CPT SOMT
FM PM FM PM FM PM

3𝑓 − 1𝑏 2.271 2.287 2.253 2.259 2.281 2.288
3𝑓 − 2𝑐 2.305 2.270 2.289 2.280 2.330 2.323
3𝑔 − 1𝑏 2.480 2.494 2.445 2.444 2.492 2.490
3𝑔 − 2𝑐 2.480 2.453 2.470 2.470 2.501 2.505
3𝑓 − 3𝑔 2.643 2.650 2.644 2.641 2.673 2.674
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Figure 6.4: Reduced lattice parameters as a function of reduced temperature, where 𝑥𝑟𝑒𝑓 = 𝑥(𝑇𝐶 +100 K).
𝑇𝐶 values are 275, 205 and 295 K for the FOMT, SOMT and CPT respectively.

Figure 6.5: Internal coordinates 𝑥𝑓 and 𝑥𝑔 as a function of the reduced temperature. The data points in the
phase coexistence region of the FOMT sample were not included because of the large uncertainty. The error
bars are represented as a shaded region around the curve.
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The diffraction patterns can also be used to investigate the electron density, using the
structure factors obtained in the refinement. By taking the difference between the FM
and PM states, an electron density difference plot can be constructed. This is only valid
after normalization of the data. While the total electron density in the unit cell does
not change with temperature, the diffracted intensity decreases with increasing tem-
perature due to thermal diffuse scattering. The sum of all the structure factors should
remain constant when multiplied by a temperature-dependent correction factor. This
procedure was used to obtain the normalization constant.

For the sample with a FOMT, there is a temperature where the FM phase coexists
with the PM phase. In this region, the electron density difference between these two
phases can be obtained without applying a temperature-dependent normalization. The
Fe atom was used as center. The electron density difference is plotted in Figure 6.6 as a
2D color map in the 𝑎 − 𝑏 plane around Fe, both for the experimental data and for the
data obtained by DFT calculations. Details on the method are described in chapter 5.

Figure 6.6: The electron density difference plots of the PM state minus the FM state for the FOMT sample
(left) and a DFT calculation (right) with Fe at the center. The positive parts are associated with the PM state
and the negative parts are associated with the FM state. The white lines are directed towards the Si atoms and
the black lines are directed towards other Fe atoms.

For the other samples, there is no region of coexistence and the difference between
the two phases can only be shown by subtracting the electron density above and below
the transition. The results for all three samples in the 𝑎−𝑏 plane are shown in Figure 6.7.
The features around Fe are similar for all three samples, they show a ’dipole’ feature
caused by the atomic shift and a region of high density parallel to the [110] direction.
Around Si the data do not show a consistent picture for the FOMT, CPT and SOMT
samples. The electron density difference plots comparing the PM state far above the
transition and just above the transition are shown in Figure 6.8. For these plots, the
features around Fe are still visible for the SOMT sample, but are absent for the other
samples.
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Figure 6.7: Electron density difference plots, between the PM phase far above the transition (𝑇 = 𝑇𝐶+100
K) and the FM phase just below the transition (𝑇 = 𝑇𝐶−20 K). The shift in atomic coordinates of the 3𝑓
position (preferentially occupied by Fe) is recognizable by the dipole feature. The positive (PM) electron
density is oriented towards Si and the negative (FM) electron density along the diagonal. The main features
are similar for all three samples. The scale is in 𝑒/Å3.

Figure 6.8: Electron density difference plots, between the PM phase far above the transition (𝑇 = 𝑇𝐶+100
K) and the PM phase just above the transition (𝑇 = 𝑇𝐶+20 K). The scale is in 𝑒/Å3.
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6.4. Discussion

T he difference in behavior between the three samples becomes most apparent when
we look at the change in lattice parameters. The change in lattice parameters for the

FOMT sample is about 5×more pronounced compared to the CPT sample and about 10×
compared to the SOMT sample. For these compositions, the changes in lattice param-
eters hardly affect the volume; the volume change is 1 to 2 orders of magnitude lower.
Apparently, the substitution of P for B, which leads to a smaller unit cell, has a pro-
found effect on the transition. However, the size of the unit cell is not the only factor
that decreases the magnitude of the effect, for the SOMT sample has the largest unit cell.

The change in lattice parameters with respect to the linear expansion observed in
the PM state corresponds to the elastic strain originating from the ferromagnetic order.
When the elastic energy and a bilinear magnetoelastic coupling are included, the change
in Gibbs free energy becomes:

Δ𝐺 = 𝛼
2 𝑀2 + 𝛽

4 𝑀4 + 𝛾
6 𝑀6 − 𝜇0𝐻𝑀 + 1/2 ∑

𝑖,𝑗
𝐶𝑖𝑗𝑒𝑖𝑒𝑗 + ∑

𝑖
𝜉𝑖𝑒𝑖𝑀 (6.3)

where 𝐶𝑖𝑗 are elastic constants, 𝑒𝑖 is the elastic strain and 𝜉𝑖 is the magnetoelastic
coupling constant. Since the hexagonal symmetry of the system is not broken by the
ferromagnetic order, only the tensile strains within the basal plane 𝑒𝑖 = Δ𝑎/𝑎 and
along the sixfold axis 𝑒3 = Δ𝑐/𝑐 will develop:

𝑒1
𝑀 = 𝜉1𝐶33 − 𝜉3 − 𝐶13

2𝐶2
13 − 𝐶33(𝐶11 + 𝐶12) (6.4)

𝑒3
𝑀 = 𝜉3(𝐶11 + 𝐶12) − 2𝜉1𝐶13

2𝐶2
13 − 𝐶33(𝐶11 + 𝐶12) (6.5)

As can be seen in Table 6.2, all threematerials have been chosen to have a low volume
change across the transition. In this case we find 𝑒𝑣 = 2𝑒1 + 𝑒3 ≈ 0. We therefore
define 𝑒 ≡ 𝑒1 ≈ − 1

2 𝑒3. The change in 𝑐/𝑎 ratio is characteristic for the transformation
strain and amounts to Δ(𝑐/𝑎)/(𝑐/𝑎) = 𝑒3 − 𝑒1 ≈ −3𝑒. In this case the magnetoelastic
coupling constants can be deduced from the dependence of the transformation strain on
the order parameter 𝑀 :

𝜉1 ≈ (2𝐶13 − 𝐶11 − 𝐶12) 𝜕𝑒
𝜕𝑀 (6.6)

𝜉3 ≈ (𝐶13 − 𝐶33) 𝜕𝑒
𝜕𝑀 (6.7)

In Figure 6.9 the scaled transformation strains 𝑒1 and − 1
2 𝑒3 are plotted as a function

of the normalized magnetization 𝑀 . The linear dependence between the transforma-
tion strain and the magnetization confirms the presence of a bilinear magnetoelastic
coupling around 𝑇𝐶, and indicates that higher order terms are not required to describe
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Table 6.4: Calculated elastic constants for MnFeSi0.33P0.66 in the FM state 16 and magnetoelastic coupling
constants 𝜉(103 N/Am)) calculated from the elastic constants (GPa) and 𝜕𝑒

𝜕𝑀 (m/A).

𝜕𝑒
𝜕𝑀 𝜉1 𝜉2

FOMT 11.7 1.17 -1.95
CPT 1.54 0.15 -0.25
SOMT 0.98 0.10 -0.14

the system. From the experimental slopes and the calculated elastic constants16, the
magnetoelastic coupling parameters listed in Table 6.4 are deduced. The elastic con-
stants 𝐶11, 𝐶12, 𝐶13, 𝐶33, 𝐶44 and 𝐶66 are 308.3, 79.5, 114.0, 227.8, 119.5 and 114.4
GPa, respectively16.

Figure 6.9: Strain 𝑒 ≡ 𝑒1 ≈ − 1
2 𝑒3 as a function of the normalized magnetization at T = 100 K. Linear fits

around 𝑇𝐶 show that the coupling constants 𝜉 are largest for the FOMT sample, followed by the CPT and
SOMT samples. 𝑀0 is the induced magnetization above 𝑇𝐶 by the magnetic field of 1 T.

All linear fits intersect at 𝑀0 due to the tail above 𝑇𝐶, induced by the applied field
of 1 T. It also gives a small deviation in the lattice parameters compared to the linear
expansion, shifting the data up. A clear trend is visible: the coupling is strong for the
FOMT sample and decreases as the transition becomes second order.

Given the change in lattice parameters across the transition, we can investigate the
influence of the relative position of the atoms on the 3𝑔 (Mn) and 3𝑓 (Fe) site, respec-
tively. Because the ferromagnetism of the low temperature phase restrains the total
symmetry of the system because of the broken time-inversion symmetry, going to a
paramagnetic state could increase the total symmetry. In this case this could manifest
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itself due to the appearance of an inversion center in the crystallographic unit cell. The
relative positions ofMn and Fe could assume a value (𝑥 = 0.5) where the total symmetry
is increased due to an inversion center. However, the actual values for 𝑥 are not close to
this symmetry point and the symmetry cannot be increased this way. Instead, it is more
insightful to focus on the changing interatomic distances.
For Mn, the change in the unit cell is large for the FOMT sample and would result in
a 3% change in Mn-1𝑏 distances. However, when the shift in the internal coordinate
is taken into account, we see that the distance only changes by about 1%. The change
in 𝑥𝑔-parameter therefore partially compensates for the change in unit cell parameters.
However, when we look at the SOMT and CPT samples, it is found that the lattice pa-
rameter change is compensated by the internal parameter of Mn so that both Mn-X
distance changes are effectively zero. This has been illustrated in Figure 6.10.

Figure 6.10: Change in interatomic distances ∆𝑑 induced by the lattice parameters as a function of internal
𝑥-coordinate of Fe and Mn for the FOMT, CPT and SOMT samples. The arrows illustrate the changes for
both M-2𝑐 distances in the FOMT sample: across the transition, the distance decreases (vertical line) due to
the change in lattice parameters. In addition, the relative position of Fe changes (diagonal line), the combined
distance change is between the original position (open circle) and final position (closed circle).

For the layer preferentially occupied by Fe, this is not the case. For the SOMT sam-
ple, there is also a compensation point at 𝑥𝑓 = 0.25, but Fe only shows a partial shift to
this position. This results in a reduced, but finite change in distance. The Fe-occupied
layer must play an active role in the transition, as was predicted earlier12. The fact that
this behavior is observed for all samples, indicates that the mechanism behind the tran-
sition is also similar.
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Figure 6.11: Tetrahedral and square-based pyramidal coordination polyhedra around the 3𝑓 and 3𝑔 sites,
respectively. Across the transition, all samples show a change in the tetrahedron, moving the 2𝑐 position
closer and elongating the distance to 1𝑏. For the FOMT sample the changes are large enough to affect the 3𝑔
distances. No appreciable change in coordination takes place.

To illustrate the changes, it is useful to consider the atomic environment around the
magnetic 3𝑓 and 3𝑔 sites. The 3𝑓 site has a tetrahedral coordination with two 2𝑐 and
1𝑏 sites at unequal distances (see Table 6.3). The 3𝑔 site has a square-based pyramidal
coordination with four 2𝑐 sites and one 1𝑏 site. From Figure 6.10 it is clear that the
distances in the tetrahedral polyhedron change across the transition, while the distances
in the square-based pyramidal polyhedron hardly change.

Thismagnetoelastic transition can therefore be viewed as an isostructural phase tran-
sition. The first crystal structure (ℎ𝑒𝑥1) has ”large” interatomic distances in the 𝑎 − 𝑏
plane, the second (ℎ𝑒𝑥2) has ”small” interatomic distances. While the structural prop-
erties of both phases can easily be probed, the magnetic properties of both phases cannot
be easily probed. For the low temperature phase the magnetization is known, while for
high temperatures 𝑇𝐶 is known. The calculations in chapter 5 show that the moments
size for ℎ𝑒𝑥2 is significantly lower compared to ℎ𝑒𝑥1. The value of 𝑇𝐶 can be estimated
using the spin fluctuation temperature 𝑇𝑆𝐹 , as proposed by Mohn and Wohlfarth17,18

𝑇𝐶 ∝ 𝑇𝑆𝐹 = 𝑀2
0

10𝑘𝐵𝜒0
. (6.8)

where𝑀0 is the averagemagnetic moment per atom in 𝜇𝐵 at 0 K and 𝜒0 is the exchange
enhanced susceptibility at equilibrium which includes the exchange parameter 𝐼

𝜒−1
0 = ( 1

4𝜇2
𝑏

) ( 1
𝑁+(𝜖𝐹 ) + 1

𝑁−(𝜖𝐹 )) − 2𝐼𝑠 (6.9)

Using Equation 6.8, the reduction of the moment in one sublattice leads to a decrease
of the 𝑇𝐶 by a factor of 2-3, based on previous calculations19,20. The fact that the 𝑇𝐶
values for all samples are in the same range, leads us to believe that the reduced moment
in the paramagnetic phase is present in all samples.

So far, the discussion has focused on the similarities between the samples, which
all transform from ℎ𝑒𝑥1 to ℎ𝑒𝑥2. It is also important to investigate the difference be-
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tween the FOMT and SOMT samples. For that reason, we focus on the electron density
difference plots just above and below the phase transition, as shown in Figure 6.7 and
Figure 6.8. Apart from the dipole feature on the 3𝑓 site, there is also a redistribution of
electron density around this site. All three samples show this, although with different
contrast. When crossing the transition, this feature disappears for the FOMT and CPT
samples, but not for the SOMT sample. This suggests that for the SOMT sample, the
electronic redistribution is not complete in this temperature interval. We believe that
short-range order is an important effect that is found to extend far into the paramagnetic
state. It causes a more gradual continuous change in the electronic structure21.

6.5. Conclusions

I n summary, the structural and electronic properties of (Fe,Mn)2(P,Si,B) samples with
a FOMT, CPT and SOMT have been studied. Both the lattice parameters and the

internal coordinates of Mn and Fe change across the transition. For Fe in the tetra-
hedral coordination the two interatomic distances with the 2𝑐 position decrease and
the two distances with the two 1𝑏 position increase, while the Fe-Mn distance remains
constant. For Mn in the square based pyramidal coordination, all interatomic distances
remain constant. For the FOMT sample the changes cannot be accommodated and the
sample subsequently shows a large thermal hysteresis. The changes in the tetrahedral
arrangement around Fe are similar for all samples and the transitions can be viewed as
an isostructural transition resulting in different magnetic properties. Both the changes
in interatomic distances and the electron density plots clearly show that the mechanism
is the same for all samples. In addition, the 𝑇𝐶 of the samples is much lower compared
to the estimated 𝑇𝐶, based on the low temperature phase. It is not yet clear what fac-
tors govern the sharpness of the transition, but based on the electron density difference
plots it is clear for the SOMT sample the observed changes are smaller and continuously
extending over a wide temperature range in the paramagnetic state, probably due to
short-range order.
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7
Phase stability of CaCu5-based

materials

7.1. Introduction
The phase stability of crystal structures is of immense practical importance1, as the crys-
tallographic phase largely determines the material properties. Materials that crystallize
in the CaCu5-type crystal structure, shown in Figure 7.1, are important as permanent
magnets2 and are heavily used in metal hydride batteries3. This has given rise to a huge
number of publications on compounds having this crystal structure, which is reflected in
1600 entries in the Pearson Crystal Database4. This data can give insight in the stability
of the phase. Generally, the combined data extracted from crystallographic databases
is used to predict the crystal structure, for a given composition5. Here we try to an-
swer a more experimentally relevant question: given a certain crystal structure, what
compositions are stable? This is highly relevant for technologically important YFe5

6–8.
This composition does not result in the formation of the CaCu5 phase, but instead forms
Y2Fe17 and Y6Fe23.

Figure 7.1: The hexagonal unit cell of the CaCu5 type crystal structure with general formula AB5.

73
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For intermetallic compounds, the Miedema model can be used to describe the sta-
bility based on the enthalpy of the phase compared to the enthalpy of the constituent
elements9. This semi-empirical approach has proven to show good agreement with ex-
periment10 and first-principle calculations11. In this model, the enthalpy of formation is
calculated by considering a cohesive contribution and a destabilizing contribution based
on the electron density. The cohesive contribution is based on the difference in work
function of the elements ΔΦ∗, while the electron density difference, based on the av-
erage electron density at the boundary of the Wigner-Seitz cell Δ𝑛1/3

𝑊𝑆, represents the
destabilizing contribution. The interfacial enthalpy of A surrounded by B is given by

Δ𝐻𝐴𝐵 = 𝑉 2/3
𝐴

< 𝑛1/3
𝑊𝑆 >

(−𝑃(Δ𝜙∗)2 + 𝑄(Δ𝑛1/3
𝑊𝑆)2). (7.1)

where 𝑉 2/3
𝐴 is the contact surface area of A, < 𝑛1/3

𝑊𝑆 > is the average electron density
and 𝑃 and 𝑄 are dependent on the atomic species. The total enthalpy of formation upon
alloying can be determined by taking the concentration 𝑐 into account:

Δ𝐻 = 𝑐𝐴𝑐𝐵(𝑓𝐴
𝐵 Δ𝐻𝐴𝐵 + 𝑓𝐵

𝐴 Δ𝐻𝐵𝐴) (7.2)

where 𝑓𝐴
𝐵 represents the degree to which A is surrounded by B. The free enthalpy

change is approximately equal to the Gibbs free energy change upon alloying. This
approach was initially used to describe binary compounds, but was later extended to
ternary compounds, by taking the sumof all contributionsΔ𝐻𝐴𝐵𝐶 = Δ𝐻′

𝐴𝐵+Δ𝐻′
𝐴𝐶+

Δ𝐻′
𝐵𝐶

12,13 where Δ𝐻′
𝑋𝑌 takes the composition into account. In this discussion, the

value of Δ𝐻 does not yield information on the adopted crystal structure.
Density functional theory (DFT) calculations do include the crystal structure and

can provide the free enthalpy. However, the prediction of a stable compound is not
straightforward and the value of the free enthalpy alone does not show the stability of a
particular phase. The proper way to do this is to evaluate the global minima of the free
enthalpy in a landscape of crystal structures and compositions14. Another approach is to
analyze existing stable compositions using structure mapping5,15–17. This method can be
applied to thousands of compositions in seconds, in contrast to the timescales encoun-
tered in using DFT methods. In this paper, we present a new approach that combines
the semi-empirical parameters that produce accurate results in the Miedema model and
the crystallographic data contained in the Pearson database4. This is realized by mak-
ing phase stability plots using Δ𝜙∗ and Δ𝑛1/3

𝑊𝑆. We extend these values from binary to
pseudo-binary compounds by taking the weighted average of the element values. This
allows to easily extend these parameters beyond the original scope andwithout using the
experimentally determined 𝑃 and 𝑄 parameters. The obtained stability plots allow for a
quick inspection of the phase stability across element combinations. We will show that
the application of such a model does not only give a good prediction on phase stability,
it also gives valuable information on the factors that govern crystal structure formation
in these compounds.
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7.2.Methods
Computational methods
Three different datasets were extracted from the Pearson’s Crystal Database (PCD)4.
The first is used to assess the predictive power of the Miedema model and contains 3726
entries with unique compositions, by considering all metals without 𝑝-type valence elec-
trons. The second is used for the stability of compounds with the CaCu5-type crystal
structure, and contains 413 compositions. This number is reduced to 387 when only
considering compounds that have a generic formula AB5. The last set contains CaCu5-
derived crystal structures and contains 863 unique compositions. For the stability maps,
unstable compoundswere generated, based on the assumption that all stable binary com-
pounds have been found. For all entries, compositions containing hydrogen, radioactive
elements and actinides were omitted. The position of a compound in the stability map is
determined by properties of its atomic constituents. The Miedema parameters Φ∗ 18 and
𝑛1/3

𝑊𝑆 were used9, including atomic radii19. The weighed properties were normalized
Ω𝑤 = (𝑎Ω𝐴+𝑏Ω𝐵)/(𝑎+𝑏) for compounds with formula A𝑎B𝑏

5. An ellipse demarcates
the separation between stable and unstable compounds. The procedure to determine the
parameters describing the ellipse can be found in the appendix.
Within the DFT framework20,21, the projector augmentedwavemethod as implemented
in the Vienna Ab initio Simulation Package (VASP)22–25 was used to generate the total
charge and charge densities for ten AB5 compounds, that is YCu5, YFe5, YNi5, YCo5,
YZn5, YGa5 and BaCu5, CaCu5, MgCu5, SrCu5. Exchange-correlation interactions
were taken into account via the Perdew- Burke-Ernzerhof type generalized gradient
approximation26. The 4𝑠 and 3𝑑 electrons were treated as valence electrons for Cu, Fe,
Ni, Co, Zn. For Y the 4𝑠, 4𝑝, 5𝑠, 4𝑑, for Ga the 4𝑠, 4𝑝, for Mg the 2𝑠, for Ca the 3𝑠, 3𝑝, 4𝑠,
for Sr the 4𝑠, 4𝑝, 5𝑠 and for Ba the 5𝑠, 5𝑝 and 6𝑠 electrons were treated as valence elec-
trons. The lattice parameters and atomic positions for all compounds were relaxed using
the conjugate gradient algorithm until a 0.01 meV/Å force convergence was reached.
The plane-wave cutoff and the energy convergence criteria were set to 460 eV and 10−8

eV in a 11 × 11 × 11(13 × 13 × 13) Gamma centered k-point mesh for the structural
relaxation (charge density calculation).
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The stability of Y(Ni1−𝑥Fe𝑥)5 against YNi5 and YFe5 compounds have been inves-
tigated by the Exact Muffin-Tin Orbitals-Full Charge Density (EMTO-FCD) method27.
The chemical disorder was treated via the coherent potential approximation (CPA)28,29
and the electrostatic correction to the single-site CPA was described using the screened
impurity model30 with a screening parameter of 0.6. The one-electron equations were
solved within the scalar relativistic and soft-core approximation. The Green’s function
was calculated for 24 complex energy points distributed exponentially in a semicircular
contour. The 𝑠, 𝑝, 𝑑 and 𝑓 orbitals (𝑙𝑚𝑎𝑥=3) were included in the EMTO basis set. The
one-center expansion of the full charge density was truncated at 𝑙ℎ𝑚𝑎𝑥=8. To obtain
the accuracy needed for the total energy calculation we used about 250 𝑘 points in the
irreducible wedge of the Brillouin zone. At each Fe concentration 𝑥, the equilibrium
total energy 𝐸(𝑥) was derived from an exponential Morse-type function31 fitted to the
total energies calculated at 0 K for five different atomic volumes. The local density ap-
proximation (LDA)32 was used for the exchange-correlation functional which gives a
99% agreement for the theoretical lattice parameter compared to the experimental one
for YNi5. The mixing quantities Δ𝐶, e.g. enthalpy of formation Δ𝐻 , Gibbs energy of
formation Δ𝐺 and mixing entropy Δ𝑆, are calculated as Δ𝐶 = 𝐶(𝑥) - (1-𝑥)𝐶(YNi5) -
𝑥𝐶(YFe5). The configurational entropy and the magnetic entropy is taken into account
within the mean field approximation as 𝑆𝑐𝑜𝑛𝑓 = -k𝐵[𝑥ln𝑥+(1-𝑥)ln(1-𝑥)] and 𝑆𝑚𝑎𝑔 =
-k𝐵[𝑥ln(M+1)], respectively33.

Experimental methods
Fe granules (99,98%), Y granules (99.5%), Sn shot (99.99%) and Si spheres (99.9%) were
melted in an custom-built arc melting furnace. The obtained buttons were turned three
times and subsequently melt spun to facilitate the phase formation. Weight losses by
evaporation are less than 0.5%. The samples were sealed in quartz ampoules, filled
with Ar, annealed at 900∘C for two days and quenched to room temperature. Room-
temperature X-ray diffraction (XRD) measurements were performed on a PANalytical
X’Pert PRO diffractometer using Co k𝛼–radiation.
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7.3. Results and discussion
7.3.1. Phase stability in binary compounds
The Miedema plots9 were made using data obtained from the Pearson database. A total
of 628 binary combinations were foundwith a solubility larger than 7%. Nonradioactive
elements were selected from the 𝑠, 𝑝 and 𝑑 block of the periodic table. Elements from
the 𝑝-block in the periodic system have not been included in this section. Because of
the metalloid nature of these elements, an additional term (R) is needed to model the
formation enthalpy. A total of 217 unstable compounds was generated based on the
available element combinations. The combined data are plotted in Figure 7.2.

Figure 7.2: The difference in work function |∆Φ∗| as a function of the difference in electron density |∆𝑛1/3
𝑊𝑆|

for all binary compounds of 𝑑 metals combined with 𝑠, 𝑓 metals. Stable compounds (628 red dots) were
extracted from the Pearson database, for cases where the solubility is larger than 7%. Unstable compounds
were generated, omitting the stable compounds (217 black circles). Above the black line, stable compounds are
present, while below the black line, mostly compounds that do not form are present. Element combinations
that are able to form the CaCu5 crystal structure are indicated with green diamonds and show a linear trend.

The plot shows a separation between stable and compounds and compounds that do
no not form, illustrated by a demarcation line. The separation between stable and unsta-
ble compounds is clear where the individual elements have strong dissimilar electronic
properties. When elements have similar electronic properties, the separation is less pro-
nounced, especially for Δ𝑛1/3

𝑊𝑆 < 0.2. For these compounds, the entropy of formation is
expected to have a relatively large contribution compared to the enthalpy of formation.

The (configurational) entropy can be kept constant by considering only one crystal
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structure. For compounds that crystallizes in the CaCu5 prototype structure, the con-
figurational entropy is the same and a linear relationship is found between the work
function and electron density. This leads us to argue that the Miedema parameters can
give valuable insight into the phase stability of binary compounds.

Elements from the 𝑝-block in the periodic system have not been included. Because
of the metalloid nature of these elements, additional considerations are needed to model
the formation enthalpy.

7.3.2. Phase stability of CaCu5 type compounds
Analogous to the original Miedema plot, the phase stability of a given crystal structure
can be investigated. In order to do this, compositions that form the crystal structure in
question are plotted together with compositions that do not form this crystal structure.
Assuming that the most common phases of binary compounds have been documented,
one can generate a list of unstable binary compositions. By analyzing the occurrence of
the various elements in the database, one can reduce the number of unrealistic elemental
combinations. This is shown in Figure 7.3.

Figure 7.3: Histogram of the element combinations forming the CaCu5 crystal structure. Each increment on
the 𝑦-axis is equal to a unique composition. By filtering the raw data by only considering compounds with
generic formula AB5, a strict distinction between elements A and B can be made, indicated in two regions
containing green and brown columns respectively. The𝑥-axis is based on the Pettifor coordinate and traverses
the periodic table first by group and then by period.

Elements from the 𝑠 and 𝑓 block occupy the A position, while elements from the
𝑑 block occupy the two B positions. The 𝑝-block elements are also present for some
compositions, but they form substitutional alloys and never fully occupy the B positions.
The demarcation between A and B is made by Y. Early 𝑑-block elements have been
filtered out because they have a different stoichiometry or act as dopants.
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Using the histogram, all combinations between A and B can be generated and com-
pared to the binary compounds found in the Pearson database. By calculating an average
weighted value for the properties of A and B in (A1−𝑥A’𝑥)(B1−𝑦B’𝑦)5, it is possible to
also include pseudo-binary compounds. This approach has been used earlier5 and uses
an average-atom model34. Using such a strategy, Figure 7.4 was made, by presenting
compounds with up to ten different elements. It contains 387 unique stable compounds
and 693 unstable binary compounds.

Figure 7.4: Phase stability plot of ∆Φ∗
𝑤 and ∆𝑛1/3

𝑊𝑆,𝑤, which are weighted and normalized using the stoi-
chiometry. Green dots and red diamonds represent stable compounds and black circles are calculated binary
compositions. Binary compositions were complemented with multiary compounds (ternary, quaternary com-
pounds, etc.). The stability region is demarcated by an ellipse. Compounds found outside the ellipse are based
on Zn (left) and Pt/Ir (right), and Fe (below). Fe shows a deviation from the linear behavior and is found form
a metastable phase. The total probability is 94%.

The phase stability plot is similar to plots used for crystal structure prediction. They
both separate two or more regions in phase space. For crystal structure prediction these
regions represent two or more stable crystal structures, while in this case it separates
stable from unstable compositions. The main difference is that the demarcation lines in
crystal structure prediction plots have an arbitrary shape. For the phase stability plots
however, the demarcation line can be described by an ellipse showing a total probability
of 94% based on the number of experimental / calculated datapoints inside / outside the
ellipse. It has to be noted that the presence of 𝑝-block elements does not adversely affect
these fractions, while they do adversely affect Figure 7.2.

Because the plots are based on electronic properties, the shape of the ellipse can give
insight into the electronic properties related to the crystal structure. The linear relation-



..

7

80 7. Phase stability of CaCu5-based materials

ship in the plot is reflected in the rotation angle of the ellipse and gives information about
the ratio between charge transfer and charge density mismatch. Apparently, this ratio
is a crucial factor governing phase formation. The major and minor axes of the ellipse
represent the tolerance in electron density mismatch and charge transfer, respectively.
While the stability plot can also be constructed using the electronegativity and valence
electron concentration to describe the electronic properties, the shape of the stability re-
gion does not allow the same reconstruction. In addition, the valence electron numbers
are integers and are therefore less suited for this purpose.

The ratio between the atomic radii also plays a large role in a crystal structure. To
illustrate the influence of the radii, a color code was added to the stability plot, cor-
responding to the weighted difference in atomic radius. For this prototype, the radius
difference shows a correlation with ΔΦ∗

𝑤 and Δ𝑛1/3
𝑊𝑆,𝑤, it increases whenmoving from

the upper right corner to the lower left corner of Figure 7.5. This allows us to reduce
the 3D plot to 2D by omitting the radius difference. This simplification is probably not
valid when considering other prototypes.

Figure 7.5: Phase stability plot of ∆Φ∗
𝑤 and ∆𝑛1/3

𝑊𝑆,𝑤. The color code corresponds to the radius difference.
Unstable compounds are indicated by a star and stable compounds with a dot. Compounds with a small radius
mismatch are found in the upper right corner, compounds with a large radius mismatch are found in the lower
left corner. The correlation between ∆Φ∗

𝑤 and ∆𝑟𝑤 contributes to the construction of simple 2D plots to
assess the stability. Stable compounds are found to have a radius difference between 0.66 and 0.86. Without
considering ∆𝑛1/3

𝑊𝑆,𝑤, no reliable distinction can be made between stable and unstable compounds.

The proposed model uses the electronic properties of elemental solids and tries to
capture the interactions in alloys. To see how well the model describes these interac-
tions, DFT calculations were performed. A compound close to the center line of the
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ellipse was chosen as reference: YCu5. The number of valence electrons was varied by
substituting Cu by Fe, Co, Ni, Zn and Ga. The ionicity was varied by substituting Y by
Mg, Ca, Sr and Ba. The 4 end members, YFe5, YGa5, MgCu5, BaCu5, are unstable while
the other 6 compositions form a stable CaCu5 phase. Although it should be noted that in
addition the the CaCu5 prototype35, a different crystal structure is reported for YZn5

36.
To compare the difference in work function, the charge 𝑞 is calculated by integrating
the electron density over half the (average) A-B distance. The charge difference is ob-
tained relative to YCu5. The average electron density at half the (average) A-B distance
corresponds can directly be compared to Δ𝑛1/3

𝑊𝑆,𝑤. The comparison between the model
and the DFT calculations is shown in Figure 7.6.

Figure 7.6: Electronic characteristics of CaCu5-type compounds based on elemental properties (a) and de-
termined from DFT calculations (b). Both the model in (a) and the DFT calculations in (b) show a linear
behavior. The charge 𝑞 is obtained by integrating the electron density over half the (average) A-B distance.
𝜌 is the average charge density at the same Wigner-Seitz cell radius. ∆𝑞 and ∆𝜌 are determined relative
to YCu5. While BaCu5 is inside the stability region in (a), DFT calculations shows a large charge difference
and supports the observation that BaCu5 is unstable. Because there are two reported crystal structures of
YZn5

35,36, this compound is indicated with a filled circle. The dashed lines are guides to the eye.

The calculations show relative changes in the total charge and density at the bound-
ary of the Wigner-Seitz cell compared to YCu5. The plot shows large deviations for
Fe and Mg based compounds, in line with the model. The relatively small deviation of
BaCu5 is enlarged in the DFT calculations, and shows that the model underestimates
the charge transfer in Ba. YZn5 follows the trend of the stable compounds, but is on the
tolerance limits.
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7.3.3. Stability of YFe5
Because of the technological importance of the Fe-based compounds and the fact that
there are some reports on Fe-based CaCu5-type compounds, special attention is given to
this group of materials. YFe5 has been synthesized and the CaCu5-type crystal structure
was indeed found. By varying the composition from the ideal value of 16.7%Y, different
fractions of the CaCu5-type crystal structure were measured, together with Y2Fe17 and
Y6Fe23. The samples were arc melted and subsequently melt spun. For the as-cast
sample containing 15 at.% Y, a volume fraction of 60% YFe5 was measured, decreasing
the Y2Fe17 phase. This can indicate that an off-stoichiometry leads to stabilization or
hint to a particular cooling profile. The optimum atomic fraction of Y is not found at
16.7%, but is shifted to about 14%, as shown in Figure 7.7.

(a) Experimental phase volume fractions
of Y-Fe compounds. After annealing,
the YFe5 phase was transformed to the
Y2Fe17 phase.

(b) Lattice parameter 𝑎 of YFe5 and the reduced lattice param-
eter 𝑎/

√
3 of Y2Fe17. Although Y2Fe17 is a supercell of YFe5,

there is a small difference in reduced lattice parameters. The dif-
ferences in 𝑐 are within the statistical error.

Figure 7.7: Experimental properties of Y-Fe compounds with varying compositions, determined by powder
X-ray diffraction.

After annealing, YFe5 was completely transformed into the other two phases, indi-
cating a metastable state. In fact, Fe-based compounds found outside the stability region
are all metastable. The refined X-ray powder diffractogram of the sample with 16 at.%
Y is shown in Figure 7.8. Because the unit cell of the Y2Fe17 is related to the unit cell
of the YFe5 phase, it is difficult to distinguish between the two phases. There is, how-
ever, a significant difference in the intensity of the {101} peak. The relative intensity
is decreased when the samples are annealed, indicating that the metastable YFe5 phase
is transformed. In addition, there is a small lattice mismatch between the YFe5 and
Y2Fe17 phases, around 50∘, as shown in Figure 7.7. As a result, the {200} reflection is
found to be more narrow after annealing.
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Figure 7.8: Powder X-ray diffractogram of melt-spun Y15Fe85. The CaCu5-type crystal structure can be
recognized by the equal intensities at the {101} and {110} reflections. The Y6Fe23 reflections are indicated
with an asterisk. After annealing, the relative intensity of the {101} reflection decreases as metastable YFe5 is
transformed. In this case, the phase is 30%. In addition, small deviations in the lattice parameters of the YFe5
and the reduced unit cell of Y2Fe17 are visible in the {200} reflection.

7.3.4. Pseudo-binary crystal structures
The model can be extended to ternary crystal structures that are modifications of the
CaCu5-type crystal structure. The various modifications that can take place are shown
in Figure 7.9 and Table 2.1. The most common modification is an ordered substitu-
tion, where for PrNi2Al3 three B positions are occupied by elements possessing 𝑝-type
valence electrons, while for CeCo3B2 only two B positions are replaced. Another mod-
ification is a superstructure formation, due to the substitution of a B atom for boron or
silicon. There are five representatives of such a modification, each increasing the 𝑐-axis.
A redistribution of atoms can also occur and this is the case for YCo3Ga2 and YNi2Al3
(substitution of B with Al or Ga). Finally, Si can distort the bond distances and angles,
giving rise to LaRu3Si2 and to ErRh3Si2, where in the last case the symmetry is lowered
to orthorhombic. This already indicates that the electrons showmore localized behavior
in these materials and that the Miedema model that assumes delocalized behavior will
at one point break down.

Modification I does not change the symmetry of the system, but shows a prefer-
ential occupation of substituting atoms. This indicates that the average-atom model is
no longer valid, because the atoms are not randomly distributed throughout the unit
cell. However, the properties of the atoms at the two crystallographic sites are treated
the same and does not result in differentiation in phase space, as shown in Figure 7.10.
Modification II does change the symmetry of the system because of the M-Si interac-
tions. This symmetry is a subgroup of the CaCu5 symmetry, and it is expected that the
phase stability region is also a subgroup of CaCu5. Because these deformations are found
in Si-containing systems, these compositions are found in a more narrow region in the
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Figure 7.9: Relationships between crystal prototypes (see Table 2.1). Modifications are: Ia ordered substitu-
tion, IIa internal deformation with reduction of symmetry, IIb with reduction of symmetry, III redistribution
of atoms and V inhomogeneous homologous series (doubling of the unit cell).

stability plot. Modification III has a more profound effect on the unit cell dimensions
and is found in another part of the stability region. Apparently, the interactions that
give rise to this modification have a smaller tolerance. Modification V is only found in
the presence of B, which also confines the stability parameters.

Figure 7.10: The phase stability of CaCu5 (indicated by the ellipse) and crystal modifications. Modification
I is an ordered substitution and is found across the stability region. All other modifications (IIa/b internal
deformation with/without reduction of symmetry, III redistribution of atoms and V doubling of the unit cell)
are found to occupy a distinct part of the phase stability region and are governed by a substitution of 𝑑-metals
by 𝑝-metals.

7.3.5. Fe-based compounds
It was investigated whether by using this model, new stable Fe-based compounds can
be synthesized. By linearly interpolating two binary compositions in Figure 7.11, it is
possible to cross the stability region. Y(Fe1−𝑥Ni𝑥)5 for 1 ≤ 𝑥 ≤ 5 was made to test the



7.3. Results and discussion ..

7

85

validity for substitution of Fe with another element from the 𝑑-block. Once nickel is
introduced, the metastable phase that was detected earlier for YFe5 disappears, and the
2 ∶ 17 and 1 ∶ 3 phases are found. After the stability boundary is crossed, a stable phase
is formed.

Figure 7.11: The phase stability of YFe5 compared to a selection of compounds. By linear interpolation, stable
compounds can be found by alloying YFe5 with the selected elements so that the composition falls inside the
stability region. The circles correspond to samples that have beenmade. Full circles indicate the CaCu5 phase,
open circles indicate the absence of this phase.

Table 7.1: Main phases of Y(Fe1−𝑥M𝑥)5 for different values of 𝑥. Compositions with an asterisk are single
phase, the other samples formed multiple phases. Sn-based samples show a CeNiSi2-type crystal structure.

𝑥 Ni Si Sn
1 Y(Fe,Ni)3 Y2Fe15Si2 YFeSn2
2 Y(Fe,Ni)3 YFe2Si2 YFeSn2
3 YFeNi4 Y2Fe3Si5 YFeSn2
4 YFeNi4* Y3Fe2Si7 YFeSn2
5 YNi5* YSi2 YSn2

Based on Figure 7.11, two elements from the 𝑝-block should also stabilize the phase.
Either the CaCu5 phase or a modification can be formed. To this end, Y(Fe1−𝑥Si𝑥)5 and
Y(Fe1−𝑥Sn𝑥)5 were synthesized. The main phases are shown in Table 7.1. It was found
that this did not yield the expected phase and that further investigations are needed. In
the paper byMiedema9, special attention is paid to 𝑝-type elements, because of the more
localized nature of the electrons in these elements. When these elements are used for
substitution in already stable binary compounds, adverse effects are not noticed, but at
higher concentrations, for unstable binary compounds, the predictive power is indeed
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decreased.
DFT calculations have been performed on the series Y(Fe1−𝑥Ni𝑥)5 and on YFe3 as

a stable reference. Upon alloying, the free enthalpy of YFe5 can be compared to YFe3 +
2 Fe. From Figure 7.12 it is clear that that latter is energetically more favorable, except
in the presence of a high Ni concentration. The crossover lies around 𝑥 = 0.25, cor-
responding to the experimentally determined concentration. The mixing enthalpy and
entropy contributions are small, even at 600 K, and hardly affect the linear relationship
of the absolute values of 𝐻 .

Figure 7.12: The mixing enthalpy and entropy contributions at 600 K of Y(Fe𝑥Ni1−𝑥)5 (top) and formation
enthalpy (bottom). The total ∆𝐺 of mixing hardly affects the absolute formation enthalpy, which shows a
crossover with the formation of YFe3 + 2 bcc Fe around 𝑥 = 0.25.
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7.4. Conclusions
It is shown that by using the weighted Miedema parameters, a stability plot can be
made, resembling plots used in crystal structure prediction. The plots have in common
that they both model the charge transfer and electron density, but instead of using the
electronegativity and valence electron number, the work function and electron density
at the boundary of the Wigner-Seitz cell are used. By doing so, additional informa-
tion about the factors that govern crystal structure formation can be obtained. In this
case, the linear relationship between all stable compounds show a specific ratio between
charge transfer and electron density. This observation is supported by DFT calculations.
Not only does the empirical data show the boundary conditions for phase formation, it
also allows the prediction of new stable compounds by linearly interpolating two binary
compositions of interest. Although the nature of the valence electrons, being of 𝑑 or 𝑝
type, must be carefully considered.
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8
Appendix

In chapter 7, the separation of two phases (stable and unstable) in a 2D plot is demarcated
by an ellipse. Stable compounds are preferentially inside the region described by the
ellipse and unstable compounds are preferentially outside the region. In this section, a
mathematical procedure to determine the best parameters for the ellipse is described.
The stable and unstable datapoints can be described by a Boolean function, separating
the data into two datasets, where one dataset is assumed to be normally distributed along
a line. This dataset 𝐷 is given in matrix notation

𝐃 = (𝑥1 𝑥2 ⋯ 𝑥𝑖
𝑦1 𝑦2 ⋯ 𝑦𝑖

) . (8.1)

A linear fit can be applied by using a least-squares fitting procedure, yielding 𝑎 and 𝑏 in
𝑓(𝑥) = 𝑎𝑥 + 𝑏. (8.2)

The angle between the fit and the 𝑥-axis 𝛼 is then given by

𝛼 = tan−1(𝑎) (8.3)

and the intercept of the 𝑥-axis is given by

𝑥0 = − 𝑏
𝑎. (8.4)

The matrix 𝐑 rotates the coordinates (𝑥, 𝑦) clockwise over the degree 𝛼

𝐑 = ( cos 𝛼 sin 𝛼
−sin 𝛼 cos 𝛼) (8.5)

and the 𝑥-intercept that can be used to shift the data to the origin before rotating

𝐬𝐱 = (𝑥0
0 ) 𝐉 where 𝐉 is a 2 × 𝑖 matrix consisting of only ones. The dataset can now be

rotated by using
𝐃𝐫𝐨𝐭 = 𝐑 × (𝐃 − 𝐬𝐱) + 𝐬𝐱 (8.6)
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around 𝛼 so that the linear fit is on the 𝑥-axis. By calculating the standard deviations
along both principal axes 𝜎𝑥, 𝜎𝑦 and the mean 𝜇, the data can be transformed into a

circular symmetric form, around the origin. This is done using matrices 𝐦𝐲 = ( 1
𝜎𝑥𝜎𝑦

) 𝐉

and 𝐭𝐱 = (𝜇
0) 𝐉

𝐃𝐬𝐲𝐦 = 𝐦𝐲 ∘ (𝐃𝐫𝐨𝐭 − 𝐭𝐱). (8.7)

By applying this procedure to both datasets, using common transformation matrices, an
ellipse can be drawn separating the data of the two datasets. This is easily done after
converting 𝐃𝐬𝐲𝐦 to polar coordinates (𝑟𝑖, 𝜙) and using the criterion 𝑟𝑖 < 2𝜎𝑥 and
result in 94,4% of datapoints inside the region. The region is then described by a circle
that can be transformed back into an ellipse by using the inverse operation

𝐞(𝑡) = 𝐑−𝟏 × ((2𝜎𝑥cos(𝑡)
2𝜎𝑦sin(𝑡)) − 𝐬𝐱 + 𝐭𝐱) + 𝐬𝐱. (8.8)

When the data is not normally distributed or there is no full separation between the
two datasets, the values 𝑥0 (𝐬𝐱), 𝛼 (𝐑), 𝜇 (𝐬𝐱), 𝜎𝑥 and 𝜎𝑦 can be used as a starting point
for a fitting routine. The optimal region can be determined by maximizing the total
probability

𝑃 = 𝑛𝑖𝑛
𝑒 + 𝑛𝑜𝑢𝑡

𝑐
𝑛𝑇

, (8.9)

based on the total number of datapoints 𝑛𝑇 , the experimentally determined datapoints
inside the region 𝑛𝑖𝑛

𝑒 and the calculated datapoints outside the region 𝑛𝑜𝑢𝑡
𝑐 .
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Summary

In this thesis, the boundary conditions for the development of giant magnetocaloric ma-
terials are investigated. The magnetocaloric effect is found in magnetic materials, when
they are subjected to an external magnetic field. This leads to abrupt magnetization
changes that cause a temperature change in the material. Materials based on Fe2P show
giant temperature changes around room temperature and are especially suited for cool-
ing applications. This is due to the large magnetization change that can be realized with
the application of a relatively small magnetic field around the ferro- to paramagnetic
phase transition. This transition is of a first order, giving rise to latent heat and rise to
‘‘giant’’ effects.

After earlier studies investigated the relation between microscopic and macroscopic
properties of these materials, the focus of this thesis is on the electronic factors that play
a role in the stability and phase transitions of these compounds. After all, when the
mechanism behind these phase transitions is clear, is it easier to search for new mate-
rials that show similar phase transitions. Two strategies are possible: elucidating the
mechanism of Fe2P-based materials or investigating materials that show similar phase
transitions. The latter is described in the next paragraph.

The first investigated material is Mn3Ga, described in chapter 4. A literature study
shows that manganese (Mn) possesses a large magnetic moment and the material shows
a phase transition around room temperature. Both properties are essential for goodmag-
netocaloric materials. Mn3Ga crystallizes in a Mg3Cd-type crystal structure, where the
magnetic atoms are arranged in a triangular configuration. The crystal structure is ofma-
jor importance for the magnetocaloric properties, because the triangular coordination of
the magnetic atoms affect the magnetic properties. The phase transition is investigated
using two different techniques that can determine the crystal symmetry. X-ray diffrac-
tion yields information about the electrons of the atoms, while neutron diffraction yields
information about the nuclei and the magnetic properties. By applying X-ray diffrac-
tion as a function of temperature, a change in the crystal structure was observed. This
is caused by a deformation of the triangular arrangement of the magnetic atoms. By ap-
plying neutron diffraction at different temperatures, the changing magnetic structure is
also detected. Above room temperature, the magnetic moments of Mn are arranged in
such a way that they yield no net magnetization. Below room temperature the magnetic
moments rotate, giving rise to a net magnetization. At the same time, the hexagonal
symmetry is lifted. Despite the fact that the material shows a magnetoelastic transition
around room temperature, the relatively low net magnetization and the second-order
phase transition exclude this material as being a candidate for cooling applications.
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The second material, covered in chapters 5 and 6, is based on Fe2P. This material
crystallizes in layers that have alternating magnetic properties. This is due to the dif-
ferent coordination that the magnetic atoms have with their neighboring atoms. Earlier
electronic calculations indicate that the magnetic properties of the atoms in one layer
change in the paramagnetic state, while the properties of the atoms in the other layer
hardly change when the material crosses the phase transition. At the same time, the
distances between the magnetic and non-magnetic atoms change, causing a deforma-
tion in the unit cell but hardly affecting the volume. Because the magnetic properties
are difficult to measure in the paramagnetic state, the electronic properties were mea-
sured, due to the couplingwith themagnetic properties. This can give information about
the occupation (and orientation) of atomic orbitals. X-ray absorption experiments can
measure the energy of these orbitals in the ferro- and paramagnetic state. From these
experiments is it clear that the energies of these occupied orbitals do not significantly
change and no valence change takes place. By measuring the electron density in the
ferro- and paramagnetic state using X-ray diffraction, a different orientation of the or-
bitals is detected. The redistribution of the electron density shows a large resemblance
with the electron density obtained from calculations and is detected for materials having
different compositions of FeMn(P,Si,B). This shows that this redistribution is present in
materials with different compositions showing different magnetic behavior.

X-ray diffraction experiments also yield information about the interatomic distances.
Given the symmetry in this material, the magnetic atoms have a degree of freedom that
the non-magnetic atoms lack. By mapping this behavior, the magnetic atoms in one
layer show relatively constant interatomic distances across the transition. This is in in-
dication that the bonds between these atoms are constant. The magnetic atoms in the
other layer, showing the redistribution of electron density, show a difference in inter-
atomic distances. The interesting fact about these atom pairs is that they are composed
of a magnetic and metalloid atom, like Si, Ge and As. These elements are frequently
present in giant magnetocaloric materials, because their bond strengths can vary. This
is often the cause of the phase transition. For this material, the redistribution of electron
density causes a strengthening of the bond in the paramagnetic phase, at the expense of
the magnetic moment. This is shown by studying both the electron density and the in-
teratomic distances.
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The study of the underlyingmechanism of giantmagnetocaloricmaterials shows that
materials with different coordination number of magnetic atoms can lead to functional
behavior. Materials that crystallize in the CaCu5-type crystal structure show the same
versatility in coordination numbers and are potentially interesting. Y(Fe,Si)5 has a high
concentration of magnetic atoms that can lead to large magnetization changes and con-
tain the metalloid silicon. However interesting this material may be, when synthesized
it decomposes into two other compounds and no single phase was obtained. By using a
crystallographic database, it is possible to map all compositions that are stable. When all
unstable binary compositions are added, the difference between these two groups can
be investigated. By plotting the electronic properties of the elements, it is possible to
observe a separation between these two groups. These properties are based on the elec-
tron density and the work function. The plots show that YFe5 can only be stabilized by
replacing the majority of Fe. Adding metalloid elements should increase the stability,
but in practice this approach is limited for metalloid elements.

In the quest for new functional materials to use in a magnetic refrigeration cycle,
it is important to know the electronic properties of the materials. By predicting these
properties, new candidate systems can be found, but hypothetical compounds can only
be useful when they are formed experimentally. When the electronic properties and
the phase stability are known, large leaps in material science can be achieved.





Samenvatting

In dit proefschrift worden de randvoorwaarden onderzocht voor de ontwikkeling van
materialen die een groot magnetocalorisch effect vertonen. Dit effect vindt plaats bĳ
magnetische materialen wanneer zĳ onderworpen worden aan een extern
magneetveld. Dit leidt tot instantane veranderingen in de magnetisatie waardoor er
een temperatuursverandering optreedt in het materiaal. Materialen die gebaseerd zĳn
op Fe2P laten grote temperatuursveranderingen zien rond kamertemperatuur en zĳn
uitermate geschikt om gebruikt te worden voor koeltoepassingen. Dit komt door de
grote magnetisatieverandering die gerealiseerd kan worden met een relatief klein
magnetisch veld rond de overgangstemperatuur tussen de ferro- en paramagnetische
toestand, welke rond kamertemperatuur ligt. Deze faseovergang is van een eerste orde,
waarbĳ latente warmte vrĳkomt. Dit geeft aanleiding tot ‘‘reuze’’ effecten.

Nadat eerdere onderzoeken het verband tussen microscopische en macroscopische
eigenschappen van deze materialen hebben onderzocht, ligt de nadruk bĳ dit
proefschrift meer op de onderliggende elektronische invloeden die een rol spelen bĳ de
stabiliteit en faseovergangen van deze verbindingen. Immers, wanneer het
mechanisme achter deze faseovergang duidelĳk is, is het ook makkelĳker om geschikte
nieuwe materialen te vinden. Hierbĳ zĳn twee strategieën mogelĳk: het ophelderen
van het mechanisme van Fe2P-gebaseerde materialen of te zoeken naar materialen die
soortgelĳke faseovergangen vertonen. De laatste strategie is beschreven in de volgende
paragraaf.

Het eerste onderzochte materiaal is Mn3Ga, beschreven in hoofdstuk 4. Een
literatuurstudie laat zien dat mangaan (Mn) een groot magnetisch moment heeft en het
materiaal een faseovergang laat zien rond kamertemperatuur. Beide eigenschappen
zĳn essentieel voor goede magnetocalorische materialen. Mn3Ga kristalliseert in een
Mg3Cd-type kristalstructuur, waarbĳ de magnetische atomen in een driehoek zĳn
gerangschikt. De kristalstructuur is van groot belang bĳ de magnetische
eigenschappen, omdat de driehoekige coördinatie van magnetische atomen met
buuratomen de magnetische eigenschappen beïnvloeden. De faseovergang is
onderzocht met twee verschillende technieken die de kristalsymmetrie kunnen
bepalen. Röntgendiffractie geeft informatie over de elektronen van de atomen,
neutronendiffractie geeft informatie over de kernen en magnetische eigenschappen.
Door röntgendiffractie toe te passen als functie van temperatuur, is een verandering in
de kristalstructuur te zien. Dit wordt veroorzaakt door een vervorming van de
driehoekige configuratie van de magnetische atomen. Door neutronendiffractie toe te
passen op verschillende temperaturen is ook de veranderende magnetische structuur te
zien. Boven kamertemperatuur liggen de magnetische momenten van Mn zo, dat er
geen netto magnetisatie is, er is sprake van een antiferromagneet. Beneden
kamertemperatuur draait het magnetisch moment van een van de atomen waardoor er
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een netto magnetisatie optreedt. Tegelĳkertĳd wordt de hexagonale symmetrie
opgeheven. Ondanks dat het materiaal een magnetoelastisch effect laat zien rond
kamertemperatuur, zorgen de relatief lage netto magnetisatie en de tweede orde
faseovergang ervoor dat dit materiaal geen goede kandidaat is voor koeltoepassingen.

Het tweede materiaal, beschreven in hoofdstukken 5 en 6, is gebaseerd op Fe2P.
Dit materiaal kristalliseert in lagen die alternerend verschillende magnetische
eigenschappen hebben. Dit komt door de verschillende coördinatie van de
magnetische atomen met buuratomen. Elektronische berekeningen die eerder zĳn
gedaan, laten zien dat de magnetische eigenschappen van deze atomen in één laag
veranderen in de paramagnetische toestand, terwĳl de eigenschappen van de atomen
in de andere laag amper veranderen als het materiaal ferromagnetisch wordt.
Tegelĳkertĳd veranderen de afstanden tussen magnetische en niet-magnetische
atomen, waardoor de eenheidscel vervormt, terwĳl het volume nagenoeg gelĳk blĳft.

Omdat de magnetische eigenschappen in de paramagnetische toestand moeilĳk te
meten zĳn, zĳn de elektronische eigenschappen gemeten. De berekeningen laten zien
dat deze twee eigenschappen aan elkaar gekoppeld zĳn en dat dit samenhangt met de
bezetting (en oriëntatie) van de atomaire orbitalen. Röntgenabsorptie experimenten
kunnen de energie van deze orbitalen meten in de ferro- en paramagnetische toestand.
Uit deze experimenten blĳkt dat de energieën van de bezette orbitalen niet significant
veranderen en dat er geen valentieverandering plaatsvindt. Door de
elektronendichtheid te meten in de ferro- en paramagnetische toestanden met behulp
van röntgendiffractie, is er wel een verschil in oriëntatie van de orbitalen te zien. De
herverdeling van de elektronendichtheid toont grote gelĳkenis met de berekende
dichtheid. Dit is aangetoond voor materialen met verschillende composities, bestaande
uit FeMn(P,Si,B). Dit laat zien dat deze herverdeling aanwezig is in materialen met
verschillende composities die verschillend magnetisch gedrag vertonen.

Röntgendiffractie experimenten geven ook informatie over de onderlinge afstand
tussen de atomen. Gegeven de aanwezige symmetrie in dit materiaal, hebben de
magnetische atomen een vrĳheidsgraad die de niet-magnetische atomen niet hebben.
Door dit gedrag in kaart te brengen, is te zien dat de magnetische atomen in de ene
laag stabiele interatomaire afstanden hebben rond de overgang. Dit is een indicatie dat
de binding tussen deze atomen niet verandert. De magnetische atomen in de andere
laag, waar de herverdeling van de elektronendichtheid optreedt, laat een verschil in
interatomaire afstanden zien. Het interessante is dat de atoomparen bestaan uit een
magnetisch atoom en een metalloïde atoom, zoals Si, Ge en As. Deze elementen zĳn
veel voorkomend bĳ magnetocalorische materialen die reuze effecten laten zien,
omdat de bindingen die ze vormen kunnen variëren in sterkte. Dit is vaak de oorzaak
van de faseovergang. Bĳ dit materiaal zorgt de herverdeling van de
elektronendichtheid voor een versterking van de binding in de paramagnetische fase,
ten koste van het magnetische moment. Zowel de studie naar de elektronendichtheid
als de inspectie van de bindingsafstanden duiden dit aan.
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Het onderzoek naar het achterliggende mechanisme van reuze magnetocalorische
materialen, laat zien dat materialen met verschillende coördinaties rond magnetische
atomen tot functioneel gedrag kan leiden. Materialen die kristalliseren in de CaCu5
kristalstructuur laten dezelfde verscheidenheid aan coördinatiegetallen zien en
kunnen potentieel interessant zĳn. Y(Fe,Si)5 heeft een hoge concentratie aan
magnetische atomen, wat kan leiden tot een grote magnetisatieverandering en bevat
bovendien het metalloïde silicium. Hoe interessant dit materiaal ook is, wanneer het
gemaakt wordt zĳn twee andere kristalstructuren stabieler en is het niet mogelĳk om
dit materiaal in de juiste fase te produceren. Door gebruik te maken van een
kristallografische database is het mogelĳk om alle composities in kaart te brengen die
wel deze kristalstructuur vormen. Als hier nu alle binaire composities aan toe worden
gevoegd die niet stabiel zĳn, is het verschil is tussen deze twee groepen te zien. Door
figuren te maken waarbĳ twee elektronische eigenschappen van de elementen gebruikt
worden, is een scheiding van deze twee groepen te zien. Deze eigenschappen zĳn
gebaseerd op de elektronendichtheid en de werkfunctie. Deze plots laten zien dat
YFe5 alleen maar gestabiliseerd kan worden als het meeste ĳzer wordt vervangen. Het
toevoegen van metalloïde elementen lĳkt de stabiliteit van de fase op papier wel te
bevorderen, maar in de praktĳk blĳkt dat deze aanpak maar beperkt toepasbaar is voor
metalloïde elementen.

In de zoektocht naar nieuwe functionele materialen om te gebruiken in
magnetische koelcycli, is het belangrĳk om de electronische eigenschappen van
materialen te kennen. Door deze te voorspellen kunnen nieuwe modelsystemen
gevonden worden, maar hypothetische materialen kunnen alleen maar nuttig zĳn
wanneer ze in de praktĳk ook stabiel zĳn. Alleen wanneer de elektronische
eigenschappen en de fasestabiliteit bekend zĳn, kunnen grote stappen gemaakt worden
in materiaalonderzoek.
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