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ABSTRACT
Recently, attackers have targeted machine learning systems, intro-
ducing various attacks. The backdoor attack is popular in this field
and is usually realized through data poisoning. To the best of our
knowledge, we are the first to investigate whether the backdoor
attacks remain effective when manifold learning algorithms are
applied to the poisoned dataset. We conducted our experiments
using two manifold learning techniques (Autoencoder and UMAP)
on two benchmark datasets (MNIST and CIFAR10) and two back-
door strategies (clean and dirty label). We performed an array of
experiments using different parameters, finding that we could reach
an attack success rate of 95% and 75% even after reducing our data
to two dimensions using Autoencoders and UMAP, respectively.

CCS CONCEPTS
• Computing methodologies → Neural networks; • Security
and privacy → Systems security.
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1 INTRODUCTION
Deep learning’s increased popularity in recent years and its appli-
cation to various domains led to the introduction of adversarial
machine learning. Adversarial machine learning compromises ma-
chine learning systems, targeting their integrity, availability, or
confidentiality [10]. The backdoor attack [7] is a popular attack in
this field, usually done through data poisoning, which was made
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possible through crowdsourced datasets like Imagenet [6] or ma-
chine learning as a service [7]. For this attack, the attacker inserts a
secret functionality into the model that is activated during inference
by malicious inputs with a specific property (trigger).

Manifold learning is connected to the problem of (non-linear)
dimensionality reduction. Manifold learning can be used in appli-
cations where high-dimensional data like images (each pixel can
be considered as a feature) are represented as lower-dimensional
data (not all pixels are equally important or there is a high cor-
relation between them) to make learning easier. Another domain
in which manifold learning is applied is wireless sensor networks.
Such networks have been used in applications like environmental
monitoring, remote patient monitoring, anti-terrorism, and disaster
prevention [19]. A critical component of such applications is the lo-
cation of the sensors. This information can be retrieved by manifold
learning techniques like Hessian LLE [1]. To avoid any malfunction
of the system, such techniques should be robust against adversar-
ial attacks. For this reason, we investigate whether the backdoor
attacks remain effective when manifold learning algorithms are
applied to the poisoned dataset. Our contributions are:

• We conducted multiple experiments using two manifold
learning techniques (Autoencoder and UMAP) on two bench-
mark datasets (MNIST and CIFAR10) and two backdoor
strategies (clean and dirty label).

• By running an array of experiments with different hyperpa-
rameters, we found that we could reach an attack success
rate of 95% and 75% even after reducing our data to two
dimensions using Autoencoders and UMAP, respectively.

2 BACKGROUND
2.1 Backdoor Attacks
In a backdoor attack, the attacker inserts a secret functionality
into a trained model that can be activated from malicious inputs
with a specific property (trigger) [7, 15]. In classifiers, the backdoor
causes misclassifications of inputs with a trigger to an attacker-
chosen target class. To insert this functionality, the attacker can
alter a subset of the training data [7], modify the code from the
deep learning libraries [3], or directly alter the model’s weights [8].
We focus on the data poisoning scenario, the most popular in the
related literature [2], using two approaches: the dirty label attack
and the clean label attack. In the dirty label attack [7], the attacker
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adds the trigger to the training data but also alters their label to the
target class. Thus, this scenario requires a strong attacker, resulting
in a very effective attack. By using it, we want to investigate the
upper bound of the attack’s effect after the manifold algorithm has
been applied. In the clean label attack [17], the attacker adds the
trigger only on data that belong to the target class. In this way,
the attacker does not need to alter the sample’s label, making the
poisoned samples stealthier and harder to detect. However, it is
more difficult for the model to associate the trigger with the target
label, resulting in a weaker backdoor. We tested this scenario as it
describes a more realistic attacker.

2.2 Manifold Learning
Manifold learning was introduced in 2000 [14, 16] when scientists
explored the non-linear low dimensional representation of data that
lies on a high dimensional ambient space (manifold). The data struc-
ture problem is also related to machine learning, as it is assumed
that a model learns only from data with some structure. The basis
of manifold learning [16] is the assumption that our data lie on a
low-dimensional manifold, making the representation simpler [13].
For example, images are represented as arrays of R𝐻×𝑊 ×3, where
𝐻 is the image’s height,𝑊 its width, and 3 is the RGB colors. Not
all combinations of pixel values result in realistic images, and thus,
the manifold assumption states that the natural images come from
a low-dimensional manifold embedded in the high-dimensional
space of pixels [13].

3 METHODOLOGY
3.1 Threat Model
In our work, we assume that the malicious user has access to a
subset of the training data, which can be freely modified, but to
keep the attack stealthy, we constrain the number of samples that
the malicious user can poison. Furthermore, we assume a grey-box
setup [5, 7] where the adversary lacks any knowledge about the
model’s architecture, training algorithm, and its hyperparameters.
As discussed above, we consider two scenarios based on the at-
tacker’s capabilities: the dirty label attack (the adversary alters
both the data samples and their labels) and the clean label attack
(the adversary alters only the data samples). This threat model is re-
alistic as modern datasets like Imagenet [6] are crowdsourced from
untrusted sources, allowing malicious users to embed malicious
data that can evade human inspection [4].

3.2 Choosing Manifold Learning Techniques
t-SNE [18] and UMAP [12] provide similar results, but t-SNE mostly
captures the local structure of the high-dimensional data, while
UMAP can adapt and tune to balance the preservation of the local
and the global structure. UMAP is faster and less computationally
intensive than t-SNE [12]. Autoencoders differ from t-SNE and
UMAP as they are based on neural networks. Depending on the
chosen architecture and training objective, an autoencoder can pre-
serve either the local or the global structure of the high-dimensional
representation. Autoencoders can be more computationally inten-
sive than other dimensionality reduction techniques as they require
training, but the extent can vary based on the chosen hyperpa-
rameters. In this work, we will focus on autoencoders and UMAP.

Their ability to preserve either the local or the global structure
of the high-dimensional space makes them suitable for real-case
scenarios, enhancing their prominence. With these two choices, we
can test both an efficient machine learning algorithm and a neu-
ral network-based approach covering a wide range of real-world
applications.

4 EXPERIMENTAL SETUP
We use MNIST [11] and CIFAR10 [9] to assess the efficacy of our
proposed methodology. Our architectures and their hyperparam-
eters, as well as the exact implementation details, can be found
in our public repository.1 We used two metrics to evaluate the
effectiveness of the attack. First, we measured the attack success
rate (ASR), which quantifies the percentage of poisoned samples
classified as the target label. A high attack success rate indicates
the effectiveness of our backdoor. Moreover, a successful backdoor
attack should not affect the model’s performance on clean data
to avoid raising any suspicions. For this reason, we measured the
model’s accuracy drop by the backdoor when clean data is used for
its input.

5 RESULTS
5.1 Autoencoders
To leverage autoencoders, we used the encoded representation of
the dataset as input for the associated classifier. In this scenario,
we can tune several parameters, including the architecture of the
autoencoder, the architecture of the classifier, and the dimensions of
the embedding. This fine-tuning process helps us capture essential
features, enhance classification accuracy, and balance information
richness and computational considerations.

5.1.1 MNIST. In our study using the MNIST dataset, we used an
autoencoder for data transformation, aiming for high classification
accuracy in a simplified scenario that mirrors real-world applica-
tions. The encoder reduced data to a low-dimensional space with
just two features, yet our classifier, trained on this encoded data,
achieved 95% accuracy after five epochs. The encoder consists of
three linear layers, with ReLU activation for the first two and no
activation for the last. This reduced the input from 28 × 28 to 2
features. This process efficiently clustered different classes in the
encoded space, as shown in Figure 1.

Further experimentation explored the impact of poisoned data,
introducing a trigger to 5% of the dataset (3000 samples). This
setup simulated backdoor attacks in both “dirty” and “clean” label
scenarios. In the dirty label scenario, where labels were changed to
the target class, the attack was highly effective, with a 99% success
rate without compromising clean samples’ accuracy. The clean
label scenario showed a distinct behavior, with a 50% success rate,
indicating the challenge of altering model decision boundaries with
only target class poisoning.

A grid search on parameters revealed that even a low poisoning
rate of 0.5% with a minimal trigger size could lead to substantial
attack success rates, up to 75-90% for different target classes, and
nearly 95% success when the trigger size increased to 2 × 2 pixels.
A sample result is shown in Figure 2. These findings suggest that

1https://github.com/chriskrez/backdoors-on-manifold-learning
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(a) Reduced MNIST dataset using an Au-
toencoder trained with clean data.

(b) Reduced MNIST dataset using an Au-
toencoder trainedwith poisoned data (dirty
label).

(c) Reduced MNIST dataset using an Au-
toencoder trained with poisoned data
(clean label).

Figure 1: Reduced MNIST dataset using Autoencoder with clean and poisoned data.

backdoor attacks can be highly effective on MNIST with minimal
alterations, showcasing the potential vulnerabilities in systems
relying on dimensionality reduction techniques like autoencoders.

Figure 2: Attack Success Rate examples from grid search re-
sults on MNIST for the dirty label attack using Autoencoder.

5.1.2 CIFAR10. CIFAR10 is amore challenging problem thanMNIST
classification. CIFAR10 uses color images (32×32 pixels) and a larger
diversity in class characteristics, including object position, back-
ground, orientation, and scale variations. We employed a more
advanced autoencoder architecture to adapt to these challenges to
reduce data dimensions to two features, aiming for high classifica-
tion accuracy.

The encoder architecture for CIFAR10 involved several convolu-
tional layers with GELU activation, transitioning from 3 × 32 × 32
input to a 2-feature output. This architecture, combined with a
simple classifier, achieved an average accuracy of 50% on the clean
model. Although superior to random guessing, this accuracy re-
flects the complex nature of CIFAR10 and the limited capacity of
two features to capture such complexity. By comparing Figure 1a
and Figure 3a, we see that the samples of each class are easily dis-
tinguished for MNIST but not CIFAR10 when we reduce the data
to two features.

For poisoning experiments, we introduced a trigger in 5% of the
dataset (2500 samples), targeting the class with index 0 (airplanes).

The dirty label scenario showed a significant shift in the target class
representation towards the intended classification, resulting in an
up to 96% attack success rate without significantly impacting clean
test set accuracy. The clean label scenario demonstrated a different
pattern, with a 70% average attack success rate. This indicated
a partial influence of the trigger on class samples, highlighting
the challenges in altering model decision boundaries across the
embedding space.

A grid search on parameters emphasized the feasibility of back-
door attacks on CIFAR10, even with reduced feature sets in a dirty
label scenario (Figure 4). However, certain classes proved resis-
tant to these attacks (e.g., classes 2 and 6), suggesting that sample
positioning within the embedding space critically affects attack
success.

To address CIFAR10’s complexity, we explored autoencoders pro-
ducing a 128-feature space, substantially improving classification
accuracy to 68%. This enhanced dimensional representation better
captures CIFAR10’s details, balancing information retention and
computational efficiency.

In experiments with the 128-feature space, reduced dimension-
ality led to higher attack success rates with smaller triggers and
fewer poisoned samples. Particularly, challenges in attacking spe-
cific classes (bird and frog) were resolved, achieving over 80% suc-
cess with a 2% poisoning rate and a trigger size of3 × 3.

These findings reveal a trade-off between dimensionality reduc-
tion and attack effectiveness, where a greater number of retained
features allows for more subtle attacks with less manipulation.
Overall, backdoor attacks on CIFAR10 are highly achievable, with
the dimensionality of the reduced space playing a crucial role in
preserving information and enabling successful attacks.

5.2 UMAP
5.2.1 MNIST. We utilized the UMAP dimensionality reduction
technique with a min_dist2 of 0.001 and 15 nearest neighbors to
generate a two-dimensional embedding. This reduced dataset was
then input into a classifier with a structure comprising three lin-
ear layers, achieving an average accuracy of 96% after just three
epochs of training, showcasing a realistic use case scenario. The
UMAP-transformed clean data visualization revealed distinct class
2https://umap-learn.readthedocs.io/en/latest/parameters.html
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(a) Reduced CIFAR10 dataset using an Au-
toencoder trained with clean data.

(b) Reduced CIFAR10 dataset using an Au-
toencoder trainedwith poisoned data (dirty
label).

(c) Reduced CIFAR10 dataset using an
Autoencoder trained with poisoned data
(clean label).

Figure 3: Reduced CIFAR10 dataset using Autoencoder with clean and poisoned data.

Figure 4: Attack Success Rates from grid search results on
CIFAR10 with 128 features (Autoencoder).

separations, although some samples were wrongly clustered. De-
spite these occasional misplacements, the model maintained high
accuracy, demonstrating robust performance.

When applying poisoned data, where 10% of the samples (6000)
were modified with a 4×4 pixel trigger, covering 0.51% of the image
area, and targeting class index 0, we observed interesting dynamics
in the dirty label scenario. Most classes retained their positions in
the embedding, but poisoned samples showed notable shifts for
several classes, creating adjacent or surrounding clusters without
significantly altering the overall class representation. This variation
led to an average attack success rate of 75%, indicating that the
success of backdoor attacks using UMAP varies with the inherent
class characteristics and their representation stability (see Figure 5).

Unlike the autoencoders, the UMAP in the clean label scenario
did not significantly alter the representation of the target class with
the trigger, leading to a negligible attack success rate of approxi-
mately 1%. However, this scenario influenced the representations
of other classes, suggesting a differential impact of UMAP on data
structure preservation compared to autoencoders (Figure 6).

Further, grid search experiments aiming to optimize the ASR
required adjusting the trigger size and poisoning rate beyond what
was necessary with the autoencoder setup (see Figure 7 as an exam-
ple). To achieve an 80% success rate, a trigger size of 4×4 pixels and

a 12% poisoning rate were needed, highlighting UMAP’s relative
resilience to manipulation compared to autoencoders.

These findings underscore the subtle effects that dimensional-
ity reduction techniques have on the efficacy of backdoors. While
UMAP preserved local and global data structures differently, impact-
ing the ASR, it demonstrated a need for stronger manipulation for
high ASRs, making attacks more detectable. This exploration clari-
fies the complexities of employing manifold learning algorithms for
data representation in securing or compromising machine learning
models.

5.2.2 CIFAR10. Our exploration of the CIFAR10 dataset using the
UMAP algorithm revealed that UMAP struggled to produce a sat-
isfactory two-dimensional embedding. CIFAR10 is more complex
than MNIST, marked by significant inter-class variability and sim-
ilarities within classes such as “Automobiles” and “Trucks” lead-
ing to considerable class overlap in the reduced space. This out-
come, highlighted in the UMAP transformation with settings of
𝑚𝑖𝑛_𝑑𝑖𝑠𝑡 = 0.00001 and 𝑛_𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠 = 30, emphasizes the intrinsic
dataset challenges, such as the difficulty in differentiating closely
related classes due to their overlapping features (see Figure 8).

UMAP preserves both local and global data relationships. Still,
the blending characteristics of certain CIFAR10 classes, like au-
tomobiles and trucks, resulted in indistinct boundaries between
them in the embedding space. This phenomenon is visualized in
the reduced dataset representation, where even highly similar car
variants were tightly clustered, showcasing the algorithm’s focus
on similarity preservation.

Upon introducing poisoned samples to the dataset - with a 12%
poisoning rate, a trigger size of 6 × 6, targeting class 0 (airplanes) -
a slight separation between poisoned and non-poisoned samples
was observed (see Figure 8c). The poisoned samples tend to move
towards the lower half of the embedding, indicating the trigger’s
significant impact on sample similarities. This adjustment in repre-
sentation displaying poisoned versus non-poisoned samples sug-
gests that UMAP’s manifold structure optimization was influenced
by the altered relationships due to the trigger, leading to a notable
shift in the embedding’s range. These observations from experi-
menting with UMAP on CIFAR10 reveal two critical insights: the
challenge of achieving clear class separations in complex datasets

4



Backdoors on Manifold Learning WiseML ’24, May 31, 2024, Seoul, Republic of Korea

(a) Reduced MNIST dataset using UMAP-transformed poisoned data
(dirty label).

(b) Reduced MNIST dataset using UMAP-transformed poisoned
data (poisoned vs. not poisoned samples).

Figure 5: Visualization of MNIST using UMAP with poisoned data.

(a) Reduced MNIST dataset using UMAP-transformed poisoned data
(clean label).

(b) Reduced MNIST dataset using UMAP-transformed poisoned
data (clean label).

Figure 6: Comparative visualization of reduced MNIST datasets using UMAP technique on dirty and clean label datasets.

Figure 7: Attack Success Rates from grid search results on
MNIST with two features on the dirty label dataset (UMAP).

and the potential of data poisoning to affect the manifold learning
algorithm’s embedding outcomes. While UMAP struggled to differ-
entiate closely related classes due to inherent dataset complexities,
the introduction of poisoned data demonstrated the algorithm’s
sensitivity to changes in the data structure, affecting both the local
and global relationships within the dataset.

6 DISCUSSION
In this section, we provide an analysis of our findings, investigating
the dynamics between manifold learning algorithms and backdoor
attacks.

Do backdoor attacks work similarly across different mani-
fold learning algorithms? Our exploration reveals that the spe-
cific representation provided by each manifold learning algorithm
significantly influences the execution and success of backdoor at-
tacks. Autoencoders and UMAP, for instance, demonstrated distinct
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(a) Reduced CIFAR10 dataset using UMAP-
transformed clean data. The orange out-
lier depicts variants of a car that appears
at least 16 times in the training set. Thus,
their similarity is high, and they are distin-
guished in their representation. This phe-
nomenon is not relevant to any poisoning
from our (upcoming) experiments.

(b) Reduced CIFAR10 dataset using UMAP-
transformed poisoned data (dirty label)

(c) Reduced CIFAR10 dataset using UMAP-
transformed poisoned data (poisoned vs.
not poisoned samples)

Figure 8: Reduced CIFAR10 dataset using UMAP with clean
and poisoned data.

responses to backdoor triggers, with UMAP requiring a larger trig-
ger and a higher poisoning rate to achieve comparable attack suc-
cess rates. This variation underscores the importance of the chosen
manifold learning algorithm’s inherent properties in determining
the effectiveness of backdoor attacks.

When applied to various datasets, do backdoor attacks
behave consistently? The nature of the dataset plays a crucial

role in the success of backdoor attacks, particularly when man-
ifold learning is involved. The efficacy of a trigger is linked to
the dataset’s characteristics, suggesting that a one-size-fits-all ap-
proach to backdoor attacks is less likely to be successful across
different datasets. For example, UMAP’s handling of the MNIST
versus CIFAR10 datasets illustrated how dataset-specific features
can influence the outcome of such attacks.

Comparing traditional and manifold learning-enhanced
backdoor attacks: what are the challenges and differences?
Onemajor hurdle in applying backdoor attacks tomanifold-transformed
data is predicting the trigger’s effect in the reduced-dimensional
space. This complexity, coupled with the challenge of evaluating
the attack’s success in such contexts, highlights the subtle nature
of executing backdoor attacks in environments where manifold
learning algorithms preprocess input data.

Does the level of dimensionality reduction affect the at-
tack’s success?Our research indicates that the extent of dimension-
ality reduction indeed impacts the success of backdoor attacks, with
a higher number of retained features facilitating a more effective
execution of the attack. This finding aligns with the principle that
preserving a significant amount of informative content is essential
for maintaining the trigger’s effectiveness.

Howdodifferent attack scenarios impact efficiency?Through
our investigations, it became evident that the dirty label scenario
generally outperforms the clean label scenario in terms of attack
success rate. This suggests that the presence of samples from vari-
ous classes, modified to contain the backdoor trigger, enhances the
attack’s ability to manipulate the learning model’s behavior.

Our study confirms the feasibility of executing backdoor attacks
in deep learning systems incorporating manifold learning algo-
rithms. Particularly notable is the discovery that employing a dirty
label scenario enables a high attack success rate, even with substan-
tial dimensionality reduction.

7 CONCLUSIONS AND FUTUREWORK
In this work, we investigated the interplay between backdoors and
manifold learning algorithms, discovering that backdoors remain
effective under manifold learning, particularly in dirty label scenar-
ios. Even with dimensionality reduction, critical trigger information
still exists, preserving some attack efficacy. Interestingly, the effort
to achieve high ASRs varied between Autoencoders and UMAP,
with the former requiring less due to its reconstruction focus and
the latter demanding more due to its design to withstand minor per-
turbations. This variance highlights the unique impacts of different
manifold learning techniques and the necessity of dataset-specific
approaches for backdoor attacks. In the future, we will explore
strategies that distribute the trigger across various regions to better
integrate with UMAP’s global structure preservation. We believe
this work establishes a foundation for understanding how manifold
learning algorithms influence the success of backdoor attacks, open-
ing pathways for future research in distributed trigger placement,
exploration of other manifold learning techniques, and defense
mechanisms against such attacks.
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