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Incremental Nonlinear Dynamic Inversion (INDI) has received substantial interest in the recent years as 
a nonlinear flight control law design methodology that features inherent robustness against bare airframe 
aerodynamic variations. However, systematic studies into the robust design benefits of INDI-based control over 
the classical divide-and-conquer philosophy have been scarce. To bridge this gap, this paper compares the setup 
of hybrid INDI with a standard industry benchmark that is based on two-degree-of-freedom gain-scheduled 
proportional-integral-derivative control. This is done on an architectural basis and in terms of achievable robust 
stability and performance levels with respect to a common set of design requirements. To this end, a non-smooth, 
multi-objective 𝐻∞-synthesis algorithm is used that incorporates mixed parametric and dynamic uncertainties in 
the design objective and constraints. It is shown that close similarities exist between hybrid INDI design and gain-

scheduled PID control, which leads to virtually equivalent robustness and performance outcomes in both linear 
time-invariant and linear time-varying contexts. It is therefore concluded that the main benefit of the hybrid INDI 
does not lie in improved robustness properties per se, but in the opportunity to perform modular robust design in 
an implicit model-following context. Specifically, this implies that the areas of flying qualities, robustness, and 
nonlinear implementation are directly visible and accessible in the control law structure.
1. Introduction

The majority of flight control laws used by the aerospace industry 
belong to the class of gain-scheduled proportional-integral-derivative 
(PID) control with additional filtering and mode logic [1–3]. Engineers 
use a wide range of design techniques to synthesize PID controllers 
that meet their design goals and airworthiness requirements. These dif-

fer primarily by the type of synthesis technique and how the tuning 
variables reflect the design objectives. Some examples include linear 
pole-placement [4,5], LQR/LQG design [1], multi-stage gradient-based 
optimization [6–8], and formal robust synthesis [9–11]. The nonlinear 
implementation step or gain-scheduling strategy is another aspect that is 
approached in different ways. This can be achieved by e.g. a-posteriori

interpolation of local designs or by local optimization of a-priori defined 
global scheduling surfaces. An important concept here is the principle of 
local linear equivalence [12], which ensures that hidden couplings [13] in-

duced by the nonlinear plant-controller interconnection are considered 
appropriately [14–16].

The concept of local synthesis of nonlinear controllers is known as 
the divide-and-conquer design philosophy. Very successful control de-
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signs can be obtained with this widely adopted approach. An alterna-

tive to this philosophy is the concept of Nonlinear Dynamic Inversion 
(NDI) [17,18]. The NDI method aims to simplify gain scheduling by 
cancelling the nonlinear bare airframe dynamics. As a result, the flying 
qualities-dependent and airframe-dependent parts of the control design 
can be decoupled [19]. This can be viewed as a modular approach to 
control design. As such, NDI-based design has been celebrated for its 
close connection to the aircraft physics [20–22] and the opportunity 
to map desired flying qualities directly [19]. This decoupling of de-

sign goals within the control law structure is an important benefit, as 
it contributes to more visible design and therefore a reduction of de-

velopment complexity [13]. As such, many flight control laws reflect 
elements of NDI-based design [23]: an example is the crossfeed compen-

sation of nonlinear kinematic couplings in e.g. the EF2000 Eurofighter 
Typhoon [15,24]. Moreover, a full-authority NDI control law has been 
incorporated into the F-35 production aircraft [25]. This exemplifies the 
relevance of NDI in practical flight control design.

The benefits of modularity and visibility notwithstanding, robust 
design and clearance of NDI controllers still relies on local analysis pro-
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Nomenclature

2DOF Two-Degree-of-Freedom

(M)CV (Pitch-axis) Controlled Variable

FCS Flight Control System

IMF Implicit Model-Following

(I)(N)DI (Incremental) (Nonlinear) Dynamic Inversion

IQC Integral Quadratic Constraint

LPV Linear Parameter-Varying

LQR Linear Quadratic Regulator

LQG Linear Quadratic Gaussian

LTI Linear Time-Invariant

LTV Linear Time-Varying

OBM On-board Model

PID Proportional-Integral-Derivative

SCF Scaled Complementary Filter

ZOH Zero-order Hold
cedures. This is due to the detrimental effects of high-order dynamics 
[19] and uncertainty [23], for which NDI theory by itself provides no 
a-priori robustness guarantees [26–28]. This is an important drawback 
of NDI as a comprehensive design method and relates to the fact that 
an NDI control law eliminates the bare airframe dynamics by means of 
an on-board model (OBM) representation of the true airframe dynam-

ics. The impact of discrepancies between this OBM and the real aircraft 
is of significant concern and has therefore been studied extensively. 
Outer loop regulation is an important instrument to enhance robustness 
against these discrepancies. Accordingly, several design guidelines for 
robust regulation of model-based NDI control laws exist [18,23]. How-

ever, these guidelines alone provide no guarantees [28], which implies 
that the resulting NDI control law must still be analyzed a-posteriori for 
clearance [26,27]. Robust outer loop design based on e.g. 𝜇-synthesis 
against specified uncertainty sets [29,30] is a significant improvement 
in this regard.

As an alternative to robust outer loop design procedures, a sub-

stantial number of inner loop inversion compensation techniques have 
also been suggested. These concepts aim to explicitly reduce model-

dependency of the inversion loop and the effects thereof on performance 
robustness. These range from alternative strategies to estimate the inver-

sion variable [31–33] to on-line system identification [34] and learning 
[35]. Here, inversion strategies can be classified as purely model-based 
(MB) [18,36], purely sensor-based (SB) [31,37], or hybrid (HB) [32,33]

(which also appears as Robust Multi-Inversion [RMI] in the literature 
[38,39]). The latter two types result in incremental variants of NDI, INDI 
in short. These incremental variants bypass parts of the OBM by virtue of 
direct sensor measurements, with the aim to reduce sensitivity to model 
offsets. The sensor-based concept has received substantial interest in 
recent years and has been validated in multiple real-world test environ-

ments [37,40,41]. However, it was found that this strategy may lead to 
substantial feedthrough of sensor noise and that it reduces robustness 
against high-frequency dynamic uncertainty due to its high-gain nature 
[42]. Moreover, additional challenges arise due to the issue of synchro-

nization [43–45]. This relates to the relative timing or phase between 
the output derivative and input feedback signals. Inadequate consid-

eration of this effect may lead to severe stability issues [42]. These 
characteristics imply that the lack of a-priori robustness guarantees gets 
a new dimension. Accordingly, one may require more balanced robust-

ness properties from the inversion loop. This is offered by hybrid INDI, 
which can be viewed as a compromise between the sensor-based and 
the model-based variants.

Whereas standard (I)NDI theory does not provide a-priori robustness 
guarantees, robust control synthesis methods such as 𝐻∞ loop-shaping 
[9,28] or the aforementioned 𝜇-synthesis framework [46] do provide 
such assurances. These methods incorporate robustness as an integral 
part of the design process. Many of these synthesis frameworks are based 
on Linear Time-Invariant (LTI) system considerations; however, formal 
robust gain scheduled design can be performed as well using Linear 
Parameter-Varying (LPV) systems theory [12]. Thanks to the develop-

ment of non-smooth synthesis algorithms [47–49], these robust synthe-

sis frameworks can be exploited to perform systematic, robust design 
of structured controllers such as gain-scheduled PID control laws. Con-
2

sequently, these techniques also offer new opportunities for the design 
of (I)NDI-based control laws. Using this framework, important a-priori 
robustness guarantees can be obtained for such designs. This does not 
only concern the outer loop, but the inversion strategy itself as well; 
however, these opportunities remain largely unexplored still.

In this article, robust synthesis and analysis methods are leveraged 
to answer the question as to how hybrid INDI design and gain-scheduled 
PID control compare in the context of robust implicit model-following 
(IMF) flight control design. Robust 𝐻∞-synthesis principles are lever-

aged to systematically optimize control law design parameters in terms 
of LTI robustness and performance against specified (mixed) uncertainty 
sets. This forms a practical contribution in the context of INDI-based con-

trol design. The framework of Integral Quadratic Constraints (IQCs) is 
used to analyze the resulting designs against the wider class of Linear 
Time-Varying (LTV) uncertainties. This strategy enables a quantitative 
comparison of robust stability and performance properties of the said 
optimized control designs.

The article is structured as follows. First, preliminary design guide-

lines for robust INDI control are presented in Section 2. A design case 
study is introduced in Section 3, followed by an outline of the gain-

scheduled PID and hybrid INDI control architectures of interest in Sec-

tion 4. Their similarities will be highlighted first, followed by a descrip-

tion of how the concept of hybrid INDI enables a visible decoupling of 
flying quality and robustness design goals in an IMF context. Section 5

describes the non-smooth synthesis approach used to synthesize the con-

trol laws in terms of robust stability and performance. The results are 
discussed in Section 6, followed by a reflection on the design guidelines 
formulated earlier. Finally, the article is concluded in Section 7.

2. Preliminary design guidelines for INDI-based control laws

A number of fundamental linear design principles can be identified 
for INDI-based control law design. This section covers this aspect in the 
context of single-channel design. Consider the linear1 system Σ in state-

space format:

Σ ∶
{

�̇� =𝐴𝒙+𝐵�̃�

𝑦𝐶𝑉 = 𝐶𝒙
(1)

which is described by the state vector 𝒙 ∈ ℝ𝑛, the input signal �̃� ∈ ℝ, 
the controlled variable 𝑦𝐶𝑉 ∈ ℝ, and constant matrices 𝐴, 𝐵, and 𝐶 . 
The output dynamics can be formulated as follows:

�̇�𝐶𝑉 =𝒙+�̃� = 𝜉 +�̃� (2)

where  ≜ 𝐶𝐴,  ≜ 𝐶𝐵, and 𝜉 ≜ �̇�𝐶𝑉 −�̃�. This formulation is used in 
anticipation of different inversion strategies, as discussed shortly. Like-

wise, the following input-output formulation can be written:

�̇�𝐶𝑉 (𝑠) =
(
𝐶[𝑠𝐼 −𝐴]−1𝐵−1 + 𝐼

)
�̃�(𝑠) ≜ [𝑃 (𝑠) + 𝐼]�̃�(𝑠) (3)

1 This context may lead to the supposition that the insights from this section 
are limited to INDI in linear form (referred to as IDI) only; however, this limi-
tation does not apply.
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Fig. 1. Hybrid Incremental (Nonlinear) Dynamic Inversion (I[N]DI) control system.
Equations (2) and (3) represent the nominal output dynamics. High-

order dynamics and uncertainties are captured through the following 
extension:

�̇�𝐶𝑉 (𝑠) =𝐺(𝑠) (𝑃 (𝑠) + 𝐼)Δ(𝑠)𝑢(𝑠) (4)

where 𝐺 and Δ represent multiplicative known and uncertain dynamic 
mappings, respectively. Accordingly, �̃�(𝑠) = Δ(𝑠)𝑢(𝑠).2 Then, using the 
state-space model from Equation (2), a Dynamic Inversion (DI) control 
law can be constructed as follows:

𝑢 = ̂−1 (𝜈 − 𝜉
)

(5)

Here, 𝜈 represents the virtual control signal generated by an outer 
loop controller or regulator 𝐶𝑂𝐿. The ‘∙̂’-notation denotes that only an 
estimate is available. In the case of ideal inversion, this control law en-

sures that �̇�𝐶𝑉 = 𝜈, independent of the bare airframe dynamics.

The type of estimation scheme used to determine 𝜉 defines the nature 
of the DI loop. In a general sense, a scaled, complementary-filtered (SCF) 
estimation scheme can be used to this end. This scheme represents a 
combination of the methods proposed by [39,32,33]:

𝜉(𝑠) =𝐾𝑐𝐻𝑐(𝑠)
[
𝐺(𝑠)�̇�𝐶𝑉 (𝑠) − ̂𝑢(𝑠)

]
+
[
1 −𝐾𝑐𝐻𝑐(𝑠)

]
̂�̂�(𝑠) (6)

Here, 𝐾𝑐 ∈ [0, 1] is referred to as the compensation gain and 𝐻𝑐 the 
compensation filter. If 𝐾𝑐 > 0, an Incremental Dynamic Inversion (IDI) 
control law emerges. This scheme collapses to a purely model-based (MB) 
form if 𝐾𝑐 = 0, whereas it approaches a purely sensor-based (SB) variant 
if 𝐾𝑐 = 1 and 𝐻𝑐 → 1. For intermediate values of 𝐾𝑐 and/or 𝐻𝑐 , the 
inversion is said to be of hybrid (HB) nature. This directly extends to the 
nonlinear case ([I]NDI) as well. The incorporation of the compensation 
gain 𝐾𝑐 in hybrid INDI design has been suggested previously by [32], 
whereas the complementary filter structure was presented in [33] and 
closely resembles the concept of Robust Multi-Inversion (RMI) control 
proposed by [38,39].

An important insight is that Equation (6) can also be formulated as:

𝜉(𝑠) = ̂�̂�(𝑠) +𝐾𝑐𝐻𝑐(𝑠)
[(
𝐺(𝑠)�̇�𝐶𝑉 (𝑠) − ̂𝑢(𝑠)

)
− ̂�̂�(𝑠)

]
≜ ̂�̂�(𝑠) +𝐾𝑐𝐻𝑐(𝑠)𝑒𝜉(𝑠) ≜ ̂�̂�(𝑠) + 𝑒𝜉(𝑠)

(7)

This shows that hybrid I(N)DI effectively introduces a scaled and fil-

tered inversion error compensation signal 𝑒𝜉 that corrects the on-board 
model (OBM) prediction term ̂�̂�. The resulting control system is illus-

trated in Fig. 1. The compensation gain 𝐾𝑐 and filter 𝐻𝑐 are key design 
elements here. Their influence can be further understood through the 
concept of equivalent regulation, as discussed next.
3

2 The ‘Δ’-notation must not be confused with the incremental notation.
Table 1

Regulation decomposition of 𝐶∗
𝑐
(𝑠).

Case Regulation contribution 𝐶∗
𝑐
(𝑠) Approximation (low 𝜔)

𝐾𝑐 = 0 1 1
𝐾𝑐 < 1 𝐾∗

𝑝
𝑝𝑐∕𝑧𝑐 (𝑠+ 𝑧𝑐 )∕(𝑠+ 𝑝𝑐 ) ∼𝐾∗

𝑝
𝜔 ∈ [0, 𝑝𝑐 ]

𝐾𝑐 > 1 − 𝜖 (𝑠+𝐾∗
𝑖
)∕(𝑠+ 𝜆) ∼𝐾∗

𝑖
∕𝑠 𝜔 ∈ [𝜆,𝐾∗

𝑖
]

𝐾𝑐 = 1 (𝐾∗
𝑖
+ 𝑠)∕𝑠 ∼𝐾∗

𝑖
∕𝑠 𝜔 ∈ [0,𝐾∗

𝑖
]

2.1. Equivalent regulation

An equivalent regulation formulation of the hybrid I(N)DI control 
law from Fig. 1 can be found by closing the input feedback path. This 
yields:

𝑢(𝑠) = 𝐶𝑐(𝑠)̂−1 (𝜈(𝑠) − [
1 −𝐾𝑐𝐻𝑐(𝑠)

]
̂�̂�(𝑠) −

[
𝐾𝑐𝐻𝑐(𝑠)𝐺(𝑠)

]
�̇�𝐶𝑉 (𝑠)

)
(8)

where 𝐶𝑐(𝑠) ≜ (1 −𝐾𝑐𝐻𝑐(𝑠))−1. In order to make the concept of equiv-

alent regulation more tangible, it is useful to decompose the compen-

sation dynamics 𝐶𝑐(𝑠) ≜ 𝐶∗
𝑐
(𝑠)𝐻∗

𝑐
(𝑠) into a combination of first-order 

lag-lead regulation contribution 𝐶∗
𝑐

and a high-order filter 𝐻∗
𝑐

with unity 
DC-gain:

𝐶∗
𝑐
(𝑠) =

𝑠+ 𝑧𝑐

𝑠+ 𝑝𝑐
(9)

𝐻∗
𝑐
(𝑠) =

𝐶𝑐(𝑠)
𝐶∗
𝑐
(𝑠)

(10)

A case-by-case overview of 𝐶∗
𝑐

is provided in Table 1 for different 
values of 𝐾𝑐 . The third column shows that this regulation contribution 
term adds additional gain at low frequencies, which can range from 
small refinements to full integral action. In this light, another important 
observation is that Equation (8) is equivalent to:

𝑢(𝑠) = ̂−1 (𝐶∗
𝑐
(𝑠)𝐻∗

𝑐
(𝑠)

[
𝜈(𝑠) − 𝑠𝐾𝑐𝐻𝑐(𝑠)𝐺(𝑠)𝑦𝐶𝑉 (𝑠)

]
− ̂�̂�(𝑠)

)
≜ ̂−1 (𝜈∗(𝑠) − ̂�̂�(𝑠)

) (11)

Hence, taking a two-degree-of-freedom virtual control design accord-

ing to

𝜈(𝑠) = 𝐶𝑂𝐿(𝑠)
[
𝑟(𝑠) 𝑦𝐶𝑉 (𝑠)

]𝑇 = 𝐹𝑂𝐿(𝑠)𝑟(𝑠) −𝐾𝑂𝐿(𝑠)𝑦𝐶𝑉 (𝑠) (12)

one finds:

𝜈∗(𝑠) = 𝐶∗
𝑐
(𝑠)𝐻∗

𝑐
(𝑠)

[
𝐹𝑂𝐿(𝑠)𝑟(𝑠) −

[
𝐾𝑂𝐿(𝑠) + 𝑠𝐾𝑐𝐻𝑐(𝑠)𝐺(𝑠)

]
𝑦𝐶𝑉 (𝑠)

]
(13)

This shows that the hybrid I(N)DI strategy effectively boils down to 
a model-based (N)DI control law with a more advanced virtual control 

design. Next to the equivalent regulation term 𝐶∗

𝑐
(𝑠), this equivalent vir-
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Fig. 2. Hybrid I(N)DI equivalent regulation formulation.
tual control contains additional high-pass (derivative) action induced by 
𝑠𝐾𝑐𝐻𝑐(𝑠)𝐺(𝑠). With this formulation, a hybrid INDI control law can be 
thought of in terms of equivalent virtual control loop shaping consider-

ations as if it were a purely model-based NDI design. Fig. 2 visualizes 
this.

The equivalent regulation concept provides a good understanding of 
the effect of inversion error compensation in hybrid INDI. Still, it may 
not be immediately obvious that the high-order elements 𝐻∗

𝑐
and 𝐺

introduce dynamic artifacts that may threaten stability if not considered 
appropriately. The design of the compensation filter 𝐻𝑐 is again critical 
here. This concerns the principle of synchronization, as discussed next.

2.2. Synchronization principle

From this discussion, it follows that a key objective in INDI-based 
control design is to achieve a robustly stable or balanced combination 
of equivalent regulation terms, high-order filter 𝐻∗

𝑐
, and additional dy-

namics 𝐺 and Δ. Some basic design principles apply to mitigate the 
detrimental impact of these additional dynamics on stability, which is 
also known as the synchronization effect [42]. This effect typically man-

ifests itself as an additional high-frequency oscillation on top of the 
anticipated control signal in sensor-based inversion designs [44,45]. As 
mentioned before, the term ‘synchronization’ refers to the relative tim-

ing or phase between the sensor-based estimate of the output derivative 
and the input feedback signal. This terminology is maintained here; 
however, a more complete interpretation is that the effect originates 
from a difference between direct feedthrough terms. This is illustrated 
in Fig. 3, which shows the components associated with the sensor-based 
part of the inversion loop in isolated and reorganized form. This repre-
4

sentation allows for a more focused view on the synchronization effect.

Fig. 3. Isolated sensor-based inversion elements in re-organized form; the concep

feedthrough terms. (For interpretation of the colors in the figure(s), the reader is ref
Robust stability of the isolated system from Fig. 3 implies that the 
feedback interconnection remains well-posed for all Δ ∈ 𝚫. This requires 
the following system to have a causal inverse:

𝐼 +𝐾𝑐𝐻𝑐

[
𝐾𝐺Δ(𝑃 + 𝐼) − 𝐼

]
≜ 𝐼 +𝐿𝑠 (14)

where 𝐾 ≜ ̂−1. Consequently, the synchronization sensitivity trans-

fer function 𝑆𝑠(𝑠) ≜ (𝐼 + 𝐿𝑠(𝑠))−1 = 𝑒(𝑠)∕𝜈(𝑠) must exist as a member 
of real rational transfer function matrices. One can interpret 𝑆𝑠 as a 
direct indication of the sensor-based inversion error; therefore, it rep-

resents a useful instrument to assess inversion quality. However, these 
insights are obtained based on a location that is effectively embedded 
in the control law itself. Consequently, 𝑆𝑠 offers insufficient insight into 
the robustness and disturbance rejection performance at the level of the 
plant. To get a complete picture of the synchronization effect, the plant 
input sensitivity function 𝑆𝑖(𝑠) = 𝑢(𝑠)∕𝑑𝑖(𝑠) must be considered as well:(
𝐼 +𝐾𝑐𝐻𝑐𝐶𝑐𝐾𝐺Δ(𝑃 + 𝐼)

)−1
≜
(
𝐼 +𝐿𝑖

)−1
≜ 𝑆𝑖 = (1 −𝐾𝑐𝐻𝑐)𝑆𝑠 (15)

The last equality directly reflects the equivalent regulation effect 
of inversion error compensation; for example, high-pass filter action 
emerges when 𝐾𝑐 = 1 and 𝐻𝑐 is strictly proper.

To simplify the upcoming analysis, the low-frequency plant contri-

bution described by 𝑃 is disregarded. This is justified based on the 
understanding that the synchronization effect generally manifests itself 
in the high-frequency spectrum, as 𝐺 and Δ typically operate on rel-

atively fast time scales. Accordingly, it appears reasonable to insist on 
well-posedness of Equation (14) when 𝑃 = 0. Based on this simplifica-

tion, the following 𝐻∞ synchronization design principle can be defined: 
given 𝐾𝑐 ,

min ‖‖𝑆𝑠
‖‖∞ = ‖‖‖(𝐼 +𝐾𝑐𝐻𝑐

[
𝐺𝐾Δ− 𝐼

])−1‖‖‖∞ , while( ) (16)
‖‖𝑆𝑖
‖‖∞ = ‖‖‖ 𝐼 +𝐾𝑐𝐻𝑐𝐶𝑐𝐺𝐾Δ

−1‖‖‖∞ =𝑀𝑖

t of synchronization is highlighted in red and is due to a difference in direct 
erred to the web version of this article.)
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Fig. 4. Control system interconnection structure.
Here, 𝑀𝑖 represents an upper bound on the input sensitivity function 
that is specified by the designer. The peak magnitude of the plant input 
sensitivity function ‖‖𝑆𝑖

‖‖∞ has a close relation to broken-loop stability 
margins; for example, an upper bound 𝑀𝑖 = 2 corresponds to a disk-

based gain and phase margin of at least 6 dB and 29 degrees, respectively 
[46]. Note that if ‖‖𝑆𝑖

‖‖∞ > 1, equivalent regulation is ensured in terms 
of finite disturbance rejection action according to Bode’s sensitivity inte-

gral theorem [46]. Accordingly, the above 𝐻∞ synchronization design 
principle maximizes inversion quality while achieving finite feedback 
performance within a stability margin limit set by the designer. This 
can be used as a guideline to select an effective inversion error compen-

sation filter structure.

3. Design case study

This section introduces the case study that serves as the basis for the 
remainder of this paper. An overview of the (controller-agnostic) system 
interconnection structure under consideration is presented in Fig. 4. This 
structure applies to both PID and hybrid INDI designs. A description 
of the flight control system model used for synthesis and analysis is 
provided in Subsection 3.1. The design requirements that are to be met 
by the control laws are described in Section 3.2.

3.1. Flight control system model

A brief background on the nonlinear airframe model database and 
its linearization is provided first. This is followed by a description of the 
control system hardware and the system uncertainty model.

3.1.1. Boeing 747-100/200 GARTEUR RECOVER airframe model

The Boeing 747-100/200 RECOVER Simulation Benchmark Version 
3.0 software3 developed by the GARTEUR Flight Mechanics Action 
Group FM-AG16 [50,51] is adopted as the rigid-body flight dynamics 
model in this work. The simulation is built on MATLAB/Simulink® and 
the Delft University’s Aircraft Simulation and Analysis Tool (DASMAT) 
environment [52] and is based on data prepared by The Boeing Com-

pany for the NASA Ames Research Center [53,54]. The airframe model 
is trimmed and linearized around selected operating conditions. In this 
work, the scope is limited to the short-period mode only. This leads to 
the following nominal system family:

3 The GARTEUR RECOVER Benchmark is licensed under an Open Software 
License (OSL) 3.0; details on how the software package can be accessed can be 
5

found on http://www .faulttolerantcontrol .nl/.
[
�̇�

�̇�

]
=
[
𝑍𝛼(𝜌) 1
𝑀𝛼(𝜌) 𝑀𝑞(𝜌)

][
𝛼

𝑞

]
+
[

0
𝑀𝛿𝑒

(𝜌)

]
𝛿𝑒 −

[
𝑍𝛼(𝜌)
𝑀𝛼(𝜌)

]
𝛼𝑔 (17)

The nominal dynamics are extended with uncertainty and an addi-

tional disturbance term to address model variations and imperfections. 
This results in the following system formulation:

[
�̇�(𝑡)
�̇�(𝑡)

]
=
⎡⎢⎢⎣

(
1 +𝑊𝑍𝛼

𝛿𝑍𝛼

)
𝑍𝛼(𝜌) 1(

1 +𝑊𝑀𝛼
𝛿𝑀𝛼

(𝑡)
)
𝑀𝛼(𝜌)

(
1 +𝑊𝑀𝑞

𝛿𝑀𝑞
(𝑡)
)
𝑀𝑞(𝜌)

⎤⎥⎥⎦
[
𝛼(𝑡)
𝑞(𝑡)

]

+

[
0(

1 +𝑊𝑀𝛿𝑒
𝛿𝑀𝛿𝑒

(𝑡)
)
𝑀𝛿𝑒

(𝜌)

](
1 +𝑊𝑎𝑐𝑡Δ̄𝑎𝑐𝑡

)
𝛿𝑒(𝑡) −

[
𝑍𝛼(𝜌)
𝑀𝛼(𝜌)

]
𝛼𝑔(𝑡)

+
[
𝑊𝑍

𝑊𝑀

]
𝑑(𝑡) (18)

Here, 𝛿∙ ∈ [−1, 1] and ‖‖Δ̄∙(𝑗𝜔)‖‖∞ ≤ 1 represent normalized real 
(parametric) and complex (dynamic) uncertainty, respectively; 𝑊∙(𝑠)
represents an uncertainty weight, and is discussed in greater detail 
shortly. The scheduling vector 𝜌 =

[
ℎ 𝑀

]𝑇
consists of altitude ℎ and 

Mach number 𝑀 . Atmospheric disturbance is introduced according to 
𝛼𝑔 = 𝑊𝑔�̄�𝑔 , with |�̄�𝑔| ≤ 1, with 𝑊𝑔 describing intensity; other distur-

bances are lumped into 𝑑. The time-varying nature of some variables has 
been made explicit in anticipation of Subsection 3.1.3. The output equa-

tion describes the accelerometer and rate gyro sensor measurements 
according to:[
𝑞𝑚(𝑡)
𝑛𝑧𝑚

(𝑡)

]
=

[(
1 +𝑊𝑞Δ̄𝑞

)
0

0
(
1 +𝑊𝑛𝑧

Δ̄𝑛𝑧

)] ⋅

[
0 1

− 𝑉0(𝜌)
𝑔

(
1 +𝑊𝑍𝛼

𝛿𝑍𝛼

)
𝑍𝛼(𝜌) 0

][
𝛼(𝑡)
𝑞(𝑡)

]
(19)

Here, 𝑛𝑧 = −𝑉0∕𝑔𝑍𝛼𝛼 with 𝑉0 representing the reference trim speed 
and 𝑔 the gravitational acceleration. This output model represents a sce-

nario where the sensors pick up additional, unmodeled dynamics.

3.1.2. Flight control system (FCS) hardware model

The control system model incorporates actuator dynamics and digi-

tal artefacts associated with the flight control computer. The RECOVER 
library includes a complete model description of the actuator travel limi-

tations of the hydro-mechanical flight control system. However, a model 
of the dynamic response characteristics is not available. Therefore, use 
will be made of a simple second-order LTI system representation for the 

elevator dynamics [55]:

http://www.faulttolerantcontrol.nl/
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𝐺𝑎𝑐𝑡(𝑠) =
𝜔2
𝑛𝑎𝑐𝑡

𝑠2 + 2𝜁𝑎𝑐𝑡𝜔𝑛𝑎𝑐𝑡
𝑠+𝜔2

𝑛𝑎𝑐𝑡

(20)

where 𝜁𝑎𝑐𝑡 = 0.7 and 𝜔𝑛𝑎𝑐𝑡
= 20 rad/s. This corresponds to an elevator 

bandwidth that is typical for a large transport aircraft [56]. The travel 
and rate limits correspond to [−17, +23] degrees and ±37 deg/s, respec-

tively.

Digital control effects are incorporated based on the modified contin-

uous design approach [57]. It is assumed that the flight control computer 
(FLCC) runs at a sampling rate of 80 Hz, which is in agreement with ex-

isting design studies [58]. The following approximations are used for the 
zero-order hold (ZOH), computational delay, and anti-aliasing filter:

𝐺𝑍𝑂𝐻 (𝑠) = 1 − 𝑒−𝑇𝑠𝑠

𝑠𝑇𝑠
, 𝐺𝑑𝑒𝑙(𝑠) = 𝑒−𝑇𝑠𝑠, 𝐺𝑎𝑙𝑖𝑎𝑠(𝑠) =

150
𝑠+ 150

(21)

Here, 𝑇𝑠 represents the sampling time. First-order Padé approxima-

tions are used for −𝑒−𝑇𝑠𝑠. The anti-aliasing filter is configured well below 
the Nyquist frequency [57]. Finally, ideal sensor dynamics are assumed.

3.1.3. Uncertainty model

Table 2 provides a summary of the selected parametric (scalar) 
uncertainty and disturbance bounds. The absolute uncertainty bounds 
were determined based on qualitative insights regarding weight and bal-

ance variations and typical aerodynamic uncertainties associated with 
transport aircraft. The moment coefficients are considered arbitrarily 
fast time-varying. Clearly, this scenario is very conservative; however, 
it provides an upper bound on linear time-varying (LTV) response be-

havior. The disturbance bounds reflect moderate gust levels and other 
exogenous effects due to e.g. airframe configuration changes.

Fig. 5 visualizes the dynamic uncertainty shaping filters 𝑊∙(𝑠), which 
are defined as individual transfer functions. These reflect a scenario 
where measurements are contaminated by uncertain flexible airframe 
modes and the actuator dynamics deviate from their assumed second-

order behavior in the high-frequency region. Notably, the presented 
weights imply that the phase relation is lost beyond a particular fre-

quency (i.e., the frequency where the uncertainty magnitude exceeds 
0 dB). This loss of phase information is typical for physical systems 
[59,46] and demands gain stabilization.

As an example, Fig. 6 visualizes the sensor output frequency spectra 
corresponding to the uncertainty sample Δ̄∙ = 1. This illustrates how 
resonance peaks take form in the high-frequency region. These can be 
recognized as measurement corruptions induced by flexible modes, as 
seen in e.g. [59].

3.2. Design requirements

The design requirements fall into a number of categories. A back-

ground on flying qualities is provided first, which relates to the soft 
design objective. These must be optimized within limitations imposed 
by hard requirements, which are discussed secondly. These consist of 
nominal model matching performance, control activity, and stability 
margins.

3.2.1. Flying qualities

The design objective is to generate a desired 𝐶∗-to-stick response and 
minimize deviations in the presence of uncertainty and disturbance. The 
𝐶∗ output at the instantaneous center of rotation (ICR) is defined as:

Table 2

Parametric uncertainty and disturbance model overview.

Uncertainty bounds Disturbance bounds

Variable Unit Absolute Rate Variable Unit Absolute

𝑊𝑍𝛼
[−] ±10% 0 𝑊𝑍 [𝑔] 0.25

𝑊𝑀𝛼
[−] ±50% ±∞ 𝑊𝑀 [deg∕𝑠2] 3.0

𝑊𝑀𝑞
[−] ±30% ±∞ 𝑊𝑔 [deg] 2.0
6

𝑊𝑀𝛿𝑒

[−] ±20% ±∞
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Fig. 5. Dynamic uncertainty weight profiles.

𝐶∗ = 𝑛𝑧𝐼𝐶𝑅
+
𝑉𝑚

𝑔
𝑞 = −𝑍𝛼

𝑉0
𝑔
𝛼 +

𝑉𝑚

𝑔
𝑞 (22)

Here, 𝑉𝑚 represents the cross-over velocity; 𝑉𝑚∕𝑔 = 12.4 is generally 
selected [57]. The desired dynamics for the 𝐶∗-to-stick response are 
established based on recommendations specified in [60,61]:

𝐶∗
𝑑𝑒𝑠

(𝑠)
𝑟(𝑠)

=
𝐾𝑑𝑒𝑠(𝑠+ 𝑧𝑑𝑒𝑠)

𝑠2 + 2𝜁𝑑𝑒𝑠𝜔𝑑𝑒𝑠𝑠+𝜔2
𝑑𝑒𝑠

(23)

where 𝑟 represents the pilot stick input signal. To minimize control 
activity, the desired modal characteristics are selected in close accor-

dance with the nominal bare airframe dynamics in standard conditions. 
This is in agreement with industry practice [62]. The attitude and flight 
path bandwidth criteria are used in combination with Gibson’s dropback 
criterion [61] to obtain desired values for the short-period frequency, 
damping, and 𝐶∗ numerator time constants. These are summarized in 
Table 3. The selected desired dynamics correspond to predicted Level-1 
performance for Class III aircraft (heavy transport) and Category B flight 
phase [60] in cruise; in the approach condition, the specifications enter 
the region of Level-2 performance.

3.2.2. Nominal and robust performance objectives

The degree of compliance with the desired flying qualities is quan-

tified in terms of an 𝐻∞ model-following error. A distinction is made 
between the nominal and uncertain system in terms of permissible error 
bound. Enforcing a tighter bound on the nominal system case ensures 
the system behaves as intended in the presence of known high-order 
dynamics, while the remaining design margin is used to improve ro-

bustness. This approach favors average flying quality performance over 
remote worst-case scenarios. This leads to the following definition of the 
model-following performance metric:

𝑧𝑚𝑓 (𝑠) =𝑊𝑛𝑜𝑚𝑊𝑚𝑓 (𝑠)
[
𝐶∗
𝑑𝑒𝑠

(𝑠) −𝐶∗(𝑠)
]

(24)

Here, 𝑊𝑚𝑓 (𝑠) represents a first-order low-pass filter that scales the 
model-following error as a function of frequency in the uncertain case:

𝑊𝑚𝑓 (𝑠) =
2

𝑠+ 0.01
(25)

This reflects the frequency range that is of interest to the human pi-

lot. In the nominal scenario, an additional constant factor 𝑊𝑛𝑜𝑚 = 15
is added. The nominal performance objective is enforced as a hard re-

quirement, whereas the robust performance criterion serves as the soft 
design objective.

3.2.3. Control activity and stability constraints

To prevent the onset of pilot induced oscillations (PIOs) and min-

imize actuator wear, actuator rate and travel limits must be avoided 

Table 3

Desired short-period mode characteristics (flaps up, 317 ton, XCG 25%).

Phase Condition (𝑀 , ℎ, 𝑞) 𝜔𝑑𝑒𝑠 [rad/s] 𝜁𝑑𝑒𝑠 [-] 𝑧𝑑𝑒𝑠 [1/s]

Cruise 0.85, 30 kft, 15 kPa 1.3 0.8 1.5
Approach 0.38, 5 kft, 8.5 kPa 0.9 0.8 1.1
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Fig. 6. Example sensor signal profiles.
as much as possible. Mitigation of actuator limits for pilot stick inputs 
is therefore enforced as a hard requirement. Other design constraints 
relate to stability margins at the airframe input (elevator) and output 
(pitch rate and vertical acceleration sensors). Specifically, a disk mar-

gin specification corresponding to +6dB upper gain margin (GM) and 
36.87 degrees phase margin (PM) is imposed based on the elliptical disk 
exclusion region framework from [9]. This requirement is enforced in 
the presence of real and complex uncertainty at all locations. This is rela-

tively conservative [9] and can be compared to an early design scenario 
where additional margins are required [63].

4. Control law architectures

With this background in place, the gain-scheduled PID and hybrid 
INDI control architectures of interest are introduced in this section. A 
preliminary design procedure based on low-order analytical pole place-

ment is described for both methods. These preliminary design insights 
serve as a basis for formal synthesis in the subsequent sections. The two-

degree-of-freedom gain-scheduled PID structure is presented first. Then, 
two hybrid INDI architectures are considered. First, a rate inversion de-

sign is presented which has direct commonality to the gain-scheduled 
PID control law. Second, a modular 𝐶∗-inversion design is described 
which leverages visible design decoupling in terms of flying qualities, 
robustness, and gain scheduling. The inversion error compensation fil-

ter architecture is elaborated upon as well, based on the synchronization 
guidelines from Section 2.2. The section concludes with an overview of 
design parameters.

4.1. Gain-scheduled proportional-integral-derivative (PID) architecture

A baseline 𝐶∗ two-degree-of-freedom (2DOF) proportional-integral 
(PI) control architecture is described in [55]. The basis of this archi-

tecture is seen in many classical flight control law designs [2,4,22]. A 
pitch acceleration term is added as a derivative (D) term to this base-

line structure. This ensures close commonality with the hybrid INDI 
control design presented in the subsequent section. Note that similar 
incorporation of angular acceleration feedback saw application in the 
experimental X-29 aircraft [64]. Consequently, the PID control law takes 
the following form:

𝑢 =𝐾𝑓𝑟+
𝐾𝑖

𝑠

(
𝑟−𝐶∗)−𝐾𝑝𝐶

∗ −𝐾𝑞𝑞 −𝐾�̇��̇� (26)

A first-order pre-filter is used as an additional design degree-of-

freedom to achieve desired handling qualities [65,55]:

𝑟 =

(
𝜏𝑛
𝑝
𝑠+ 1

𝜏𝑑
𝑝
𝑠+ 1

)
𝑟 (27)

A block diagram visualization is shown in Fig. 7. A standard pole-

zero placement procedure to obtain the design parameters is described 
7

by [55]. However, the additional pitch acceleration feedback signal 
Fig. 7. Gain-scheduled Proportional-Integral-Derivative (PID) control law struc-

ture.

makes Equation (26) redundant from a low-order, nominal pole place-

ment perspective. This can be shown by treating the derivative gain 𝐾�̇�

as a known variable and closing the angular acceleration loop. In doing 
so, the following equivalent expression is found for the remaining gains:

𝑢 = �̃�𝑓 𝑟+
�̃�𝑖

𝑠

(
𝑟−𝐶∗)− �̃�𝑝𝐶

∗ − �̃�𝑞𝑞 (28)

where:

�̃�𝑓 ≜ �̃��̇�𝐾𝑓 , �̃�𝑖 ≜ �̃��̇�𝐾𝑖,

�̃�𝑝 ≜ �̃��̇�

[
𝐾𝑝 −𝐾�̇�𝑍

−1
𝛼
𝑀𝛼

(
𝑉0
𝑔

)−1
]
,

�̃�𝑞 ≜ �̃��̇�

[
𝐾𝑞 +𝐾�̇�𝑍

−1
𝛼
𝑀𝛼

(
𝑉𝑚

𝑉0

)
+𝐾�̇�𝑀𝑞

]
,

�̃��̇� ≜ (1 +𝐾�̇�𝑀𝛿𝑒
)−1

(29)

These equivalent gains indicate that the effect of pitch acceleration 
feedback can be offset in all cases. From here, the equivalent feedback 
and feedforward gains can be determined through the analytical pole-

zero placement procedure. Firstly, the closed-loop transfer function is 
expressed as a function of the controller gains:

𝐶∗(𝑠)
𝑟(𝑠)

=

𝑠2𝑏1�̃�𝑓 + 𝑠(𝑏0�̃�𝑓 + 𝑏1�̃�𝑖) + 𝑏0�̃�𝑖

𝑠3 + 𝑠2(𝑎1 +𝑀𝛿𝑒
�̃�𝑞 + 𝑏1�̃�𝑝) + 𝑠(𝑎0 −𝑍𝛼𝑀𝛿𝑒

�̃�𝑞 + 𝑏0�̃�𝑝 + 𝑏1�̃�𝑖) + 𝑏0�̃�𝑖

(30)

where

𝑎0 =𝑍𝛼𝑀𝑞 −𝑀𝛼, 𝑎1 = −𝑍𝛼 −𝑀𝑞,

𝑏 =−
𝑀𝛿𝑒

𝑍𝛼
(𝑉 + 𝑉 ), 𝑏 =𝑀

𝑉𝑚
(31)
0
𝑔

0 𝑚 1 𝛿𝑒 𝑔
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Fig. 8. Hybrid INDI (rate inversion) control law.
Secondly, the target desired dynamics described by Equation (23) are 
augmented by an additional pole and zero as follows [55]:

𝐶∗
𝑑𝑒𝑠

(𝑠)
𝑟(𝑠)

=
𝑝3𝜔

2
𝑑𝑒𝑠

𝑧2𝑧𝑑𝑒𝑠

(𝑠+ 𝑧2)(𝑠+ 𝑧𝑑𝑒𝑠)(
𝑠+ 𝑝3

)(
𝑠2 + 2𝜁𝑑𝑒𝑠𝜔𝑑𝑒𝑠𝑠+𝜔2

𝑑𝑒𝑠

) (32)

Consequently, the design parameters can be written directly in 
terms of the desired dynamics and the airframe stability and control 
coefficients. The low-order desired dynamics can be restored by se-

lecting 𝑧2 = 𝑝3, which eliminates the integrator mode from the pi-

loted response. Therefore, implicit model-matching (model-following) 
is achieved through adequate selection of feedforward and feedback 
gains. To further improve flying qualities, the remaining zero can be 
set through prefilter pole-zero cancellation [55]:

𝑟 =
(

𝑧𝑑𝑒𝑠𝑠+ 1
𝑏0∕𝑏1𝑠+ 1

)
𝑟 (33)

Finally, gain scheduling is to be performed based on an on-board 
model (OBM) representation of the nominal short-period dynamics de-

scribed by Equation (17) [55,5]. This is also indicated in Fig. 7. As 
demonstrated in [66], the procedure naturally translates to nonlinear 
implementations based on velocity-based scheduling [14,15] to prevent 
hidden couplings.

4.2. Equivalent hybrid INDI architecture (rate inversion)

The gain-scheduled PID control law from the previous section can 
be equivalently formulated as a gain-scheduled hybrid IDI (i.e., INDI) 
control law with pitch rate as the inversion pitch-axis command variable 
(MCV) and a 𝐶∗ outer-loop regulator. The moment dynamics form the 
point of departure for the derivation:

�̇� =𝑀𝑎𝛼 +𝑀𝑞𝑞 +𝑀𝛿𝑒
𝛿𝑒 (34)

The inversion loop is constructed to generate a nominal closed-loop 
inversion response according to 𝑞(𝑠)∕𝜈𝑞(𝑠) = 1∕𝑠, with 𝜈𝑞 representing 
the outer loop (virtual) control input variable. Writing 𝜉 to represent the 
non-input related terms as in Equation (5), the inversion control law can 
be expressed in generic form as:

𝑢 =𝑀−1
𝛿𝑒

(
𝜈𝑞 − 𝜉

)
(35)

The selected PI virtual control law structure is similar to Equation 
(28):

𝜈𝑞 =𝐾𝑓𝑟+
𝐾𝑖

𝑠

(
𝑟−𝐶∗)−𝐾𝑝𝐶

∗ −𝐾𝑞𝑞 (36)

Consequently, a pole placement design strategy can be established 
based on the closed-loop inversion response and the following relation-
8

ships:
𝛼(𝑠)
𝑞(𝑠)

= 1
𝑠−𝑍𝛼

,
𝐶∗(𝑠)
𝑞(𝑠)

=
𝑛𝑧(𝑠)
𝑞(𝑠)

+
𝑉𝑚

𝑔
= −𝑍𝛼

𝑉0
𝑔

𝛼(𝑠)
𝑞(𝑠)

+
𝑉𝑚

𝑔
(37)

As a result, the full closed-loop stick input response can be written 
as:

𝐶∗(𝑠)
𝑟(𝑠)

=
𝑠2𝑏1𝐾𝑓 + 𝑠(𝑏0𝐾𝑓 + 𝑏1𝐾𝑖) + 𝑏0𝐾𝑖

𝑠3 + 𝑠2(−𝑍𝛼 +𝐾𝑞 + 𝑏1𝐾𝑝) + 𝑠(−𝑍𝛼𝐾𝑞 + 𝑏0𝐾𝑝 + 𝑏1𝐾𝑖) + 𝑏0𝐾𝑖

(38)

where

𝑏0 = −
𝑍𝛼

𝑔
(𝑉0 + 𝑉𝑚), 𝑏1 =

𝑉𝑚

𝑔
(39)

The similarities between these expressions and Equations (30) and 
(31) become apparent by considering an equivalent PID formulation. In 
the low-order design case (𝐾𝑐 < 1, 𝐻𝑐 = 1), the following equivalent 
gains apply:

�̃�𝑓 =𝑀−1
𝛿𝑒
𝐶𝑐𝐾𝑓 , �̃�𝑖 =𝑀−1

𝛿𝑒
𝐶𝑐𝐾𝑖, �̃��̇� =𝑀−1

𝛿𝑒
𝐶𝑐𝐾𝑐,

�̃�𝑝 =𝑀−1
𝛿𝑒
𝐶𝑐𝐾𝑝 −𝑀−1

𝛿𝑒
𝑍−1
𝛼
𝑀𝛼

(
𝑉0
𝑔

)−1
,

�̃�𝑞 =𝑀−1
𝛿𝑒
𝐶𝑐𝐾𝑞 +𝑀−1

𝛿𝑒
𝑍−1
𝛼
𝑀𝛼

𝑉𝑚

𝑉0
+𝑀−1

𝛿𝑒
𝑀𝑞

(40)

Here, 𝐶𝑐 = (1 − 𝐾𝑐)−1 according to Section 2.1. Substituting the 
control gains obtained from Equation (38) and comparing the result 
to Equations (29)-(31) shows that both pole placement strategies are 
equivalent. The moment terms are all cancelled by dynamic inversion, 
which leaves 𝑉0 and 𝑍𝛼 as the only airframe dependencies that require 
gain scheduling of the outer loop. In case the inversion loop collapses 
to a model-based strategy (𝐾𝑐 = 0), the control law can be shown to be 
equivalent to the proportional-integral (PI) baseline from Section 4.1. 
However, as discussed before in Section 2, the incorporation of dynam-

ics in 𝐻𝑐 leads to additional feedback action and possibly high-order 
dynamics. Given the fact that inversion error compensation may lead to 
complete integral action (see Table 1), there therefore exists a degree 
of duplicate functionality in combination with the outer-loop integral 
path. This commonality is exploited in [66].

4.3. Modular hybrid INDI architecture (𝐶∗ inversion)

As discussed before, an important aspect of the (I)NDI design phi-

losophy is the visible decoupling of design goals within the control law 
architecture itself. Such a modular approach to flight control law de-

sign is beneficial for a number of reasons: for example, it results in a 
high degree of design visibility, which aids the verification process [13]. 
Moreover, the design structure can be efficiently transferred across dif-
ferent airframes [25]. This is in contrast to the PI(D) design from Fig. 7
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Fig. 9. Hybrid INDI (𝐶∗ inversion); the visible decoupling of design goals (desired flying qualities, robustness) from the bare airframe dynamics results in a modular 

structure.

and - to a lesser extent - the outer loop structure in Fig. 8, where all 
functionalities collapse into a combination of gains.4

The concept of hybrid INDI enables the incorporation of a sepa-

rate design module to improve robustness in the context of implicit 
model-following (IMF) NDI design. This is achieved using the concept 
of inversion error compensation from Section 2. As opposed to the con-

figuration discussed before, the outer loop is set up based on desired 
flying qualities only in this case. Gain scheduling and robustness is then 
achieved in the inversion loop. This decoupling of design goals is indi-

cated in the block diagram structure5 in Fig. 9. To derive the control 
law, the nominal equations of motion are used:[
�̇�

�̇�

]
=
[
𝑍𝛼 1
𝑀𝛼 𝑀𝑞

][
𝛼

𝑞

]
+
[

0
𝑀𝛿𝑒

]
𝛿𝑒 (41)

Writing the command variable as 𝑦𝐶𝑉 = 𝐶∗ = 𝑛𝑧+
𝑉𝑚

𝑔
𝑞 and taking its 

time derivative according to the standard NDI (feedback linearization) 
design procedure [67] leads to the following expression of the output 
dynamics:

�̇�𝐶𝑉 = �̇�𝑧 +
𝑉𝑚

𝑔
�̇� = −𝑍𝛼

𝑉0
𝑔
�̇� +

𝑉𝑚

𝑔
�̇� (42)

The first term can be reformulated using the nominal force equation:

−𝑍𝛼

𝑉0
𝑔
�̇� = −𝑍𝛼

𝑉0
𝑔

(
𝑍𝛼𝛼 + 𝑞

)
=𝑍𝛼

(
𝑛𝑧 −

𝑉0
𝑔
𝑞

)
(43)

Therefore, the 𝐶∗ output dynamics can be rewritten as:

�̇�𝐶𝑉 =𝑍𝛼

[
𝑛𝑧 −

𝑉0
𝑔
𝑞

]
+
𝑉𝑚

𝑔
�̇� (44)

Based on Equation (41), the control input 𝑢 (= 𝛿𝑒) appears directly 
through the �̇� term. Writing the moment equation once again as �̇� = 𝜉 +
𝑀𝛿𝑒

𝑢 and re-arranging terms results in the following dynamic inversion 
control law:

𝑢 =
(
𝑀𝛿𝑒

𝑉𝑚

𝑔

)−1(
𝜈𝐶∗ −𝑍𝛼

[
𝑛𝑧 −

𝑉0
𝑔
𝑞

]
−
𝑉𝑚

𝑔
𝜉

)
(45)

For the virtual control loop, the following design is selected:

𝜈𝐶∗ =𝐾𝑓𝑟+
𝐾𝑖

𝑠

[
𝑟−𝐶∗]−𝐾𝑝𝐶

∗ (46)

4 However, the functional transparency and flexibility can be restored for this 
type of control structure by an online pole placement strategy as presented in 
[4,5].
9

5 Similar structures are presented in [38,39,25].
This choice results in the following stick response in the case of ideal 
inversion, irrespective of the bare airframe dynamics:

𝐶∗(𝑠)
𝑟(𝑠)

=
𝐾𝑓𝑠+𝐾𝑖

𝑠2 +𝐾𝑝𝑠+𝐾𝑖

(47)

The resulting transfer function has precisely the form of the desired 
𝐶∗-to-stick response from Equation (23). To achieve implicit model-

matching (model-following), the desired flying qualities directly map 
to the outer loop gains. Therefore, the effect on robustness of the outer 
loop cannot be influenced without changing pilot handling behavior. 
The inversion error compensation loop serves as an additional design 
degree-of-freedom in this context. This requires the setup of an appro-

priate augmentation structure, as discussed next.

4.4. Compensation filter structure

As discussed in Section 2.2, managing the impact of high-order dy-

namics and uncertainty is an important element of INDI-based control 
design. To this end, the 𝐻∞ synchronization design principle is applied 
in this section to establish an appropriate compensation filter structure 
for the presented hybrid INDI architectures. In the present case, the syn-

chronization sensitivity function takes the following form:

𝑆𝑠(𝑠) =
(
𝐼 +𝐾𝑐𝐻𝑐(𝑠)

(
𝐺(𝑠)ΓΔ(𝑠) − 𝐼

))−1
(48)

Here, 𝐺 includes all nominal dynamics that are not ‘synchronized’. 
The plant input sensitivity function 𝑆𝑖 is similarly defined. The uncer-

tainty terms are captured by ΓΔ according to

ΓΔ(𝑠) ≜𝐾(𝐼 +𝑊𝑎𝑐𝑡(𝑠)Δ𝑎𝑐𝑡(𝑠))(𝐼 +𝑊𝑞(𝑠)Δ𝑞(𝑠)) (49)

A routine approach to inversion filter architecture selection is to ‘syn-

chronize’ or match the perturbing dynamics on the angular acceleration 
and input feedback channels [43,37,42]. This process essentially boils 
down to deciding which parts of 𝐺 get carried over (virtually) to the 
compensation filter 𝐻𝑐 . Fig. 10 illustrates the main idea behind con-

cept.

Several candidate design architectures are listed in Table 4. Candi-

date #4 represents a special case in the sense that all perturbing dynam-

Table 4

Compensation filter candidates 𝐻𝑐 in the context of syn-

chronization.

#ID Synchronous part (𝐻𝑐 ) Asynchronous part (𝐺)

1 1 𝐺𝑑𝑒𝑙𝐺𝑍𝑂𝐻𝐺𝑎𝑐𝑡𝐺𝑎𝑙𝑖𝑎𝑠𝐻𝑑

2 𝐻𝑑 𝐺𝑑𝑒𝑙𝐺𝑍𝑂𝐻𝐺𝑎𝑐𝑡𝐺𝑎𝑙𝑖𝑎𝑠

3 𝐺𝑎𝑐𝑡𝐻𝑑 𝐺𝑑𝑒𝑙𝐺𝑍𝑂𝐻𝐺𝑎𝑙𝑖𝑎𝑠
4 𝐺𝑑𝑒𝑙𝐺𝑍𝑂𝐻𝐺𝑎𝑐𝑡𝐺𝑎𝑙𝑖𝑎𝑠𝐻𝑑 1
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Fig. 10. Compensation filter selection according to the synchronization principle.
Table 5

Effect of compensation filter 𝐻𝑐 on sensitivity peak gains 
(𝐾𝑐 = 0.5, 𝑀𝑖 = 2.0).

#ID Sync. gain (‖‖𝑆𝑠
‖‖∞) Input gain (‖‖𝑆𝑖

‖‖∞)

Nominal Worst-case Nominal Worst-case

1 2.91 4.00 1.45 2.00
2 1.80 2.44 1.45 2.00
3 1.16 1.89 1.32 2.00
4 1.00 1.97 1.27 2.00

ics 𝐺 are synchronized. Using Equation (48), this implies that 𝑆𝑠(𝑠) = 1
(perfect synchronization) in the absence of uncertainty. An overview of 
the effect of these different compensation filter architectures on the un-

certain synchronization and plant input sensitivity functions is provided 
in Table 5. These have been established for a selected combination of 
compensation gain 𝐾𝑐 and sensitivity bound 𝑀𝑖. The differentiator fil-

ter time constant is set such that the worst-case input sensitivity peak 
gain corresponds to the design value 𝑀𝑖. Therefore, all designs result in 
similar stability margins (in the isolated case, that is; see Fig. 3). The de-

creasing trend of the peak gain of 𝑆𝑠 with filter complexity shows that 
inversion quality improves as more dynamics are synchronized. This 
shows the benefit of more elaborate filter architectures in the context of 
synchronization; however, the return gets increasingly small.

To maintain close commonality with the first-order derivative path 
of the PID design from Fig. 7, the first-order architecture corresponding 
to design #2 is selected. This option also improves inversion quality 
sufficiently, at little cost of complexity. Fig. 11 shows a block diagram 
illustration of how the first-order inversion architecture is implemented 
in a scaled complementary filter (SCF) setup as discussed in Section 2.
10

Fig. 11. First-order scaled complementary filter (SCF).
Table 6

Design parameter overview; ‘X’ denotes the parameter is available for optimiza-

tion, whereas ‘-’ implies it is not part of the design.

Regulator Derivative/Inversion

Parameter 𝐾𝑓 𝐾𝑖 𝐾𝑝 𝐾𝑞 𝐾�̇� 𝐾𝑐 𝜏 | 𝜏𝑐
Allowable range free free free free free [0.0-1.0] [1.0-100]

PI X X X X - - -

PID X X X X X - X

INDI (𝑞 MCV) X X X X - X X

INDI (𝐶∗ MCV) X X X - - X X

4.5. Design parameter overview

An overview of the design variables corresponding to each architec-

ture is presented in Table 6. The implicit model-matching procedures 
outlined before are used to obtain preliminary values. Together with the 
acceleration gain, the proportional and integral feedback gains deter-

mine the location of the closed-loop short-period poles and the quickness 
of the integrator mode in the PID design. They are therefore all incor-

porated as free design parameters in the optimization. The feedforward 
gain 𝐾𝑓 is kept as a free design parameter as well, although it could 
be obtained directly by performing pole-zero cancellation of the inte-

grator mode instead. However, including 𝐾𝑓 in the synthesis procedure 
improves model-following performance in the presence of high-order 
dynamics. The pre-filter settings follow directly from flying quality spec-

ifications and do not require robust optimization. They are therefore 
omitted from the overview in Table 6.

For the hybrid INDI designs, the inversion error compensation fil-

ter parameters are included in addition to the outer loop gains. This 
optimizes the inversion strategy itself. The permissible range of these 
constants is selected such that very slow or fast modes are prevented. All 
outer loop gains are included to improve model matching performance 
against the effects of high-order dynamics. Note that on-board model 
(OBM) selection represents another design degree-of-freedom that could 
be optimized [68,28]; however, this is not considered in this work. In-

stead, the nominal model information from Equation (17) is used.

5. Design optimization and robustness analysis

The combination of multi-objective design requirements and the un-

certain and high-order nature of the control system requires the use of 
robust optimization to synthesize the design parameters. As discussed 

before, control law designs with guaranteed robust stability and perfor-
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Algorithm 1: Multi-objective robust 𝐻∞-synthesis routine for 
structured controllers against mixed uncertainty. More infor-

mation about the listed subroutines can be found in Refs. 
[10,48,69–71].

Data: Soft and hard requirements, corresponding models 𝑃 (performance) and 
𝑃𝑁 (Nichols disk margin), control law 𝐾(𝑝), initial design parameters 𝑝0

Result: Locally optimal set of design parameters 𝑝∗ and performance 𝛾∗
1 Initialization Initialize 𝑃∙ = 𝑃∙ and 𝑝 = 𝑝0 ;

2 while D-K termination conditions not met do

3 Non-smooth param. robust synthesis 𝑲 step (MATLAB® systune
[69,10,48,70])

Optimize 𝒑 over the entire set of scaled plants such that the set of hard 
requirements is robustly met and worst-case performance is maximized:

min
𝑝∈ℝ𝑞

𝛾 subject to: max
𝛿∈𝚫𝒑

{‖‖‖𝑃𝛾 (𝛿)⋆𝐾(𝑝)‖‖‖∞}
< 1, (50)

max
𝛿∈𝚫𝒑

{‖‖‖𝑃 (𝑘)
𝑁

(𝛿)⋆𝐾(𝑝)‖‖‖∞}
< 1

for all 𝑘 ∈ [1,… ,𝑀𝑁 ] (51)

𝑊𝑛𝑜𝑚 ⋅ ‖‖‖𝑃(𝑤,𝑢)→(𝑧,𝑦)(0)⋆𝐾(𝑝)‖‖‖∞ < 1 (52)

Robustness against parametric uncertainties is achieved based on a 
dynamic inner approximation of the uncertainty set [48].

Output: Optimal performance level 𝛾∗ , design parameters 𝒑∗ corresponding 
to a locally 𝐻∞-optimal structured controller, worst-case parametric 
uncertainty scenario set 𝚫𝒑,𝒂 ;

4 Frequency-wise D-scaling step (Using MATLAB® ssv)

For every system 𝑃∙ ∈ [𝑃𝛾∗ , 𝑃𝑁 ], find 𝐷∙(𝑗𝜔) that minimizes over a finite 
frequency grid 𝜔 ∈ [𝜔, … , 𝜔] the worst-case upper bound of the 
closed-loop system response in case of 1) the active parametric uncertainty

scenario set 𝚫𝒑,𝒂 and 2) dynamic uncertainty:

min
𝐷∈

max
𝛿∈𝚫𝒑,𝒂

�̄�

(
𝐷∙

𝐿
(𝑃∙(𝛿)⋆𝐾(𝑝∗))

(
𝐷∙

𝑅

)−1 (𝑗𝜔)) (53)

Output: Optimal D-scalings as a function of frequency 𝜔;

5 Dynamic D-fitting step (Using MATLAB® fitmagfrd [71])

Based on the magnitude for each 𝐷∙(𝑗𝜔), fit a minimum-phase transfer 
function �̂�∙(𝑠); the result is used to scale all systems accordingly:

𝑃𝛾 = diag

(
diag

(
0𝐼1×1, 𝐼𝑛𝑞×𝑛𝑞 ,

1√
𝛾
𝐼𝑛𝑧×𝑛𝑧

)
�̂�

𝛾∗

𝐿
, 𝐼𝑛𝑦×𝑛𝑦

)
𝑃

diag

((
�̂�

𝛾∗

𝑅

)−1
diag

(
0𝐼1×1 , 𝐼𝑛𝑝×𝑛𝑝 ,

1√
𝛾
𝐼𝑛𝑤×𝑛𝑤

)
, 𝐼𝑛𝑢×𝑛𝑢

)
(54)

𝑃
(𝑘)
𝑁

= diag
(

diag
(
𝐼1×1 , 𝐼𝑛𝑞×𝑛𝑞 ,0𝐼𝑛𝑧×𝑛𝑧

)
�̂�

𝑁,𝑘

𝐿
, 𝐼𝑛𝑦×𝑛𝑦

)
𝑃

(𝑘)
𝑁

diag
((
�̂�

𝑁,𝑘

𝑅

)−1
diag

(
𝐼1×1 , 𝐼𝑛𝑝×𝑛𝑝 ,0𝐼𝑛𝑤×𝑛𝑤

)
, 𝐼𝑛𝑢×𝑛𝑢

)
(55)

Output: Dynamic scaling transfer functions �̂�∙ and scaled plants 𝑃𝛾 , 𝑃 (𝑘)
𝑁

;

6 end

mance can be obtained by using formal robust synthesis methods such 
as 𝜇-synthesis [46]. Besides, the low-order analytical model matching 
approach from Section 4 will no longer lead to satisfactory designs in 
the presence of high-order dynamics.6 Design parameter optimization 
can resolve this [19].

In this section, the robust synthesis algorithm used to optimize the 
control designs from the previous section is discussed. This is followed 
by a brief introduction to the framework of Integral Quadratic Con-

straints (IQCs), which is used to extend the scope of robustness and 
performance analysis to the context of Linear Time-Varying (LTV) para-

metric uncertainties.

5.1. Synthesis algorithm

The multi-objective synthesis algorithm summarized in Algorithm 1

is used in this work. It relies on 𝐻∞ formulations of the design require-

6 An extended pole placement strategy as presented in [5] could be exploited 
11

instead to resolve this issue.
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ments and boils down to an extended form of the 𝐷𝐾 -iteration approach 
used in 𝜇-synthesis. The multi-model, multi-objective synthesis machin-

ery offered by MATLAB® systune [47,10,48] forms the central ele-

ment of the optimization routine. The combination of 𝐷𝐾 -iteration and 
parametric uncertainty sampling bears commonality with hybrid relax-

ation methods proposed in other studies [72,73]. Algorithm 1 makes 
the multi-disk synthesis functionality [74] from systune compatible 
with explicit incorporation of dynamic uncertainty in the design prob-

lem. As a result, robust disk stability margins such as those presented 
in [9] can be incorporated. Moreover, the multi-disk approach enables 
a distinction between nominal and robust design goals, as discussed in 
Section 3.2.

Due to its non-convex nature, there are no global optimality guar-

antees on the synthesis outcome. Therefore, the reliability of the result 
must be addressed by performing successive runs. Each run is initial-

ized by a perturbed version of the design parameter returned by the last 
run, which gives an indication of sensitivity to initial conditions. These 
perturbations are performed randomly over a range up to 100%. This is 
accepted design practice [8].

5.2. Integral quadratic constraints

The framework of Integral Quadratic Constraints (IQCs) is a powerful 
instrument to perform formal robustness assessment of dynamic systems 
in the context of mixed uncertainty [75,76]. The framework enables rel-

atively straightforward incorporation of time-varying uncertainties and 
nonlinearities. In this work, robustness against dynamic LTI, parametric 
LTI, and arbitrarily fast parametric LTV uncertainties is analyzed using 
appropriate multiplier descriptions as presented in [76]. The induced 
2 gain serves as the performance metric. The IQClab7 toolbox (3.00) 
[77] is used in combination with8 YALMIP/MOSEK® (9.3.20) [78,79]

to perform IQC-based worst-case performance assessment in MATLAB®.

6. Results

Robust synthesis is performed for all control law architectures from 
Section 4 and the operating conditions shown in Table 3. The benchmark 
PI controller is included as well. In this section, the synthesis results 
are evaluated. Moreover, the outcomes are used to reflect back on the 
equivalent regulation guidelines from Section 2.

6.1. Comparison of synthesis outcomes

The synthesis outcomes are evaluated in several ways. The relevant 
stability and performance properties achieved for the cruise condition 
are presented in Figs. 12-15. Numerical overviews of the correspond-

ing synthesis data are provided in Tables 7-9. These list the worst-case 
margins with respect to the disk (Nichols) exclusion region from Sec-

tion 3.2.3, the worst-case model-following performance compared to 
the desired level, and the corresponding design parameters. The values 
presented in these tables can be interpreted along the lines of stan-

dard well-posedness and boundedness arguments; that is, a criterion is 
robustly met if the associated worst-case gain does not exceed unity. 
Fig. 13 illustrates an example of what the LTI time domain stick step re-

sponse envelope typically looks like, achieved by the PID control design 
in cruise. Fig. 14 shows how performance degrades in the presence of 
time-varying moment stability coefficients. These are modeled as:

𝑀𝛼(𝑡) =𝑀𝛼

(
1 +𝑤𝑀𝛼

sin(𝑡)
)
, 𝑀𝑞(𝑡) =𝑀𝑞

(
1 +𝑤𝑀𝑞

sin(𝑡+ 𝜋

2 )
)

(56)

7 IQClab is made available by Novantec B.V. under a CC BY-ND 4.0 license; 
details on how to access the software can be found on https://www .iqclab .eu/.

8 YALMIP is copyrighted material owned by Johan Löfberg and can be ac-

cessed via https://yalmip .github .io/. MOSEK® is a developed by MOSEK ApS; 

details on how to access the software can be found on https://www .mosek .com/.

https://www.iqclab.eu/
https://yalmip.github.io/
https://www.mosek.com/
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Fig. 12. Airframe input broken-loop frequency response (cruise).

Fig. 13. Example of LTI response to step stick input (cruise; PID design). Monte Carlo samples are generated randomly within the set parametric uncertainty bounds; 
the upper and lower worst-case values are obtained using MATLAB® wcgain.
while 𝑍𝛼(𝑡) =𝑍𝛼

(
1 +𝑤𝑍𝛼

)
and 𝑀𝛿𝑒

(𝑡) =𝑀𝛿𝑒
. These variations do not 

reflect a realistic scenario per se. Rather, they must be considered as a 
single realization of the full LTV class; this provides further insight into 
relative LTV performance.

Altogether, the results show that all designs meet all hard design re-

quirements and that they perform similarly in terms of the robust perfor-

mance design objective. The PI architecture returns slightly lower robust 
performance levels compared to the other designs. The close connec-

tion between the PID and rate-inversion INDI control laws is apparent, 
as they result in identical response profiles at the selected flight condi-
12

tions. The modular 𝐶∗-inversion design also results in similar robustness 
Table 7

Worst-case disk margin 𝐻∞-norms; the criterion is met for values up 
to and including 1.00 (returned by MATLAB® wcgain); see Fig. 4

for broken-loop locations.

Cruise Approach

CLAW Loc. A Loc. B Loc. C Loc. A Loc. B Loc. C

PI 1.00 1.00 0.444 1.00 1.00 0.342

PID 0.993 0.994 0.442 1.00 1.00 0.342

INDI-𝑞 0.993 0.993 0.442 1.00 1.00 0.342

INDI-𝐶∗ 1.00 1.00 0.473 1.00 1.00 0.360
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Fig. 14. Simulation of airframe response to step stick input (cruise) subject to LTV stability coefficient variations as per Equation (56).
Table 8

Worst-case model-following (MF) 2-gains.

Cruise Approach

CLAW MF (hybrid) MF (IQClab) MF (hybrid) MF (IQClab)

LTI LTI LTV LTI LTI LTV

PI 0.881 0.898 0.934 1.066 1.066 1.069

PID 0.794 0.807 0.932 1.007 1.007 1.042

INDI-𝑞 0.800 0.813 0.926 1.011 1.011 1.040

INDI-𝐶∗ 0.832 0.832 0.899 0.793 0.793 0.831

Table 9

Synthesized design parameters.

Phase CLAW Regulator Derivative/Inversion

𝐾𝑓 𝐾𝑖 𝐾𝑝 𝐾𝑞 𝐾�̇� 𝐾𝑐 𝜏 | 𝜏𝑐
Cruise PI 3.0 11.4 3.6 93 - - -

PID 3.3 12.9 4.4 100 3.5 - 100

INDI-𝑞 0.08 0.44 0.22 2.0 - 0.09 100

INDI-𝐶∗ 1.5 2.4 2.5 - - 0.59 2.0

Approach PI 3.0 15.2 6.8 165 - - -

PID 3.3 16.6 7.8 177 5.8 - 100

INDI-𝑞 0.05 0.25 0.18 2.5 - 0.09 100

INDI-𝐶∗ 1.0 1.1 1.7 - - 0.96 2.0

levels. In cruise, this control law shows a slight performance deteriora-

tion compared to the PID design; on the contrary, better performance is 
achieved in the approach condition. Similar trends are observed for the 
LTV performance bounds returned by IQC analysis. This is verified by 
the simulation results in Fig. 14.

Summarizing, these results show no substantial distinction between 
the control laws from the perspective of LTI/LTV robustness and perfor-

mance. This illustrates the effectiveness of both gain-scheduled PID and 
hybrid INDI design methods. Next, it is of interest to further investigate 
what hybrid INDI inversion error compensation contributes in terms of 
robustness. This concerns the modular design variant in particular. The 
following section reflects on this.

6.2. Reflection on equivalent regulation in modular hybrid INDI

To further understand how robustness is achieved by the modular 
hybrid INDI design from Section 4.3, it is instructive to reflect back on 
the principle of equivalent regulation outlined in Section 2. The con-
13

nection to classical loop shape considerations is of particular relevance 
here. Broken-loop shapes are important indicators of robustness.9 This 
is reflected by Fig. 12, which shows largely consistent loop shapes in-

dependent of control architecture. It is of interest to investigate how 
the concept of inversion error compensation contributes to these loop 
shapes.

Fig. 16a shows how the equivalent formulation relates to the uncom-

pensated modular INDI design in terms of broken-loop singular values. 
This shows the net effect of the inversion compensation loop at low and 
high frequencies. The loop shape achieved by the uncompensated design 
is complemented by inversion error compensation to meet the robust-

ness objectives. Therefore, robustness is improved separately from the 
outer (virtual control) loop. The concept of equivalent virtual control 
as described by Equation (13) has a useful implication in this context. 
Fig. 16b shows that the equivalent virtual control law behaves much like 
a PI compensator. This implies that the inversion compensation loop can 
be designed according to basic robust virtual control guidelines as pre-

sented in e.g. [23,28]. In the context of the first-order compensation 
architecture selected here, this gives rise to the following set of basic 
design guidelines:

𝐾𝑐 = 1 −
𝐾𝑖

𝐾𝑑
𝑖

(57)

𝜏𝑐 =
1
𝐾𝑐

(
𝐾𝑑
𝑝
−𝐾𝑝

)
(58)

The superscript 𝑑 stands for desired, which is clarified shortly. These 
equations are the result of low-frequency (𝜔 → 0) and high-frequency 
(𝜔 →∞) response matching. The P/I-gains that correspond to the ap-

proximation in Fig. 16b take values of 𝐾𝑑
𝑝
= 3.7 and 𝐾𝑑

𝑖
= 1.6𝐾𝑑

𝑝
, respec-

tively. Substituting these values together with the actual virtual control 
gains from Table 9 yields 𝐾𝑐 = 0.59 and 𝜏𝑓 = 2.0, which is precisely the 
synthesis result.

Consequently, one can design desired equivalent virtual control gains 
based on robustness and convert them to inversion error compensation 
parameters. This shows how the inversion compensation loop maps to 
equivalent virtual control for robustness, while the actual virtual con-

trol is configured for flying-quality considerations only. Naturally, the 
level of inversion compensation needed depends on the level of robust-

ness achieved through the outer loop. For example, 𝐾𝑐 = 1 in case an 
integrator is absent. The loop crossover frequency is then dictated by the 

9 Of course, they have fundamental limitations with respect to MIMO systems 
and uncertainty. However, satisfactory robustness properties must be reflected 

by individual loops.
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Fig. 15. Robust performance frequency response diagrams (cruise); the worst-case values are obtained using MATLAB® wcgain.
14

Fig. 16. Effect of inversion error compensation in modular hybrid INDI design (𝐶∗ inversion).
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compensation filter bandwidth. Moreover, if this bandwidth can be se-

lected sufficiently large, one may choose to discard the on-board model 
(OBM) from the hybrid INDI control law altogether and implement a 
fully sensor-based design instead. These insights are useful to rapidly 
establish robust modular INDI designs; however, it is emphasized that 
a formal robust design framework is needed to optimize and guarantee 
robustness.

7. Conclusion

The objective of this study was to compare robust implicit model-

following (IMF) flight control designs based on hybrid incremental 
nonlinear dynamic inversion (INDI) and gain-scheduled proportional-

integral-derivative (PID) control. It has been shown that in the ab-

sence of high-order dynamics and uncertainty, there exists a direct 
equivalence between hybrid INDI design with rate inversion and gain-

scheduled PID pole placement design in an LTI context. This close simi-

larity is maintained in the presence of system perturbations after formal 
robust synthesis. In addition, it has been shown how the concept of hy-

brid INDI can be used to achieve modular IMF control designs in terms 
of flying qualities, robustness, and gain-scheduling. This gives rise to a 
nonlinear control law that has a transparent and transferable structure 
and achieves adequate robustness.

The insights from this work provide important answers to the ques-

tion as to how hybrid INDI design and gain-scheduled PID control com-

pare from a robust flight control design perspective. However, the syn-

thesis framework was limited to an LTI context only. Considering the 
nonlinear nature of (I)NDI based control design, there is opportunity 
for improvement on this aspect. It is therefore suggested that Linear 
Parameter-Varying (LPV) synthesis methods are used in follow-up stud-

ies to further address this scenario.
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