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ANALYSIS OF THE IMPLEMENTATION OF THE HELIX WAKE MIXING 
STRATEGY ON THE IEA 15-MW FLOATING WIND TURBINE

chieving the European Union’s target of 510 GW of installed wind 
energy capacity by 2030 requires a significant expansion of the cur-
rently installed capacity of 255 GW [1], [2]. As a consequence of 
these ambitions, the power density of newly developed wind 
farms is rising by increasing the number of turbines within a 

wind farm and the size of individual turbines [3]. The larger wind farms are 
predominantly located offshore where wind conditions are more consistent 
and, on average, wind speeds are higher compared to onshore locations [4]. 
Furthermore, more than 80% of Europe’s wind energy resources can be found 
in waters too deep for bottom-fixed turbines [5], [6], resulting in a sharp 
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increase in the interest in floating wind turbines over the past 
decade (see “Summary”).

As wind turbines extract energy from the incoming 
wind, they create an area of turbulent low-velocity airflow 
behind them, often referred to as the turbine’s wake. The 
force that the turbine exerts on the flow also creates an area 
of low velocity in front of the turbine. This area is often 
referred to as the induction zone of the turbine as it induces 
a lower velocity in the free stream. An example of the wake 
effect of a turbine can be seen in Figure 1, where the wakes 
of the upstream turbines in the Horns Rev wind farm are 

visible due to specific atmospheric conditions at the time of 
photographing. As these wakes travel downstream, they 
interact with the turbines behind the upstream turbines.

This interaction causes extensive losses in energy pro-
duction for the waked turbines. Research indicates that this 
loss can amount to up to 25% of the energy production of an 
otherwise unwaked turbine [7], [8]. Since wake interaction 
accounts for a significant loss in a wind farm’s efficiency, it 
has been an area of substantial research [9]. The first investi-
gation into the wake interaction between turbines dates back 
to the 1980s, with work discussing wake steering [10] and 
work that aims to develop a fast analytical model of the wind 
turbine wake in 1983 [11]. This model, often referred to as the 
Jensen model, introduced in [11], formed the basis of the devel-
opment of many subsequent wake models, each further 
expanding upon their capabilities; see, for example, [12].

With the introduction of fast analytical wake models, the 
first major attempt at increasing the wind farm’s efficiency 
was using wind farm layout optimization. Early work by [13] 
explored an optimization trading off power production and 
installation costs using the Jensen wake model to model tur-
bine interaction. In more recent work [14], an increase in a 
wind farm’s power production by 1–2% is realized by opti-
mizing two existing wind farms using different wake model-
ing techniques. Current research focuses mainly on 
comparing optimization algorithms [15], [16], [17] or consid-
ers more complex onshore terrain complicating the optimiza-
tion [18]. These optimizations typically assume the turbines 
to be static and aligned with the incoming wind direction. In 

FIGURE 1 A visualization of wind turbine wakes for the Horns Rev 
wind farm. Atmospheric conditions were such that water vapor 
condensed due to the pressure change behind the wind turbines 
resulting in visible wakes. (Source: Image courtesy of Vattenfall, 
distributed under the CC BY-ND 2.0 license.)

Summary

T he ever-increasing demand for green energy production 

has led to an explosive growth in wind turbine technology, 

all in the interest of extracting as much energy from the airflow 

for a given plot of land. Floating wind turbines are less restrict-

ed by the limitations of offshore bottom-fixed turbines when it 

comes to the water depths at which they can be deployed. As 

such, they can be placed farther out at sea where wind speeds 

are more consistently higher.

The energy production of a wind farm can also be increased 

by reducing the wake interaction between turbines within the 

farm. In recent years, control solutions such as dynamic induc-

tion control (DIC) and dynamic individual pitch control (DIPC) 

have shown the potential to decrease this interaction by ac-

tively triggering the wake mixing process behind the turbine.

As floating wind technology matures, these wind farms will 

run into similar wake interaction challenges as their bottom-

fixed counterparts. However, when transitioning wake control 

solutions from bottom-fixed turbines to floating turbines, they 

interact with the platform dynamics of these turbines. This 

coupling depends on the type of floater on which the turbine 

is mounted and results in the movement of the whole turbine. 

Typically, this movement is undesired, and extensive research 

has gone into the control of floating turbines with the aim of 

minimizing platform movement.

Recent work has also shown that these movements can be 

leveraged to increase wind farm efficiency. This work inves-

tigates the coupling between the Helix wake mixing method 

and the platform dynamics of the floating turbine for the Inter-

national Energy Agency (IEA) 15-MW turbine mounted on the 

VolturnUS-S floater. More specifically, it investigates if move-

ment is triggered when the Helix is applied and how any poten-

tial movement impacts the wake mixing dynamics.

For this floater type, the frequency range within which the 

Helix wake mixing method typically is applied encompasses 

an eigenfrequency in yaw. At this eigenfrequency, which co-

incidentally lies close to the ideal mixing frequency, a typi-

cal blade pitch of 4° amplitude results in yaw motion of up 

to 8°. When the wind speed behind the actuated turbine is 

analyzed for both a bottom-fixed turbine and a floating turbine, 

a reduction in wake recovery is seen for the floating turbine. 

Moreover, the impact on wake recovery is largest at the ei-

genfrequency in yaw for this particular floating turbine, and 

the ideal mixing frequency has shifted compared to the IEA 

15-MW bottom-fixed turbine.
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this scenario, the layout is designed such that power produc-
tion is maximized for the prevailing wind direction, with 
diminishing gains for the remaining wind directions.

These diminished gains can be recovered by using a 
wake steering controller. Although the concept of wake 
steering was first introduced in [10] in 1982, it was dis-
cussed only within a purely academic framework. In 2001 
[19] and 2005 [20], it was again covered, but the method sig-
nificantly gained traction in both the scientific and indus-
trial settings [21] in the past two decades. With wake 
steering, the turbine’s nacelle is yawed to divert the wake 
away from any downstream turbine, increasing overall 
farm power production [22], [23], [24], [25], [26], [27].

As discussed in the aforementioned work, wake steering 
is an example of steady-state optimal control that is used to 
increase wind farm power production. Using engineering 
wake models, like FLORIS [28], lookup tables can be gener-
ated for ideal yaw angles for each turbine in a wind farm at 
given wind directions. Once yawed, the turbine’s orienta-
tion is kept constant until the environmental conditions 
change. Recently, attempts have been made to incorporate 
control techniques such as wake steering into the layout 
optimization problem [29], [30]. Another recent advance in 
these wake models is the inclusion of the dynamic behavior 
of the wind field [31], [32]. This enables active control of tur-
bines during time-varying wind conditions.

DYNAMIC WAKE MIXING TECHNIQUES
Other forms of control of wind turbines involve wake 
mixing techniques. Wake mixing control solutions can be 
classified as control techniques that use existing (or poten-
tially novel) actuators available on the wind turbine to 
excite aerodynamic instabilities in the wake. Contrary to 
wake steering control, the primary goal of wake mixing is 
to dissipate the wake by promoting the wake roll-up 
dynamics. When a wake starts to mix, it reenergizes itself 
with the outside flow, increasing downstream wind speeds. 
The first wake mixing technique was proposed by [33], and 
a similar idea was already patented in [34].

In [33], an optimal control solution was sought to increase 
the energy capture through the boundary layer of the wake. 
In that work, a conjugate-gradient optimization method was 
used to find an optimal coefficient of thrust for each turbine 
such that energy extraction of the wind farm was maxi-
mized. The adjoint optimization was run within a large-
eddy simulation of a wind farm of aligned turbines. The 
optimal control input resulted in a time-varying coefficient 
of thrust and led to an increase of 6.0% energy extraction of 
the wind farm. Analyzing the wake dynamics showed that 
the driving factor behind this increase is that with this con-
trol method, the wind speed in the wake becomes time vary-
ing, which promotes the mixing process.

The results presented in [33] led to the development of 
two active blade pitching techniques that are capable of 
achieving similar results as described in that work. These 

are dynamic induction control (DIC or the Pulse) [35] and 
dynamic individual pitch control (DIPC or the Helix) [36], 
[37], with the latter also being patented [38]. Both techniques 
use the blade pitch angle to control the turbine’s thrust to 
promote the onset of wake mixing behind the turbine. The 
Pulse method uses the collective blade pitch angle to create a 
time-varying thrust coefficient. The Helix method differs 
from the Pulse in that regard as, with the Helix method, each 
blade is controlled individually, creating a helical induction 
zone. Simulations carried out in [37] for an aligned two-tur-
bine wind farm showed that the aggregate power of the farm 
can be increased by 4.6% using the Pulse method and by 
7.5% using the Helix method. For this investigation, the tur-
bines are spaced at a distance of five rotor diameters apart. 
An example of the wakes of turbines actuated with the Pulse 
and Helix wake mixing methods is shown in Figure  2. 
Included in the figure is the wake of an unactuated turbine 
which often serves as a baseline comparison.

For novel techniques like the Pulse and the Helix, another 
area of research concerns the loading of the actuated tur-
bine. The increase of downstream wind speed from wake 
mixing methods comes at the cost of increased loading of the 
upstream turbine [39], [40]. This needs to be taken into 
account when deciding to use these techniques on both bot-
tom-fixed and floating turbines. Furthermore, when looking 
at the farm level, the turbines directly behind the actuated 
turbine will also see an increase in loading due to the 
increased wind speed they experience. For example, in [39], 
an increase of 8% in blade loads is reported for the second 
turbine when the Helix is activated on the upstream turbine.

THE TRANSITION TO FLOATING WIND
Within this work, we explore how dynamic wake mixing 
control interacts with floating wind turbines and if it can 
significantly reduce this wake interaction between turbines. 
In particular, we will consider if the extra six degrees of 

FIGURE 2 The wakes of three turbines each with different control 
targets. The domain is 1,500 m long with every blue line spaced by 
250 m. The turbine on the left is set to what is called greedy control 
as it aims to extract the most amount of energy from the wake. This 
creates a long uniform wake of low wind speed, represented by the 
darker color. The middle turbine and the rightmost turbine use the 
Pulse and Helix, respectively. Notice how the wake for the Pulse 
expands and contracts over distance. This pulsating (hence ‘The 
Pulse’) effect promotes wake mixing. Both methods induce wake 
mixing, which disrupts the wake and increases downstream wind 
speed. (Source: Image generously created by Marcus Becker.)
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freedom of a floating turbine can be leveraged to mitigate 
the wake interaction. These six degrees of freedom consist 
of three translational ones: surge, sway, and heave, and 
three rotational ones: roll, platform pitch, and yaw, which 
are defined in Figure  3. These extra degrees of freedom 
typically complicate the design of these kinds of turbines 
and controllers. However, from a control perspective, this 
also offers extra opportunities for mitigating the wake 
interaction between turbines. One such example is the abil-
ity to actively relocate the turbines within a floating wind 
farm to minimize the wake overlap [41], [42], [43]. This topic 
is also covered in the contribution in this edition of IEEE 
Control Systems Magazine by Niu et al. [85]. By altering the 
yaw angle and magnitude of the thrust vector, [42] increased 
the efficiency of an idealized wind farm by 5–10% by relo-
cating the floating turbines. The exact gain depends on the 
wind direction for which the farm is being repositioned.

Alternatively, some of the mechanical properties of the 
floater can also be adapted during operation. For specific 
floaters, water can be pumped into the columns, altering the 
roll or platform pitch angle of the platform. Pitching the plat-
form of a floating turbine has a similar effect on the wake as 
when the nacelle of a turbine is intentionally misaligned in 
yaw with the incoming flow. In both cases, the misalign-
ment creates a force component perpendicular to the incom-
ing flow that deflects the wake behind the turbine. The 
concept of pitching the floating platform is explored in [44], 
where a 5% increase in the cluster is realized when the 
floater of the upstream turbine is pitched forward by 20°. At 
this platform pitch angle, the turbine deflects the wake 
toward the sea, allowing higher energy flow to enter from 
above the wake and reach the downstream turbine.

When the aforementioned wake mixing techniques are 
applied to a floating turbine, the time-varying thrust will 

excite the six degrees of freedom. If and how this move-
ment influences the effectiveness of the wake mixing tech-
nique depends on the coupling between the wake control 
method and floating turbine dynamics. For the Pulse and 
the Helix, this is explored in [45], [46], and [47]. Further-
more, using the motions of the turbine for the benefit of 
wake mixing is patented in [48].

For the Pulse, the coupling was found to reduce the effec-
tiveness of this particular wake mixing method. The work 
presented in [47] used prescribed motions to mimic the 
motions of a floating wind turbine. This approach, how-
ever, does not capture any further coupling between the 
platform motions and the mechanisms behind the Helix 
wake mixing technique.

This highlights one of the research gaps when transi-
tioning controllers from bottom-fixed to floating turbines. 
Controllers optimized for bottom-fixed turbines might 
underperform when coupled to a floating turbine, or new 
optimal operating conditions need to be derived to account 
for the platform dynamics of the turbine.

RESEARCH OBJECTIVES
This work presents a comprehensive overview of the Helix 
wake mixing method and the coupling between aerody-
namics and the structural- and hydrodynamics of a float-
ing wind turbine. First, a frequency-domain analysis of the 
coupling between Helix and platform motions is presented, 
and second, time-domain simulations are executed to inves-
tigate the system using its full nonlinear representation. For 
these simulations, QBlade is used [49]. QBlade is a simula-
tion suite capable of simulating hydro- and aero-elastics 
and wake dynamics.

THE DEVELOPMENT OF THE HELIX METHOD
This section will introduce the Helix wake mixing method. 
First, the Helix method’s principle, derived from IPC for 
load mitigation and DIC, will be introduced. Second, an 
interpretation will be given of the Helix’s effect on the wind 
turbine’s thrust vector, and finally, how it induces wake 
mixing and its effect on the downstream wake. “Wake 
Mixing Background” provides a short aerodynamic back-
ground to the mixing process.

IPC
The Helix method was first proposed in [36] and further 
explored, for instance, in [37]. The main characteristic of 
the Helix is that it leverages the blade pitch degree of 
freedom of a wind turbine to manipulate the location of 
the point of origin of the resulting thrust vector. As a 
result of this dynamic thrust vector, the force exerted on 
the incoming flow will also be time varying, which, when 
excited at the right frequency, can lead to wake mixing 
increasing the power production of the downstream tur-
bine. The inputs required to create the Helix are based on 
the same signals that are used for load mitigation using 

Heave

Yaw Pitch

Roll

Sway

Surge

FIGURE 3 An axes system showing the six degrees of freedom for 
a floating turbine.
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IPC. It is, therefore, useful to consider the development of 
IPC and its (mainly mathematical) similarities to the 
Helix method.

IPC was developed with the goal of load mitigation [50], 
[51] and continues to be a topic of active research; see, for 
example, [40] and [52]. Typically, the dynamics and thus 
loads of a wind turbine are described in the rotating frame. 
The objective of an IPC controller is to minimize the fixed-
frame loads to extend the lifetime of the turbine. The loads 
on the blades that are described in the rotating frame can 
be translated into the loads on the fixed turbine using the 
multiblade-coordinate transformation (MBC) [53].

The scheme of Figure 4 shows the general form of an IPC 
loop using the MBC. The blade root moments Mi, with 

[ , , ],i 1 2 3!  are transformed into the fixed-frame moments 
using the MBC transformation. Mathematically the MBC 
transformation can be expressed as
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in which Mcol, Mtilt, and Myaw are the fixed-frame moments 
and i}  is the azimuth angles of the individual blades with 

[ , , ] .i 1 2 3!  The subscript col in Mcol refers to the collective 
moment, that is, the moment on the entire rotor rather than 
the tilt or yaw axis. The transformation from individual 
blade pitch angles to fixed-frame blade pitch angles is syn-
onymous to (1). The controller will output fixed-frame 
blade pitch angles, which can be transformed back to indi-
vidual blade pitch angles using
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which is known as the inverse MBC transform.

FROM IPC TO THE HELIX
While the main goal for IPC is to minimize the time-vary-
ing tilt and yaw moments (Mtilt and Myaw), with the Helix 
method, a time-varying tilt and yaw moment is applied to 
the turbine. This is achieved by applying, in an open loop, 
a time-varying signal to the fixed-frame tilt ( )tiltb  and yaw 
( )yawb  pitch angle. A schematic representation of the open 
loop is given in Figure 5.

The type of signal used as an input in the fixed frame 
can be chosen freely. For this work, the inputs derived in 

Wind Turbine
MBC

Transform

Controller

Inverse MBC
Transform

βcol

βtilt

βyaw

Mcol

Mtilt

Myaw

β1

ψ

β3

β2

M1

M3

M2

FIGURE 4 A general closed-loop control scheme for the IPC control method. Individual blade pitch angles are given by ib  with i , ,1 2 3! 6 @ 
and the out-of-blade root bending moments by Mi. The main objective of IPC is to minimize the fixed-frame tilt, Mtilt, and yaw, Myaw, 
moments, which can be obtained from the blade individual moments using the MBC transform.

Inverse
MBC

Transform

β0 βtilt βyaw M0 Mtilt Myawβ1 β2 β3

Wind
Turbine

MBC
Transform

FIGURE 5 A general open-loop control scheme for the Helix wake mixing method. Contrary to IPC, the individual blade pitch angles are 
derived using the inverse MBC transform from the fixed-frame input signals. When applied to the turbine, the resulting fixed-frame 
moments are similar to the input fixed-frame blade pitch angles.
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[37] are used, which are two sinusoidal inputs on both the 
tilt and yaw axes

 sinA S D
V t2t ttiltb r= 3c m (3a)

 sinA S D
V t2 2y tyaw !b r

r= 3c m (3b)

in which At and Ay are the blade pitch angle amplitudes (in 
degrees), V3  is the free-stream wind speed (in m/s), D is 
the rotor diameter (in m), and St is a dimensionless fre-
quency characterized by the Strouhal number. The Strou-
hal number is defined as

 S V
f D

t
e

=
3

 (4)

in which fe is the actuation frequency (in Hz). The phase 
difference /2!r  in (3b) determines if the Helix is applied 
in a clockwise or counterclockwise manner [37]. For exam-
ple, the signals shown in Figure 5 are for a counterclock-
wise Helix [which equals to a phase lead of /2r  in (3b)]. 
The work in [37] shows that both clockwise and counter-
clockwise versions of the Helix are able to increase 

downstream wind speeds, but the counterclockwise ver-
sion proved to be more effective. The reasons for this are a 
current topic of research. As such, the counterclockwise 
Helix will be used throughout this work.

Varying the tilt and yaw moment causes the origin of 
the thrust vector of the turbine to change its location with 
respect to the center of the turbine. This is schematically 
depicted in Figure 6, which shows the front view of a wind 
turbine. Each blade is color coded to match the individual 
pitch angle signals shown in Figure 5.

At any given time, each of the blades will have a different 
pitch angle except at certain time instants when at most two 
blades have the same pitch angle. The differing blade pitch 
angles result in different aerodynamic forces acting on each 
blade. As a result, the overall turbine thrust vector is no 
longer centered in the rotor plane but rather at an offset to the 
center. In Figure  6, this offset is represented by the green 
arrows, which also schematically represent the path of the 
resulting thrust vector during one period of the Helix. This 
period is an order of 10 times longer than the rotational 
period of the turbine, that is, when the Helix has completed 
one period, the turbine has rotated approximately 10 times. 

Wake Mixing Background

The underlying concept of both active and passive wake mixing 

strategies is to augment the flow field in the wake of the wind 

turbine to increase the rate of entrainment of high-energy external 

flow into the wake induction zone. This increases turbulent diffusion 

and causes the wake to recover more rapidly. The near wake of a 

wind turbine can be characterized by coherent structures formed 

through the generation of lift and drag at the blade sections. The 

application of excitation to these structures leads to their break-

down and decay, a highly nonlinear fluid dynamic process. This 

excitation may occur through one of two actions: through the aug-

mentation of the circulation of coherent structures or through the 

displacement of these structures. Circulation augmentation may 

occur through either passive means, such as the addition of blade 

devices that modify the wake sheet [S1], or through active means, 

such as through the blade pitch [37]. Circulation displacement may 

also occur through either passive means, such as the extension 

of a blade tip [S2], or through active means, such as through the 

modification of rotor rotational speed [S3]. A number of studies 

have demonstrated that wake excitation is practically achievable; 

however, considering the integral effect of the excitation on compo-

nent fatigue, the determination of the most practical and financially 

feasible means of excitation is an ongoing topic of investigation.

ANALYTICAL AND NUMERICAL RESULTS

The first analytical investigation into the stability of a helical vortex 

system was carried out in the seminal work by Widnall [S4]. Here, 

it was found that three fundamental modes of instability exist: the 

short-wavelength, the medium-wavelength (mutual-inductance), 

and the long-wavelength instability. These results were extended 

to the multiple helix case by Gupta and Loewy [S5]. This work 

and further numerical analyses demonstrated that the mutual-

inductance instability appears to demonstrate the highest unstable 

growth rate due to an initial perturbation [S5], [S6], [S7]. The influ-

ence of applying a volume force at a range of frequencies was 

investigated in the work of Sarmast et al. [S8]. Here, similar results 

were found, indicating the strong instability of the mutual-induc-

tance mode, and an empirical formula for the transition position 

of the wake was derived. The impact of the motion of a floating 

wind turbine on the wake stability was numerically investigated 

in [S9], where it was shown that the motion of the platform at cer-

tain frequencies can contribute to the instability modes described 

previously. A numerical analysis of the helical wake excitation de-

scribed in this work was carried out by [58], where it was found 

that both wake deflection and increased entrainment contribute 

to the accelerated wake breakdown and that approximately 10% 

more energy can be extracted from downstream turbines through 

the application of the helix excitation method; see Figure S1.

EXPERIMENTAL INVESTIGATIONS

The mutual-inductance instability was first observed in the 

smoke visualization carried out by Alfredsson and Dahlberg 

[S10]. The nature of the pairing instabilities and the transfer of 

kinetic energy over the shear layer were investigated through 

experiments on a small-scale rotor in an open-jet test section 

in Lignarolo et al. [S11], where it was identified that the vortex 

leapfrogging mechanism is the triggering event that accelerates 
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In reality, the offset is significantly smaller, typically in the 
order of a few meters. A major difference to the Pulse wake 
mixing technique is that with the Helix, the magnitude of the 
thrust force remains unchanged, and only the origin of the 
thrust force changes over time  considering ideal conditions.

The effect of this moving thrust on the wake velocity 
profile can be seen in the wake of the rightmost turbine in 
Figure 2. The darker shaded area behind the turbine indi-
cates an area of lower wind speed than the free stream, 
which is transparent. As the thrust vector is moving over 
the rotor plane, the incoming wind is most slowed down at 
its location. Directly opposite to the thrust vector, the local 
induction, that is, force opposing the incoming flow, is the 
lowest, resulting in the highest local wind speed. This cre-
ates a rotating area of lower and higher wind speeds that, 
as it moves downstream from the turbine, create a charac-
teristic helical shape of wind speed in the wake. The Helix 
method obtains its name from this shape.

The area of low wind speed in Figure 2 starts to dissipate 
after traveling roughly four rotor diameters of distance 
downstream as the wake mixes with the outside flow, 
increasing the downstream wind speed. The effectiveness of 

the Helix is dependent, among other factors, on the ampli-
tude of the blade pitch angles and its application frequency. 
Current research indicates that the most gain in wind speed 
for the Helix is achieved between .S 0 30t =  and .S 0 04t =  for 
a two-turbine wind farm with turbines spaced at 5D [54], 
[55]. The exact aerodynamic principle behind this is still a 
topic of research; see, for example, [56], [57], [58], and [59]. It 
should be noted that the relative gain is distance dependent. 
As the wake travels farther downstream, more natural 
mixing occurs, and the overall contribution of the Helix is 
lower. Closer to the turbine, the natural mixing process has 
not started yet, and the wind speed in the wake is still low.

Typically, research into wake mixing methods focuses 
on increasing the energy of a turbine located at a distance 
of five rotor diameters. On average, the spacing in current 
offshore wind farms is 10 rotor diameters [60], [61]. Further-
more, if significant gains in power production can be 
achieved for distances closer to the upstream turbines, it is 
also feasible to pack more turbines within the same wind 
farm, further increasing its power production.

For bottom-fixed turbines, the Helix has shown sig-
nificant potential to mitigate the turbine-to-turbine 

wake recovery. Both long-wavelength and short-wavelength in-

stabilities were experimentally generated in the work of Leweke 

et al. [S12]. The influence of displacement perturbations of the 

vortex structure was investigated by Quaranta et al. [S3], where 

it was demonstrated that the local pairing of vortices is the driv-

ing factor behind the instability of a helical wake system and that 

the leapfrogging results from global vortex pairing modes.
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FIGURE S1 (a) The vorticity isocontour of a wind turbine wake in 
standard control operation and (b) with helix wake excitation. 
(Source: Taken from [58].)
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interaction. The time-varying moments that are applied 
to the turbine using the Helix method will interact with a 
floating structure. When a tilt moment is applied, the tur-
bine will likely change its floater pitch angle, changing 
the inflow angle. When a yaw moment is applied, the 
floating turbine will yaw, resulting in the yaw misalign-
ment of the turbine with respect to the flow. These move-
ments will affect the flow behind the turbine. Furthermore, 
the misalignment of the turbine with respect to the incom-
ing flow creates a tangential force component at the 
location of the rotor thrust vector. Either or both of 
these effects can potentially influence the wind speed 
downstream, be it by affecting the wake mixing tech-
nique directly or by interacting with the aerodynamic 
mixing process.

COUPLING BETWEEN THE HELIX METHOD  
AND THE INTERNATIONAL ENERGY AGENCY  
15-MW FLOATING TURBINE MOTIONS
This section provides an in-depth analysis of the movements 
of the International Energy Agency (IEA) 15-MW turbine 
[62] mounted on the VolturnUS-S floater [63] when using the 
Helix method. To gain a better understanding of the cou-
pling, the frequency-response functions are analyzed. These 
responses are obtained from input–output data acquired 
from identification experiments [64]. The identified response 
functions provide insight into how the platform dynamics of 
the floater and the dynamics of the Helix couple. The fre-
quency-response data give insight into the dynamics of a 
single turbine and how it interacts with the Helix method 
but not the impact on the wake mixing process. The influ-
ence of the resulting motion on the wake is discussed in the 
next section.

Simulation Tools and Research Methodology
All investigations presented in this research are conducted 
using QBlade [49]. QBlade is capable of simulating coupled 
aerodynamics, structural dynamics, and hydrodynamics. 
To model the turbine and wake aerodynamics, a free-wake 
vortex method is used. The vortex method was originally 
developed for modeling the wake of helicopter rotors [65], 
[66]. Its benefits over comparable computational fluid 
dynamic methods primarily come from being computation-
ally more efficient without major loss of accuracy [67].

The free vortex method as used in QBlade can be viewed 
as a low-cost alternative method of simulating the wind tur-
bine wake. The majority of the research investigating the 
wakes of individual wind turbines or wind farms uses some 
form of large-eddy simulations (LESs) to investigate near- 
and far-wake behavior while being reasonably efficient. 
However, for LESs, the whole domain needs to be discretized 
with finite-volume elements. In general, reducing the size of 
these volume elements increases the accuracy of the resolved 
wake at the cost of growth in computational costs.

The free vortex method models the wake and flow field 
using a Lagrangian approach. These methods have previ-
ously successfully been used to model wind turbine wakes 
[68], [69], [70], [71], [72]. In [72], the predicted wake breakdown 
location is analyzed using the same free vortex wake (FVW) 
code as used in this work. It is compared to an identical simu-
lation carried out in LES and other literature data. It was 
observed that the transition position aligns well with the pre-
dictions of LES modeling. Beyond the point of transition, 
however, the lifting line FVW model does not accurately cap-
ture the effect of turbulent diffusion. Furthermore, the same 
work also describes how the actuation of flaps located near 
the tip of the blade can accelerate the tip-vortex pairing, a 
process that instigates wake breakdown. Finally, it also pro-
poses a solution to improve upon the accuracy of the current 
implementation of the FVW method.

An important distinction between [72] and this work is 
that the frequency at which the control is implemented is an 
order of magnitude lower for the Helix method compared to 
the flap control used in [72]. As this work focuses on the 
behavior of the wake near the upstream turbine and only 
up to five D downstream, the free-wake vortex method can 
be used. To understand the wake behavior, a quantitatively 
accurate method such as LES is required to validate these 
approaches and explore more accurately the impact of tur-
bulent statistics in the posttransition region.

The IEA 15-MW [62] on the VolturnUS-S [63] floater, as 
modeled in QBlade, can be seen in Figure 7, including part 
of the wake represented by the free vortex elements. For 
every simulation conducted in this work, the inflow wind 
speed is uniformly distributed and set at 9 m/s. This rep-
resents an ideal case scenario for the wake mixing strat-
egy. At this wind speed, the turbines are operating in 
below-rated conditions and extract all available energy 
from the flow. In above-rated conditions, there is typically 
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FIGURE 6 The front view of the rotor plane of a wind turbine. As 
each blade is pitched the thrust vector will move, off-center, clock, 
or counterclockwise over the rotor plane. This dynamic induction 
zone promotes the onset of wake mixing.
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enough energy in the flow behind the turbine that any 
waked downstream turbines can also operate near or at the 
rated power [27], [73]. A further reason for choosing a fixed 
wind speed is that the excitation frequency, defined by the 
Strouhal number, (4), is wind speed dependent. Consider-
ing multiple wind speeds would complicate the analysis 
and increase the number of simulations.

Finally, the flow is considered to be laminar. When tur-
bulent inflow is used, natural mixing occurs in the wake. 
This reduces the relative effectiveness of the wake mixing 
technique. However, wake mixing can still be beneficial 
even when turbulence is considered. The works in [58] and 
[59] use synthetic turbulence in their simulations, that is, 
turbulence is superposed onto a mean inflow. For both 
works, the turbulence intensity (TI) is around 5%. Simi-
larly, work on the Helix in [37] and [57] includes turbulence 
developed in an atmospheric boundary layer. In [37], the TI 
is set to 5% over the whole domain, whereas [57] uses a TI 
that varies between 3% at the top of the turbine and 5.8% at 
the bottom. What these four investigations have in common 
is that the turbulence level is relatively low. It is expected 
that this control strategy will be applied in conditions with 
a TI level in this range as it is most effective for those condi-
tions. Omitting turbulence from the simulation enhances 
the effect of the Helix method on the wake, allowing for an 
easier comparison of the wake behavior between that of a 
bottom-fixed turbine and a floating turbine.

For the simulations of the floating turbine, a wave 
field is included in the simulation. The presence of a 
wind field above a still body of water will generate waves 
[74], so-called wind-swept waves. The exact nature of the 
waves is site dependent and is determined through site-
specific assessments. When site-specific information is 
not available during the design phase of the turbine, the 
IEC 61400-3-1:2019 Standard can be used [75]. The table 
with wind speeds and associated wave parameters can be 
found in [63, Tab. 12]. The size and frequency content of 
these waves is parameterized using a JONSWAP wave 
spectrum [76]. For the interested reader, a detailed 
description of QBlade can be found in “Aero-Servo-
Hydroelastic Models in QBlade.” The specific settings 
used in this work can be found in “Detailed Numerical 
Setup Description.”

Frequency-Domain Analysis
To capture the dynamics of the IEA 15-MW floating turbine, 
the system is excited using a chirp signal. This signal is chosen 
such that it excites the system over ·1 10 3-  to the 1-Hz frequency 
range. The input is logarithmically distributed over the full 
duration of the experiment such that more of the data col-
lected is generated at lower frequencies. The full experiment 
produces 28,800 s (8 h) of data. In previous work, it was identi-
fied that for semisubmersible platforms, like the VolturnUS-S 
platform, the yaw motion is dominant [47]. For that reason, 
the chirp is applied to the fixed-frame yawb  input.

Figure 8 shows the frequency response for all six degrees 
of freedom of the floating turbine as a function of the blade 
pitch angle. The data are presented as the ratio between the 

FIGURE 7 A close-up of the IEA 15-MW turbine on the VolturnUS-S 
floater in QBlade. The image is taken at the start of the simulation 
at which only the near wake is visible, represented by the black 
lines, which are vortex elements released in the wake.
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FIGURE 8 The frequency responses for the IEA 15-MW turbine on 
the VolturnUS-S semisubmersible platform for all six degrees of 
freedom. The vertical dotted lines represent the frequencies for 
three different Strouhal numbers. At different actuation frequencies, 
the platform will undergo differing types of motion. Deg.: degree.
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Aero-Servo-Hydroelastic Models in QBlade

QBlade is a comprehensive software that enables the design 

and simulation of dynamics for both bottom-fixed and floating 

wind turbine systems [49]. When simulating floating wind energy 

systems, it is crucial to account for the intricate interplay between 

various aspects, such as aerodynamics, hydrodynamics, and 

control mechanisms, and the effects of elastic, inertial, and 

gravitational loads. These interactions often result in highly non-

linear behaviors, which can be counterintuitive and differ signifi-

cantly from the responses observed in land-based bottom-fixed 

wind turbines. To gain a deep understanding of these inherent 

couplings, it is imperative to explicitly resolve the nonlinear dy-

namics in the time domain as simplified linearized models often 

fall short. QBlade is designed as a medium-fidelity simulation 

code that can predict coupled system dynamics in real time 

or faster. This requirement has profound implications when it 

comes to choosing suitable numerical models capable of ac-

curately resolving the relevant system dynamics; see Figure S2.

AERODYNAMICS

As in most numerical approaches, the modeling of aerodynam-

ics can be broken down into two main aspects: the modeling 

of aerodynamic forces on the turbine blades and the modeling 

of rotor wake aerodynamics. Due to computational constraints, 

fully resolved 3D computational fluid dynamics simulations 

of the blades are not feasible for long-duration time-domain 

analyses. Therefore, the commonly adopted blade element ap-

proach [S13] involves representing blade loads using precom-

puted lift, drag, and moment coefficient polars. These polars 

capture the aerodynamic characteristics of a 2D airfoil section 

across various angles of attack. The polar data can be ob-

tained through wind tunnel experiments or numerical simula-

tions. By spatially integrating the 2D polar data along the blade 

span, the rotor blade, which usually consists of multiple airfoil 

sections, can be effectively represented.

When aerodynamic forces act on the rotor, kinetic energy is 

extracted from the flow, leading to a reduction in flow velocity as 

it traverses the rotor disk. This localized region of reduced flow 

velocity is referred to as the rotor wake. The mechanism behind 

this energy extraction involves the formation of a helical vortex 

system trailing behind the rotor. The rotational motion of the 

vortex induces circular movement in neighboring fluid particles. 

The combined effect of this vortex system is a decrease in the 

flow velocity downstream of the wind turbine rotor. QBlade in-

corporates the explicit modeling of this vortex system using La-

grangian vortex filaments, whose convective velocity is updat-

ed and integrated at every time step [S14]. An example of such 

a wake can be seen in Figure S3 These filaments, which are 

shed from the rotor blades based on their aerodynamic loading, 

exert an influence on all other vortex filaments and on the rotor 

itself. By considering the collective impact of all wake vortex 

filaments at any given point in space, the induced velocities in 

the wake region can be accurately evaluated. It is worth noting 

that the rotor wake also significantly affects the velocities at the 

position of the rotor blades themselves as 

well as the evolution of the wake itself: a 

phenomenon known as wake roll-up.

STRUCTURAL DYNAMICS AND 

CONTROL

QBlade utilizes the versatile open source 

library Project- Chrono [S15] as a mid-

dleware for modeling and solving the 

structural dynamics of wind turbines. 

The approach for  modeling  structural dy-

namics involves representing the elastic 

and slender components of wind turbine 

parts (such as the tower and blades) 

FIGURE S3 The helical rotor wake structure discretized with 
Lagrangian vortex filaments. The onset of wake breakdown is 
visible far downstream.

FIGURE S2 2D airfoil sections and the discretization of a rotor 
blade into 2D elements.
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FIGURE S4 The reduction of a complete composite blade structure into blade sec-
tions and beam elements.
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 using beam elements. These beam elements are interconnect-

ed in a multibody formulation to represent the entire structure 

of the wind turbine. Each beam element is assigned proper-

ties such as mass, stiffness, and damping, which capture its 

complex composite structure and may vary along the length 

of each element.

By using beam elements, the complete structure of a wind 

turbine can be represented with a manageable number of de-

grees of freedom, typically in the order of thousands. This is 

in contrast to a full finite element analysis approach, which 

would require millions of degrees of freedom. Despite the re-

duced complexity, the beam element representation still pro-

vides accurate results when resolving the coupled response 

of the structural system. Additionally, the flexible beam ele-

ment formulation can be combined with lumped masses and 

rigid bodies that may represent nondeformable parts of the 

system, such as the floating substructure of the turbine, which 

is typically not susceptible to significant elastic deformations. 

A combination of such a setup is shown in Figure S5.

Within the multibody system of the wind turbine, various 

components are connected through actuators. For example, 

the blade elements are linked to the blade hub using rotation-

al actuators, representing the pitch drive mechanism. Another 

example is the generator, which applies an opposing torque 

onto the main shaft connected to the rotor hub. These actua-

tors receive signals from controller libraries that contain the 

complete control logic of a wind turbine, including algorithms 

for supervisory control tasks such as emergency shutdown 

events that are triggered by specific thresholds. The control-

ler libraries operate alongside the structural simulation, re-

ceiving inputs and sending control signals to the actuators 

of the structural model; a schematic representation of this 

interface is seen in Figure S6. The signals could be related 

to blade pitch (as utilized in this study), rotor yaw, emergency 

brake activation, or other actuators distributed over the wind 

turbine system.

HYDRODYNAMICS

QBlade incorporates two medium-

fidelity methods to simulate hydrody-

namic forces on offshore structures: 

the Morison equation combined with 

strip theory and a model based on 

linear potential flow hydrodynam-

ics. The empirical Morison equa-

tion [S17] estimates the forces and 

moments on a submerged body in 

a wave field. The Morison equation 

contains three essential terms for es-

timating hydrodynamic forces: the in-

ertia, hydrodynamic mass, and drag 

term. The  hydrodynamic inertia cap-

tures the effects of fluid acceleration or deceleration around 

the structure.

The added mass accounts for the additional mass of flu-

id that contributes to the dynamic response of the body. The 

hydrodynamic drag term considers the quadratic drag experi-

enced by the structure as it moves through the fluid. When com-

bined with strip theory, which divides complex structures into 

slender strips, the Morison equation can estimate distributed 

hydrodynamic forces across the entire structure; see Figure S7. 

However, the Morison equation falls short in predicting the 

 hydrodynamic interactions between the individual components 

FIGURE S5 A representation of a floating wind turbine with 
beam elements connected in a multibody formulation.

FIGURE S6 The communication between the controller and the turbine. DLL: dynamic 
linked library.

Rotational Speed
Wind Speed/Direction
Rotor Torque... 

Generator Torque
Rotor Yaw
Blade Pitch...

Time Step n

Controller
DLL

Time Step n+1

(Continued)

Authorized licensed use limited to: TU Delft Library. Downloaded on October 02,2024 at 12:49:13 UTC from IEEE Xplore.  Restrictions apply. 



92 IEEE CONTROL SYSTEMS » OCTOBER 2024

input and output spectra. Beyond 0.1  Hz, the system 
becomes insensitive to any input, which is the reason the 
data are displayed up to 0.1 Hz even though the system is 
excited to 1 Hz. Included in Figure 8 are vertical lines at 
three frequencies typically considered for wake mixing. 
The corresponding Strouhal number for the IEA 15-MW 
turbine is annotated above the dashed lines. Between 

.S 0 01t =  and . ,S 0 05t =  the wake mixing process is most 
effective. Higher Strouhal numbers result in less effective 

wake mixing as the blade pitching is no longer triggering 
the wake instabilities.

In terms of absolute gain, two of the six degrees of freedom 
are excited almost equally. These are the sway and yaw 
motions, both with a peak gain of 2.5 albeit at different fre-
quencies. However, given the scale of the turbine, the absolute 
displacement of the sway motion can be considered negligi-
ble. For example, if the Helix were applied with a 4° blade 
pitch amplitude on both fixed-frame coordinates, the turbine 

of the same structure as each strip is solved independently. Ad-

ditionally, it has limited accuracy for nonslender structures.

In contrast, the linear potential flow method [S18] em-

ployed in QBlade predicts the combined hydrodynamic ex-

citation and radiation forces on the complete structure, as-

suming inviscid flow. This method relies on a preprocessed 

hydrodynamic response database obtained from potential 

flow solvers such as WAMIT [S19], NEMOH [S20], and Ansys 

AQWA [S21]. During a simulation, this frequency-domain hy-

drodynamic database is converted into the time domain. One 

drawback is that the potential flow method typically calcu-

lates the hydrodynamic response for a single reference point, 

lumping together all forces and moments. As a result, it does 

not provide a distribution of hydrodynamic forces required 

to model hydroelastic effects. However, since most floating 

structures are relatively rigid compared to soft and slender 

rotor blades, they are often modeled as rigid bodies with ac-

curate mass and inertial properties—thereby capturing their 

dominant contributions to the overall system response. Fig-

ure S8 shows the IEA 15-MW turbine modeled as a rigid body 

in an irregular wave field.

It is important to note that the potential flow theory assumes 

inviscid flow and therefore cannot predict quadratic hydrody-

namic drag. To incorporate drag into the simulation, the po-

tential flow method may be combined with the Morison-based 

strip theory. This hybrid approach provides a more compre-

hensive representation of the total hydrodynamic forces.
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FIGURE S8 A rigid body, potential flow model of the VolturnUS-S 
floater operating in a multidirectional irregular wave field.

FIGURE S7 Distributed Morison drag forces, in blue, acting on 
the DeepCwind [S16] floater operating in a multidirectional and 
irregular wave field.
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would displace at most 10 m, which is considered small com-
pared to the rotor diameter. On the contrary, the same input 
results in °10!  of yaw misalignment, which can be consid-
ered a sizeable yaw misalignment angle. Aside from these 
two motions, the remaining four degrees of freedom are 
excited at an order of magnitude smaller or are excited at fre-
quencies outside the range of interest for wake mixing.

The presence of waves will also cause the platform to 
undergo a degree of motion. However, wave excitation often 
occurs in a frequency range an order of magnitude higher 
than that of the Helix. When designing a floating vessel, 
response amplitude operators (RAOs) are constructed to 
represent the response of the vessel to wave inputs at differ-
ent frequencies [77]. For the VolturnUS-S reference platform, 
the RAOs can be found in [63]. The platform motions for a 
wavefield with a similar wave height as used in this work 
are small such that their impact on the wake is negligible. 
Especially in yaw, the Helix-induced yaw motion will be sig-
nificantly larger than that of the wave forces.

From the frequency-response data, it is possible to eval-
uate if the yawing motion affects the Helix method. This 
can be measured by evaluating the transfers from the fixed-
frame blade pitch angles to the fixed-frame tilt and yaw 
moments. These transfer functions provide insight into the 
full coupling between the aero- and platform dynamics. 
The relations between blade pitch input and fixed-frame 
tilt and yaw moments are shown in Figure 9, where the data 
for Mtilt and Myaw are normalized with respect to the maxi-
mum value of Myaw. In the same figure, the response of the 
yaw motion to yawb  is also included.

Even though the experiment uses only the yawb  input, 
there is still a response on the Mtilt axis. Hence, a coupling 
exists between the fixed-frame yaw and tilt axis with this 
implementation of the MBC transform. This can be solved 
by including an azimuth offset in the transformation [52]. 
When the yaw motion is small (gain ≈1 or lower), the gain 
for the yaw moment remains constant. However, at the 
eigenfrequency of the yaw motion, there is a small antires-
onance in the yaw moment. Coincidentally, the frequency 
range where the yaw motion is most prominent is also the 
frequency range where the Helix is most effective.

The investigation presented in this section indicates that 
there exists a two-way coupling between the dynamics of the 
Helix and the platform dynamics of the floating turbine. The 
yaw movement of the floating turbine reduces the yaw moment 
of the Helix. The impact that this has on the wake mixing 
behind the turbine will be investigated in the following section.

TIME-DOMAIN ANALYSIS OF WAKE RECOVERY
This section will analyze the dynamics of the wake mixing 
process and whether the yaw movement has any impact 
on it. This is done by comparing the wind speed down-
stream of the turbine for different Strouhal numbers. 
Wake recovery can be evaluated by comparing the wind 
speed at different distances downstream to a baseline 

case. Furthermore, all simulations will be run for two dif-
ferent amplitudes for the blade pitch angles to assess the 
impact of different blade pitch angles.

For comparison, the same simulations will be executed 
for a bottom-fixed version of the IEA 15-MW turbine. By 
comparing the simulations for a floating turbine to those of 
a bottom-fixed turbine, the impact of the motion can be 
better analyzed. First, the simulation cases will be intro-
duced as well as the metrics that are being analyzed. 
Second, the results of the simulations are presented.

Time-Domain Simulation Scenarios
All simulations carried out in this work were done using the 
software-in-the-loop interface of QBlade [78]. The settings, 
as described in “Detailed Numerical Setup Description,” 
were used for all simulations. The total simulation time for 
each simulation was 1,600 s, of which the first 400 s were 
omitted to remove transients from the simulation initializa-
tion. The remaining 1,200 s were used for the data analysis.

For the baseline case, both the bottom-fixed and floating 
turbines have their blade pitch angle set to 0°. Maximum 
power extraction is achieved by employing a k 2~  controller 
that controls the generator torque such that the turbine 
operates at the optimal tip-speed ratio [79]. For each simula-
tion, the wind speed is retrieved at the following distances:

 
[ . . . . .

. . . . . . ] .
D 1 0 0 0 1 0 2 0 2 5

3 0 3 5 4 0 4 5 5 0 6 0
f

f

= -
 

(5)

As the floating turbine has a steady-state surge offset, an offset 
of ≈16 m is applied to (5). The average wind speed is retrieved 
at the points shown in Figure 10. This number of points was 
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FIGURE 9 The frequency responses showing the gain in yaw motion 
and the gain in Mtilt and Myaw. The Mtilt and Myaw responses are nor-
malized with respect to the maximum value of Myaw. The vertical 
dotted lines represent the frequencies for 3 different Strouhal numbers. 
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found to be a good tradeoff between computational expense 
and accuracy. The average wind speed as measured at these 
locations provides insight into the potential power production 
for a second downstream turbine.

The Helix is applied with a blade pitching amplitude of 
2° and 4°. At these amplitudes, the wake mixing process 
will be triggered by the Helix method, and at the same 
time, it provides insight into a potential nonlinear relation 
between yaw motion and the Helix method. It could be that 
at smaller platform yaw angles, it provides a benefit that is 
diminished at larger yaw angles. To investigate the impact 
of the motion, the application frequencies used in this work 
cover the full range in which wake mixing is effective. The 
following Strouhal numbers were chosen:

 
[ . . . . . .

. . . . . . ]
S 0 00 0 10 0 15 0 20 0 25 0 30

0 35 0 40 0 45 0 50 0 60 0 70
t f

f

=
 

(6)

in which .S 0 00t =  represents the baseline case. Research 
indicates that an optimum frequency exists for wake mixing 
that is dependent on the distance to the next downstream 

Detailed Numerical Setup Description

T his section will motivate the settings and their respective 

values used in QBlade. The spatial resolution of a wake 

modeled by the free-wake vortex approach is dictated by the 

number of vortex elements in the wake. The settings used in 

this work are based on those used in [45] or differ slightly to 

speed up the initial transients of the wake to reduce the com-

putational time. For that work, the parameters were selected 

based on a convergence study, which is also relevant to this 

work.

The settings that influence this tradeoff can be subdivided 

into three subcategories, each affecting a different aspect of 

the simulation. The first category falls under wake modeling 

and primarily determines the length of the wake. The second 

category is vortex modeling. Its parameters influence the be-

havior and interaction between the individual vortex elements 

in the wake. The third category covers turbine modeling. This 

category has less of a direct influence on the wake behavior but 

is still important for computational efficiency and, to a lesser 

degree, accuracy.

The wake modeling settings are summarized in Table S1. 

These settings function as a hard limit on the number of wake 

elements. If more elements are created than these maxima al-

low, the older elements in the wake are removed from it. This 

hard limit can be defined either by a maximum number of ele-

ments or by allowing the elements to stay in the wake for a 

distance defined in rotor diameters, whichever comes first for 

a particular simulation. Wake relaxation blends out the starting 

vortex by controlling the wake length given a number of rotor 

revolutions. For example, the factor of 0.8 implies that after one 

revolution, the wake generated in the first 0.2 revolutions has 

been removed. This reduces the large transients in the wake 

that are associated with the starting vortex that is generated at 

the initialization of each simulation run.

The wake reduction factor removes each vortex element 

whose vorticity strength is smaller than the product of the re-

duction factor times the maximum vorticity present in the wake. 

Elements below this threshold hardly impact wake dynamics 

and can be removed to speed up the simulation. The final 

two settings, the near wake and zone 1/2/3 length, are zones 

where the wake gradually becomes coarser. As the wake tran-

sitions between zones, vortex elements are merged by a wake 

zone factor, two for all zones in this work, to again speed up 

the simulation.

Wake Modeling Setting 

Wake relaxation 0.8 

Max. wake elements 200,000

Max. wake distance 100 rotor diameters

Wake reduction factor 0.001

Near wake length 0.5 revolutions 

Wake zone 1/2/3 length 6/12/6 revolutions 

Wake zone 1/2/3 factor 2/2/2

Max.: maximum.

TABLE S1 Wake discretization settings.

FIGURE 10 The front view of the IEA 15-MW turbine mounted on the 
VolturnUS-S platform with the points at which the wind speed is 
measured. The rotor-swept area is indicated by the dashed circle. 
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turbine. For DIC, this is .S 0 25t =  for a two-turbine wind 
farm spaced at five rotor diameters [35]. By evaluating the 
wind speed over the distance (5) and Strouhal number (6), 
this ideal frequency can be found for the Helix. Further-
more, comparing the data from bottom-fixed and floating 
turbines can provide insight into whether the optimum 
changes are due to the extra dynamics of a floating turbine.

Time-Domain Simulation Results
The results will be presented in three different sections. 
First, the yaw motion and yaw- and tilt moment for both 
blade pitch amplitudes will be shown. For these datasets, 
three different Strouhal numbers are chosen. These Strouhal 
numbers represent the system behavior before, at, and after 
the eigenfrequency. Furthermore, the time-domain data at 
these three frequencies can be used to verify the results 
found using the frequency-response functions. Secondly, the 
average wind speed downstream is evaluated. By looking at 
the wind speed downstream and comparing it to the base-
line case, the accelerated wake recovery can be quantified. 
Finally, the average aggregated power production of the 

two-turbine wind farms is compared. Higher actuation fre-
quencies and larger amplitudes lead to a loss in the power 
production of the actuated turbine. Furthermore, if an opti-
mum exists for wake recovery, that is, a Strouhal number 
and distance where the relative gain in wind speed is larg-
est, this combination of Strouhal and distance does not nec-
essarily result in the highest gain of power production.

Turbine Time-Domain Response
The yaw motion for the three different Strouhal numbers 
and both blade pitch amplitudes are shown in Figure 11. The 
time range shown is equal to one period for St = 0.10. Included 
in Figure  11 is the yaw motion for the baseline case. The 
incoming waves do not perturb the turbine such that they 
create any significant yaw motion. This is for two reasons. 
First, the wave field used is aligned with the incoming flow 
and does not excite the yaw degree of freedom. Second, the 
wave field used represents a calm sea for this wind condi-
tion, and therefore, the wave forces are relatively small.

The amplitude in yaw motion for the 2° input peaks at 6°. 
This is higher than the expected amplitude based on the gain 

The settings for vortex modeling are summarized in Ta-

ble S2. The magnitude of the interaction between vortex ele-

ments scales with the inverse of the distance between them. 

To prevent extreme values when two vortices are near each 

other, each vortex element is given a core radius, which is an 

area around the vortex elements in which this interaction is 

artificially scaled down. This core size changes as the wake 

travels downstream. Increasing the core size decreases the 

mutual interaction among elements in the wake and emulates 

the effects of diffusion. The vortex stretching factor removes 

vortices that have grown more than that factor past their ini-

tial size. The vortex viscosity coefficient is set to 900, which 

was found to work well for modeling large rotors [S22], [S23]. 

Finally, having both trailing and shed vortices allows for captur-

ing both spatial and temporal vorticity gradients in the wake.

Table S3 summarizes the turbine modeling settings used 

in all simulations. The time step for each simulation is set 

to 0.05 s. This results in an azimuthal step of the turbine of 

.1 9}D = c  with an inflow velocity of 9 m/s. Smaller azimuth 

steps may lead to higher accuracy; at every azimuth step, vor-

tices are released, but this comes at the cost of computational 

time [67]. Finally, the blade is discretized in 20 panels, which 

are sinusoidally distributed over the blade. For the unsteady 

blade aerodynamics, the ATEflap model is used with the given 

Tf and Tp constants.

REFERENCES
[S22] S. Ananthan and J. G. Leishman, “Role of filament strain in the 
free vortex modeling of rotor wakes,” J. Amer. Helicopter Soc., vol. 49, 
no. 2, pp. 176–191, 2004, doi: 10.4050/JAHS.49.176.
[S23] T. Berdowski, “Three-dimensional free-wake vortex simulations 
of an actuator disc in yaw and tilt,” in Proc. Wind Energy Symp., 2018, 
Art. no. 0513, doi: 10.2514/6.2018-0513.

Turbine Settings Setting 

Dynamic stall model ATEFlap 

Time constant Tf 3.0 [–] 

Time constant Tp 2.0 [–] 

Time step 0.05 [s]

Azimuthal step ° [deg]19T}=

Inflow velocity 9 m/s

Discretization panels (no.) 20 [–] 

Discretization method Sinusoidal 

TABLE S3 Turbine modeling settings. 

Vortex Modelling Settings Setting 

Fixed bound core radius 0.05% Chord

Initial core radius 0.05% Chord

Vortex viscosity coefficient 900 [–] 

Max. vortex stretching factor 50 [–] 

Trailing vortices Enabled 

Shed vortices Enabled 

TABLE S2 Aerodynamic modeling settings.
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found in the frequency-response experiment. For the 4° input, 
the amplitude of the yaw motion matches the gain as the iden-
tification input is 4°. The greater-than-expected motion at 2° 
can be explained by the fact that both the stiffness and damp-
ing of a floating vessel are dependent on the amplitude and 
velocity of the motion [77]. At the lower blade pitch amplitude, 
the platform has a lower yaw velocity, and thus, the interac-
tion between the floater movement and the water is different 
compared to the 4° case. This nonlinear behavior of the stiff-
ness and damping can be one of the reasons why there is a 
difference in expected versus actual yaw amplitude.

The tilt and yaw moments for the bottom-fixed and floating 
turbines are shown in Figures 12 and 13. For the tilt moment 
(see Figure 12), there are only small differences in peak-to-peak 
amplitude when comparing the floating and bottom-fixed tur-
bines. This can potentially be put down to the nacelle moving 
forward and backward due to wave-induced motion or the 
applied tilt moment. The larger yaw movement does have an 
impact on the yaw moment that is generated by the Helix.

Figure 13 shows the comparison of the yaw moment for 
the bottom-fixed and floating turbine. When actuated at 

. ,S 0 30t =  there is a significant reduction in yaw moment, 
which confirms the frequency analysis. The reduction in 
yaw moment can be explained by the fact that as the tur-
bine is undergoing yaw motion, part of the turbine is 
moving away from the incoming flow, reducing the effec-
tive wind speed. If the fixed-frame thrust force, which is a 
function of effective wind speed, is located in the half 
moving away from the flow, the thrust will be reduced. 
This translates to a reduction in applied yaw moment. A 
change in phase coupling between blade pitch input and 
yaw motion could therefore also lead to different behavior.

There exists no such reduction in tilt moment for the 
Helix method. A reduction of tilt moment would be 
expected if the platform undergoes either a surge or a plat-
form pitch motion or a superposition of both. The fore-aft 
motion influences the relative velocity the turbine experi-
ences, which affects the thrust of the turbine. However, the 
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FIGURE 11 (a) The yaw motion for the 2° and (b) 4° Helix input 
amplitudes. The selected data are the results for the baseline 
cases and 3 different Strouhal numbers. The yaw motion at St = 
0.30 exhibits the largest amplitude. The amplitude in yaw motion 
for the 2° input is slightly larger than the gain found in the fre-
quency-response functions. (a). Amplitude 2°. (b) Amplitude 4°. 
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bine and the dotted lines that of its floating counterpart. The high-
frequency variations in tilt moment are due to the waves hitting the 
floating turbine. (a). Amplitude 2°. (b) Amplitude 4°. 
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eigenfrequencies in the surge and platform pitch are 
located at 0.007 and 0.036  Hz, respectively [63], the latter 
being outside the Strouhal range of interest. Both eigenfre-
quencies can be seen appearing in Figure 8.

For the effect on the Helix, these time-domain results 
can be interpreted as follows. Where for a bottom-fixed tur-
bine, the thrust vector would move in a circular pattern 
over the rotor plane, it now resembles more of an oval path. 
As the wake mixing performance is related to the variation 
in the strength of the released vorticity, this reduction in 
yaw moment would, all other things being equal, lead to a 
reduction in wake mixing. However, this assumes that the 
extra yaw misalignment has no positive impact on this pro-
cess, which is evaluated in the next section.

Average Wind Speed Results
An instantaneous snapshot of the wakes from both a top and 
side view is shown in Figures 14 and 15. Figures 14(a) and 15(a) 
show the wake of the bottom-fixed turbine, while Figures 14(b) 
and 15(b) show the wake of the floating turbine. For all actu-
ated cases, the blade pitch amplitude is 4°. Areas of darker 
color indicate areas of low wind speed, and the higher the 
wind speed, the lighter the color. For the baseline cases 
( . ),S 0 00t =  wake recovery starts only around 5D. When the 
Helix is enabled, the wake shows patches of lower and higher 
wind speed. The patches of lower speed are part of the helical 
structure in the wake that is specific for the Helix method; see 
Figure 2. At higher frequencies, more of these patches appear 
as the thrust vector rotates with a higher velocity over the 
rotor plane, creating more helices. When comparing the wake 
for the bottom-fixed and floating turbines at . ,S 0 30t =  it can 
be seen that the wake for the floating turbine shows more lat-
eral movement. Especially at 3D and 5D, the wake has moved 
farther sideways compared to the bottom-fixed turbine. In the 
side view, an upward deflection of the wake can be recog-
nized. This deflection is a result of the platform pitch angle 
that results from the thrust force on the floating structure.

The wake mixing performance can be evaluated using 
the time-averaged downstream wind speed. The fact that 
the wake deflects under dynamic yaw motion is apparent 
from the snapshot depicted in Figure 14. Figure 16 shows the 
average gain in wind speed with respect to the baseline for 
both blade pitch amplitudes and turbines. Figure  16(a)/(c) 
shows the results for the bottom-fixed turbines, and 
Figure 16(b)/(d) presents the results for the floating turbine. 
For the 2° blade pitch amplitude cases, there is a distinct area 
where the gain in wind speed is highest. The largest increase, 
relative to the baseline, is achieved around .S 0 3t =  to .S 0 4t =  
for the bottom-fixed turbine and around .S 0 3t =  to .S 0 35t =  
for the floating turbine. The relative gain in windspeed is the 
same between both turbines; only the frequency range in 
which this gain can be achieved is smaller for the floating 
turbine. These data suggest that an optimal Strouhal number 
exists for wake mixing and that this remains the case for the 
floating turbine albeit for a smaller frequency range.

When the blade pitch amplitude is doubled, this area 
with the highest gain increases in size and moves farther 
upstream. This can be explained by the larger amplitude in 
the blade pitch angle, which increases the difference in 
magnitude of the shed vortices, accelerating the wake 
mixing process. Contrary to the 2° case, there is now a dif-
ference in relative gain between both turbines. Likewise, 
the area of the highest gain is smaller for the floating case. 
The downstream distance at which this gain is the highest 
remains similar between both turbines.

Wind speed is a measure of wake mixing, but recall that 
the goal is to maximize the power production of a wind 
farm. A large relative gain in wind speed might not equal a 
similar increase in power. The main cause for this is that the 
wind speed in the baseline case also increases as the wake 
recovers due to the natural mixing process. The relative con-
tribution of the Helix might be lower farther downstream 
due to this, but the overall power of the wind farm could still 
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FIGURE 13 (a) The yaw moment for the 2° and 4° blade pitch ampli-
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FIGURE 14 Instantaneous velocity slices at hub height for four different actuation frequencies. From top to bottom, the following frequen-
cies are shown: St = 0.00, St = 0.10, St = 0.30 and St = 0.50. (a) Shows the results for the bottom-fixed turbine, and (b) shows the results 
for the floating turbine. The solid yellow line indicates the position of the turbine. Notice how the wake at St = 0.30 has deflected more at 
3D and 5D for the floating turbine. (Source: Colors map courtesy of [80].) 
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FIGURE 15 Instantaneous velocity slices taken from a side view for four different actuation frequencies. From top to bottom, the following 
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be higher. How the results differ between wind speed and 
power production will be discussed in the next section.

Average Wind Farm Power Results
The power production of the wind farm is calculated by 
adding a second hypothetical IEA 15-MW turbine directly 
in line with the first turbine. The power production of this 
hypothetical turbine is calculated under the assumption 
that it is operating at a fixed power coefficient, using greedy 
control. With this assumption, the power can directly be 
calculated using the wind speed information from the pre-
vious section.

The power production of the upstream turbine is included 
in the analysis to calculate the power of the two-turbine 
farm. Actuating the Helix will result in a small loss in power 
for the upstream turbine, which is dependent on the blade 
pitching amplitude as well as its actuation frequency [57]. 
Likewise, yaw misalignment also causes a loss in power pro-
duction. Because of these two effects, it is important to 
include the first turbine in the power calculation.

Figure 17 shows the average gain in wind farm power 
production with respect to the baseline case. The layout of 
the graph is the same as that of the wind data in Figure 16. 
Recall that this gain is still relative to the baseline case, that 
is, the highest gain doesn’t necessarily equate to the largest 
possible power production within the presented dataset.

Looking at the data, the shape of the surfaces has 
changed significantly with respect to the wind speed data. 
In particular, the Strouhal range within which the highest 
gain can be achieved has narrowed to an area around 

.S 0 3t =  for the 2° case. Furthermore, the downstream dis-
tance at which it occurs is also one rotor diameter farther 
downstream, which is due to the wake continually recover-
ing to higher wind speeds as it travels downstream. Simi-
lar to the wind speed results, the range in which the 
maximum is achieved for the floating turbine is smaller 
compared to the bottom-fixed case.

The 4° results show that the largest increase in power pro-
duction relative to the baseline case is between 4D and 5D. 
The affected frequency range is still the same. For the floating 
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turbine, this conclusion no longer holds for this input. While 
previously, there was one optimal frequency and distance, 
there are now two distinct areas for the floating turbine. 
These optima lie outside the range where this floating tur-
bine has the largest yaw motion, indicating that the extra yaw 
motion cannot compensate for the loss in wake mixing.

Up to this point, all the results that have been presented 
are with respect to the baseline. Comparing the results to a 
baseline case shows how much can be gained from the 
Helix wake mixing technique for both bottom-fixed and 
floating turbines. Figure 18 shows the wind speed normal-
ized with the inflow velocity. A gain of one would mean 
that the wake has fully recovered to the 9 m/s wind speed. 
The ideal mixing frequency can be identified to be around 

. ,S 0 3t =  which is in line with the results from the relative 
comparisons. The natural increase in wind speed for the 
baseline is also visible in the data.

When comparing the baseline case, represented by 
.S 0 0t =  for both floating and bottom-fixed turbines, the 

downstream distances at which the contour lines meet the 

x-axis are closer to D 0=  for the floating turbine than  
the bottom-fixed turbine. This implies that the floating base-
line case has, on average, a higher wake recovery compared 
to the bottom-fixed turbine. Even without blade pitch actua-
tion, the floating turbine is undergoing motions due to the 
waves hitting the floater, causing some degree of wake mixing.
As such, when looking at absolute data, the floating turbine 
actually reaches a higher downstream velocity than the bot-
tom-fixed case even though the relative gain is lower. In gen-
eral, the absolute wind speeds echo the results of the relative 
wind speed results. The highest wind speeds are centered 
around . ,S 0 30t =  with the area extending down to .S 0 02t =  
and up to . .S 0 04t =  When the blade pitch angle is increased 
to 4°, the frequency and distance range increase in size.

FUTURE CHALLENGES
The overarching conclusion that can be drawn from the 
results presented in the previous two sections is that the inter-
action between the wake mixing controller and the floating 
turbine introduces additional challenges and opportunities. 
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These stem primarily from the additional six degrees of free-
dom that must be taken into account when designing a con-
trol system. Furthermore, the coupling between the controller 
and the floating turbine is dependent on the design of the 
floating turbine; see, for example, “Dynamics of the Pulse 
Wake Mixing Strategy.” This work shows that the effective-
ness of the Helix is impacted when coupled with the yawing 
degree of freedom of the floating turbine.

However, this work focused on only one type of turbine 
mounted on one floater design. In reality, more than 50 
types of different floater designs are being considered in 
industry and academia alike [81]. All of these floaters have 
different dynamics depending on the type of floater, water 
depth in which it will be deployed, sea conditions, type of 
turbine, and many more parameters. The results discussed 
in this work could therefore be limited to this floater or this 
type of floater. This remains one of the main challenges 
that need to be considered when designing control solu-
tions for a floating turbine.

For example, in [45], a similar investigation to the one pre-
sented in this work was executed for the Pulse wake mixing 

technique. In that work, the floating turbine considered was 
the National Renewable Energy Laboratory (NREL) 5-MW 
wind turbine [82] mounted on the OC3 platform [83], which 
is a single spar-type floater. For more details, see “Dynamics 
of the Pulse Wake Mixing Strategy.” Its dominant motion 
was found to be the surge and platform pitch motion that, 
when combined, resulted in a fore-aft motion of the nacelle. 
Similar to this work, at the eigenfrequencies of that motion, 
the effectiveness of the wake mixing technique was reduced. 
Conducting the same experiments in that work on the floater 
used in this work would result in significantly different 
results because the surge and platform pitch motion of this 
floater is much smaller compared to the OC3. Likewise, con-
ducting the experiments in this work on the OC3 and the 
antiresonance in Myaw might not exist as the OC3 has no 
eigenfrequency in yaw motion.

This contrast is just one specific example of two differ-
ent floating turbines with differing dynamics that both 
couple in a way that reduces the wake mixing technique. If 
the floater and turbine are designed independently of each 
other, these kinds of couplings have to be identified before 
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Dynamics of the Pulse Wake Mixing Strategy

The main content presented in this work focuses on the 

coupling between the Helix wake mixing method and the 

floating turbine. Throughout the work, a similar investigation 

for the Pulse wake mixing strategy [35] and a floating turbine 

is mentioned. This section will provide a short summary of the 

work executed in [45]. In that work, the floating turbine used 

is the NREL 5-MW wind turbine [82] mounted on the OC3 

 platform [83].

THE PULSE WAKE MIXING STRATEGY

The Pulse wake mixing strategy differs from the Helix method 

by the fact that it uses the collective blade pitch angle to disrupt 

the wake behind the turbine. Collectively pitching the blades 

creates a time-varying coefficient of the thrust of the turbine, 

which creates a time-varying wind field behind the turbine.

The optimal signal was derived in [33] and [35] using a 

gradient-based optimization process that optimized the thrust 

inputs for the turbines within a wind farm. The behavior of the 

optimized signal can be mimicked by the following signal:

 C t A S D
V t( ) sin2 2t tr= + 3l c m (S1)

in which Ctl is the coefficient of thrust, A is the amplitude, 

and the other variables are as in (3a) and (4). For a turbine in 

greedy control, the Betz-optimal coefficient of thrust is C .2t =l  

Applying the signal in (S1) to a turbine results in it over- and 

underinducing around its optimal operating point. The signal 

in (S1) can be realized by setting a similar signal to the blade 

pitch angles of the turbine.

THE COUPLING BETWEEN THE PULSE AND TURBINE

When applying (S1) to a floating wind turbine, it will excite the 

surge and pitch motion. These two motions result in a motion 

of the nacelle. Depending on the phase difference between 

these two motions, they can either enhance or interfere with 

one another, as illustrated in Figure S9.

As the nacelle is moving backward and forward, the turbine 

will perceive a time-varying inflow velocity, which will create a 

time-varying thrust force not dissimilar to the one created when 

(S1) is applied to the turbine. To identify the coupling between 

the blade pitch input and resulting thrust force variation, an 

identification experiment is conducted. In this experiment, a 

chirp input is applied to the collective blade pitch angle. Based 

on this input and the measured thrust as output, the input–out-

put spectra shown in Figure S10 are derived.

The results in Figure S10 indicate that there are two fre-

quencies and one antiresonance for the nacelle displacement 

with this particular floating turbine. At the eigenfrequencies, 

there is a decrease in the peak-to-peak variation of the re-

sulting thrust force, indicated by the antiresonances in the 

spectral data. When conducting time-domain simulations at 

the three frequencies that correspond to the two eigenfre-

quencies and the antiresonance in nacelle displacement, a 

reduction in thrust force as well as downstream wind speed is 

found, a result not dissimilar to the one presented in the main 

body of work.

FIGURE S9 An example of how a similar platform pitch and 
surge motion can result in a different nacelle displacement.

z

y x
Pitch
Surge

FIGURE S10 (a) and (b) The resulting spectra of the identification 
experiment for the Pulse wake mixing technique on the OC3 
floating turbine. This turbine has two eigenfrequencies and one 
antiresonance in its nacelle displacement. At the eigenfrequen-
cies, a reduction in the variation of thrust can be seen.
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deciding on the type of wake mixing control that can be 
deployed. This can be solved by considering the control 
codesign of the floater, turbine, and its controls. This way, 
dual optima, such as in Figure 17, can be identified in the 
design stage, and the control dynamics can be optimized 
toward operating in that window.

CONCLUSION
Tackling the climate change challenge requires a signifi-
cant increase in renewable energy capacity. This growth 
can be realized by increasing the efficiency of a wind farm 
by reducing the wake interaction between turbines. Con-
trol solutions designed for bottom-fixed turbines will have 
to be adapted to the floating turbines within those farms to 
accommodate the floating turbine dynamics. In this work, 
this transition is analyzed for the Helix method.

The effectiveness of the Helix wake mixing method 
depends on the application frequency and the blade pitch 
amplitude. For bottom-fixed turbines, this work shows 
that an ideal mixing frequency exists, between .S 0 30t =  
and . ,S 0 04t =  which leads to the highest increase in wind 
speed downstream. A similar result was found for a float-
ing turbine.

However, when the Helix is applied to a floating tur-
bine, it will undergo a yaw motion. The magnitude of this 
motion is a function of the design of the floater and the 
actuation frequency of the Helix. For the turbine and floater 
used in this work, a frequency identification experiment 
showed that an eigenfrequency exists in yaw at . .S 0 30t =  
This yawing motion couples with the Helix method, and 
when yawing at the eigenfrequency, it leads to a reduction 
in yaw moment, captured as an antiresonance in the iden-
tification data. This reduction in yaw moment leads to a 
reduction in the effectiveness of the Helix as the difference 
in magnitude for the shed vortices is also lowered.

How this yaw motion and the reduction in yaw moment 
impact the overall effectiveness of the Helix is investigated 
using time-domain simulations. By evaluating the evolu-
tion of the downstream wind speed, a measure of the degree 
of wake mixing can be identified. At the 4° blade pitch 
amplitude used in this work, the relative gain is lower for 
the floating turbine compared to the bottom-fixed turbine. 
This is partly due to the higher baseline wind speed for the 
floating turbine, to which the results are compared, for the 
floating turbine and partly due to the yaw motion. The 
effect of the yaw motion can be better seen when looking at 
the relative power production of the two-turbine wind 
farm. It is interesting to see that rather than having one opti-
mum, there are two for the floating turbine. These optima 
are centered around the yawing eigenfrequency, indicating 
that this coupling restricts the Helix.

The additional dynamics provide new challenges and 
opportunities in finding the right operating frequency for 
a wind farm operator desiring to use the Helix in a float-
ing wind farm. Furthermore, future floater designs 

might introduce different dynamics to which wake 
mixing strategies couple, producing different results and 
requiring a new analysis. The latter can potentially be cir-
cumvented by incorporating wake mixing control into the 
design phase of the floating turbine. This way, it might be 
possible to design controls that enhance wake mixing 
through the codesign of their (hydro-)mechanical proper-
ties and controller.
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