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Multistep Fast Charging-Based State of Health
Estimation of Lithium-Ion Batteries

Dayu Zhang , Zhenpo Wang, Senior Member, IEEE, Peng Liu , Member, IEEE,
Qiushi Wang , Chengqi She , Pavol Bauer , Senior Member, IEEE,

and Zian Qin , Senior Member, IEEE

Abstract— Accurately predicting the battery’s aging trajectory
is required to ensure the safe and reliable operation of electric
vehicles (EVs) and is also the fundamental technique toward
residual value assessment. As a critical enabler for mainstreaming
EVs, fast charging has presented formidable challenges to health
prognosis technology. This study systematically compares the
performance of features extracted from the multistep charg-
ing process in the state of health (SOH) assessment. First,
12 direct features are extracted from the voltage curve, and
the degradation mechanisms strongly correlated to these features
are analyzed in detail. Integrating the degradation mechanism
and correlation analysis, a data feature construction strategy
is designed to categorize extracted features into groups. Then,
the performance of different features extracted from the fast
charging process in the SOH assessment is compared regarding
estimation accuracy. Finally, the generalization and feasibility of
the optimal data feature are verified with different fast charging
protocols and training data sizes. The verification results indicate
that the data feature representing fused degradation modes has
excellent generalization and feasibility in SOH estimation, and
the mean absolute error (MAE) and root-mean-squared error
(RMSE) for various cells under different decline patterns are
within 0.90% and 1.10%, respectively.

Index Terms— Battery, comparative study, degradation mode,
multistep fast charging, state of health (SOH).

I. INTRODUCTION

THE lithium-ion battery (LiB) has been widely used in
various domains, such as energy storage, power sup-

ply, and electric vehicles (EVs), due to its high energy
and power density, low self-discharge, and long lifespan.
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Despite the rapid drop in the cost of LiB over the last
few years [1], [2], the sales of EVs still only account for
9.0% of annual passenger vehicles scales [3]. Range anxi-
ety has been cited as one of the key reasons that restrict
consumers’ purchase intention. Moreover, this anxiety is com-
pounded by the fact that the energy replenishment efficiency
of EVs is significantly lower than internal combustion engine
vehicles (ICEVs) [4]. Hence, the fast charging technique
is regarded as the key enabler of mainstream adoption of
EVs and great efforts have been devoted to developing the
number and power of fast charging stations. With continuous
infrastructure improvement, the EVs’ fast charging frequency
gradually increases, and the average monthly fast charging
frequency of the public transportation field in China has
exceeded 75% [5], [6].

However, numerous studies have indicated that the high
charge rates of the fast charging process are likely to trigger
lithium plating [7], [8], further accelerate the aging process
of batteries, and even result in safety hazards. Apart from
this, the complex degradation mechanisms of LiBs, intense
uncertainties in practical operation, and the limitations
of present measurement techniques also pose momentous
challenges for accurate health assessment. Thus, developing
effective feature extraction methods and diagnosing battery
health from limited measurable data will offer promising
improvements in preventing overcharging, ensuring safety,
and supporting second-life use.

State of health (SOH) is generally used to assess the aging
level of batteries from the capacity and impedance quantita-
tively [9]. However, measuring the capacity and impedance
directly is challenging and time-consuming, especially during
vehicle operation. Hence, great efforts have been devoted
to exploring and improving the health state estimation tech-
niques. Generally, the health state estimation approaches can
be divided into two categories: model-based method and
data-driven method [10], [11]. The model-based method relies
on physics-based modeling of the degradation behavior or
empirical model to describe the declining trajectory of the
system [12]. For the physics-based modeling method, the
electrochemical model [13], [14] and the equivalent circuit
model (ECM) [15] are two commonly used battery models.
The electrochemical model comprises serials of complicated,
mutually coupled partial differential equations [16], which can
reflect the changing process of the potential and the voltage
and also describe the reaction processes inside the battery.
Nevertheless, the high modeling complexity and computing
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intensiveness hinder its feasibility in practical application,
and thus, some researchers have focused on improving its
computational efficiency and adaptability for online applica-
tions [17], [18]. In comparison, the ECM is composed of the
circuit elements that produce the same electrical behavior as
the battery, which is more concise than the electrochemical
model. However, the ECM lacks physical meaning and ignores
the internal microcosm reactions, which is not able to depict
the detailed information during the battery aging process.
Moreover, the adaptive filters are generally combined with the
ECMs for parameter updating [19], [20]. Distinct from the
physics-based model, the empirical model ignores the internal
mechanism of the batteries and is established by analyzing the
mapping between the health states [e.g., capacity or internal
resistance (IR)] and battery characteristics. However, such
correlations obtained from historical data are sensitive to the
variation in battery aging state and working conditions [12],
[21]. Hence, the empirical model is also frequently combined
with the filtering algorithm to update the model parameters
with the latest available data [22], [23], [24]. However, the
model-based method requires a large amount of historical data,
and these data have put forward strict requirements for the
experimental equipment and scene, which is unachievable in
real-world operations. In addition, the limited model general-
ization ability that the model is designed for a specific system
has further restricted the application of this method.

Data-driven approaches utilize historical monitoring data to
predict the degradation trend of the battery without knowing its
mechanisms and propagation rules precisely [25]. In contrast
to the physics-based model, the data-driven method establishes
a mathematical model based on only training data, avoiding
the complicated modeling process. Moreover, the data-driven
model is more flexible when applied to different systems,
as only the parameters need to be recalibrated. Great attention
from researchers worldwide has been devoted to this field,
radial basis function neural network (RBFNN) [26], Gaussian
process regression (GPR) [27], [28], long short-term memory
network (LSTM) [29], and gated recurrent unit (GRU) net-
work [30] are the commonly used techniques.

Except improving the machine learning techniques, the
selected data feature also significantly influences the state
estimation efficiency and accuracy. To comprehensively
evaluate the performance of different features in SOH
estimation, Jiang et al. [31] conducted a systematic compar-
ative study with the features extracted from the broadband
electrochemical impedance spectroscopy (EIS) feature, model
parameter feature, and fixed-frequency impedance feature
separately. The results indicate that the fixed-frequency feature
has outstanding performance in SOH estimation. However,
due to the cost and space constraints, installing novel sensors,
which can measure EIS data or other specific signals in
EVs, is unachievable at the current stage. By comparison,
the battery voltage and current as the fundamental and direct
measurements are preferred to generate features for health
assessment. For instance, the curve-based methods, such as
incremental capacity (IC) analysis [32], [33], differential
voltage (DV) analysis [34], [35], and differential thermal
voltage (DTV) analysis [36], [37], obtain the features from the

curve generated by voltage and temperature data and exhibit
remarkable performance in SOH assessment. It should be
noted that the approaches mentioned above are all conducted at
constant current and constant voltage (CC–CV) charging mode
and have specific charging rates and temperature requirements.
These inevitable limitations have directly restricted their
application in multistep fast charging conditions. To solve
the above restrictions, Hu et al. [38] extracted 12 features
from the charging curve and then built a novel dual GPR
model to predict battery pack SOH and remaining useful life
(RUL) during a specific multistep charging process. However,
not all the features have strong correlations with prediction
accuracy, and higher dimensions of input data imply a heavier
computational load, which is challenging for existing battery
management system (BMS).

In view of the above, although great efforts have been
devoted to battery health prognosis, most of them are designed
for the CC–CV strategy or have additional requirements for
the measurement technology and operating environment.
In contrast, relatively few studies have focused on the
performance assessment of features under fast charging
conditions, especially when only voltage data are available.
Furthermore, due to the charging safety strategy in the
BMS, the current of each step in the multistep fast charging
process is significantly affected by the charging conditions,
such as battery aging status, temperature, and real-time load
status of the power grid. Hence, extracting and constructing
data features suitable for various fast charging scenarios is
critical for battery health assessment and further promotes the
widespread adoption of fast charging technologies for EVs.

To overcome these gaps, this article systematically eval-
uates and analyzes the performance of features extracted
from the fast charging conditions and further constructs the
data feature with excellent generalization for battery health
estimation. This comparative study is expected to provide a
reliable reference for battery management engineers to extract
the most appropriate feature in SOH assessment. The main
contributions are summarized as follows.

1) Focusing on the battery health estimation demand in
multistep fast charging scenarios, extracting 12 highly
related direct features from the voltage curve, and sys-
tematically analyzing the principal degradation mode
behind each feature.

2) Based on the degradation mechanism and correlation
analysis, a data feature construction strategy is designed
to categorize all extracted features into different groups.
The performance of different features extracted from
the fast charging process in the SOH assessment is
comprehensively compared for the first time.

3) The optimal data feature constructed in this work shows
high generalization with different degradation patterns
and changeable charging protocols, even with limited
training data.

The remainder of this article is organized as follows. The
detailed descriptions of the battery experimental setup and
testing schedule are illustrated in Section II, followed by the
details of the cells employed in this study. The fundamental
techniques of battery health estimation based on different
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Fig. 1. Overview of the framework for this study.

TABLE I
DETAILED INFORMATION OF THE APR18650M1A

LFP/GRAPHITE BATTERY

combinations of features are presented in Section III. Based on
the works described above, the performance of each category
of features in SOH assessment is analyzed and compared in
Section IV, and after that, the generalization of the selected
data feature is further verified. Finally, the main conclusions
and subsequent research plans are summarized in Section V.
An overview of the framework for this study is shown in Fig. 1.

II. CAPACITY DEGRADATION DATASET DESCRIPTION

To investigate the degradation characteristics of lithium-ion
cells under fast charging protocols, the MIT-Stanford battery
dataset is used in this work [39], [40]. Researchers worldwide
have used this dataset to conduct extensive and in-depth
studies on battery health evaluation and degradation pattern
recognition for EVs [41], [42], [43]. This dataset contains
the measurements of battery aging data from 169 commercial
lithium-ion phosphate (LFP)/graphite cells, and the detailed
information of this dataset is summarized in Table I. The
standard format of six-step fast charging protocols is shown in
Fig. 2(a), and the voltage and current curve during a complete
fast charging process is shown in Fig. 2(b). Each protocol is
defined by five constant current steps followed by one constant
voltage (CV) step. The last two steps (CC5 and CV) are
identical for all charging protocols. Each step comprises a
20% SOC window for the first four constant current steps,
e.g., CC1 ranges from 0% to 20% SOC and CC2 ranges from
20% to 40% SOC. It is worth noting that the nominal capacity
(1.1 Ah) is used throughout the test to calculate the SOC, and

Fig. 2. Visualization of MIT-Stanford data. (a) Structure of employed
six-step, 10-min fast charging protocols [39]. (b) Voltage and current curve
during a complete fast charging process.

Fig. 3. Evolution trends of battery capacity under different protocols.
(a) Capacity evolution trend of Cell No.0, Cell No.10, Cell No.11, and Cell
No.21. (b) Capacity evolution trend of Cell No.1 and Cell No.3.

the currents used in all protocols are defined as dimensionless
C rate, which means that 1C is 1.1 A or the current required
to charge/discharge the nominal capacity in 1 h fully.

In this work, six cells are selected from three fast charging
protocols, and the actual discharge capacity of each cycle
is used to indicate their degradation state verses increased
cycles. The evolution trends of battery capacity degradation
under different protocols are shown in Fig. 3. In particular,
Cell No.0, Cell No.10, Cell No.11, and Cell No.21 were
charged with the same protocol, which will be employed
in the following feature extraction, comparison, and model
construction. Cell No.1 and Cell No.3 have different charging
protocols, which will be utilized to verify the constructed data
feature’s robustness. These cells’ detailed charging protocol
and parameters are shown in Table II. It can be conducted
from Fig. 3 that the cells with the identical fast charging
protocol have better consistency in the first 600 cycles, and
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Fig. 4. Evolution trend of the charging voltage curve with increased cycles for different charging protocols. (a) Cell No.11. (b) Cell No.1. (c) Cell No.3.

TABLE II
SPECIFICATIONS OF THE SELECTED BATTERY CELLS

apparent deviations emerge between cells during the rapid
decline stage of capacity. Their degradation route reveals
noticeable discrepancies for cells with dissimilar fast charg-
ing protocols since the early cycling stage. The variations
between the cells in the degradation process can be ascribed
to the unpredictability and diversity of side reactions or/and
the inconsistency of structural damage, which for the cells
utilized here are primarily caused by initial manufacturing
variance and different charging protocols [44]. To a certain
extent, extracting and screening effective features applicable
to various charging protocols is significant for SOH estimation
in practical applications. It should be noted that the ratio of
maximum discharge capacity to the initial capacity is defined
as the SOH in this research, which is expressed as follows:

SOHi =
Ci

C0
(1)

where SOHi means the actual SOH value at the i th cycle,
Ci represents the maximum discharge capacity at the i th cycle,
and C0 is the initial capacity.

III. METHODOLOGY

In this section, we first extract features from the partial
charging curve and further analyze the battery degradation
mechanism characterized by these features. Based on the
analysis, the extracted features are categorized into different
groups according to the degradation mode and correlation

Fig. 5. Features extracted from the particle voltage curve.

analysis. After that, the RBFNN-based SOH estimation model
is described in detail, and the quantitative metrics for eval-
uating the corresponding estimation performances are also
defined.

A. Features Extraction and Description

Investigating the correlations between external characteristic
signals and internal degradation mechanisms to extract use-
ful features is highly significant for online SOH estimation.
Inspired by this, 12 features strongly correlated with battery
degradation are extracted from the partial fast charging curve.
Fig. 4 shows the evolution trend of the charging voltage
curve with increased cycles for different charging protocols.
Numerous studies have categorized the degradation modes of
LiBs into the loss of lithium inventory (LLI), the loss of active
anode material in the electrode (LAM), and the increase of
IR [10], [44]. These degradation mechanisms will directly
lead to the decline of capacity and the fade of power, further
reflected in the change of voltage curve during the charge and
discharge processes. Notably, restricted by the upper cutoff
voltage, features of the “CC4” step disappear in the late stage
of the cycle. Hence, the first three steps are employed here
for feature extraction, and data of this range are also more
accessible in the actual charging process of EVs [45]. The
12 features acquired from the partial voltage curve are shown
in Fig. 5, which will be introduced in detail next.

1) Peak Voltage of the First Three Steps (P1–P3): In the
multistep fast charging process, when the SOC reaches the
specified value (20%, 40%, and 60%), the voltage reaches
the peak value of this stage. The essence of the LiB charging
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Fig. 6. Features extracted from partial voltage curve of multistep fast charging process over the whole life cycle. (a)–(c) Peak voltage. (d)–(f) Valley voltage.
(g)–(i) Voltage drop. (j)–(l) Slope of charging curve.

process is the migration of Li+ from the cathode to the anode.
During this process, cathode potential increases with the
decrease of lithium content, while the anode potential descends
with the rise of lithium content [46]. Moreover, as the cycle
increases, the formation of solid electrolyte interface (SEI) on
the surface of the graphite anode, decomposition of electrolyte,
and lithium plating will cause the irreversible consumption of
lithium, making them unavailable for subsequent charge and
discharge [10]. Thus, during the cell aging process, more Li+

is forced to dissociate from the cathode when the same energy
is injected into the cell, further enlarging the potential differ-
ence between the cathode and the anode, leading to a gradual
rise of the peak voltage. Just as shown in Fig. 6(a)–(c), the
peak voltages (P1–P3) of the first three steps exhibit satisfac-
tory monotonicity over cycling. In contrast, the peak voltage
of the second and third steps (P2 and P3) have remained at
3.6 V since the 900th and 787th cycles respectively, indicating
that the charging mode has switched into CV mode in advance.

2) Valley Voltage of the First Three Steps (V 1–V 3):
Whenever the SOC increases by 20%, the charging current will
suddenly drop to near zero and switch to the value required by
the following step [as shown in Fig. 2(b)], leading to a rapid
drop in cell voltage from peak to valley. Similarly, the valley
voltage reflects the potential difference between the cathode
and the anode at the specified SOC. Thus, this difference
will continuously enlarge with the aggravation of LLI during
the cycle. It can be captured from Fig. 6(d) to (f) that the
valley voltage for the first three steps increased over cycling,

indicating that the energy that can be held per voltage unit is
decreasing. Furthermore, the valley voltage rises more rapidly
at the poststage of cycling, reflecting the trend of accelerated
cell degradation at the late stage of cycling.

3) Voltage Drop at the Current Switching Point (dU1–dU3):
The drop between the peak and valley voltage for each step
is the response to the sudden change of charging current at
the switching point. Numerous studies have proved that the
IR can be measured by the voltage drop responding to a
load [44], [46]. Typically, the degradation of electrodes and
electrolyte materials during battery cycling will directly lead to
an increase in IR. In addition, the growth and destabilization of
SEI will also increase resistance. Thus, the voltage drop at the
current switching point can be extracted as features and calcu-
lated as (2). As shown in Fig. 6(g)–(i), dU1 and dU2 increase
relatively unremarkable at the early stage. However, both rise
rapidly in the poststage. In contrast, dU3 changes not evidently
in the early stage but declines more significantly in the late
stage, exhibiting an opposite trend to that of dU1 and dU2.
The reason for this phenomenon is that, as the cycle number
increases, P3 rises to 3.6 V and remains constant [as shown in
Fig. 6(c)], but V 3 increases monotonously with the cycle [as
shown in Fig. 6(f)] and gradually approaches the upper cutoff
limit. Thus, the difference between P3 and V 3 will decline to
zero in the late stage

dU = Ui − Ui+1 (2)
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where dU is the voltage drop and Ui and Ui+1 denote the peak
voltage and valley voltage, respectively.

4) Slopes of Charging Curve of the First Three Steps (K 1–
K 3): Due to the increase of IR during the aging process
of LiBs, the voltage will rise more quickly and reach the
upper cutoff sooner. Thus, the voltage increment in a fixed
sampled interval will expand as the cell degrades, which can
be reflected by the slope of the voltage curve in each charging
step. Here, the slope is defined as (3). It can be seen from
Fig. 6(j) to (l) that K 2 and K 3 increase monotonically with
the cycle number, while K 1 changes relatively insignificant.
Moreover, it can be observed that K 2 and K 3 decline to zero
abruptly in the late stage, which indicates that the voltage
has reached the upper cutoff limit and the charging mode has
switched to the CV mode

K =
Ui−1 − Ui−6

5
(3)

where K is the slope of the charging curve and Ui−1 and
Ui−6 are the voltage values at points 1 and 6 before the peak
voltage, respectively.

B. Correlation Analysis and Data Feature Construction

With the abovementioned feature extraction approaches,
four categories of features are extracted from the partial charg-
ing curve, and each directly corresponds to certain degradation
modes of the LiB. However, numerous studies have indicated
that the dimension of input data will directly affect the required
time consumption and calculating resources for model estima-
tion [12], [31]. In addition, not all the features are strongly
correlated with SOH, and blindly choosing the feature may
diminish the estimation accuracy of SOH. Thus, conducting
the correlation analysis between the extracted features and
SOH is necessary for the preliminary screening of features.
Considering the excellent performance of gray relational anal-
ysis (GRA) in calculating the underlying relationship even
with minor and poor information [33], [47], the GRA has been
employed here to quantitatively measure the relational grade
between the extracted features and SOH. The basic idea of
GRA is to assess the relevance between different features by
describing the degree of similarity or dissimilarity of evolution
trends. The steps of GRA are listed in Table III.

According to the GRA computation steps in Table III, the
relational grades between the 12 extracted features and SOH
for Cell No.11 are listed in Table IV as an example. Typically,
the value of the relational grade being closer to 1 demonstrates
that the relational degree is higher. It can be seen that the
correlation coefficients for most features are higher than 0.75,
except for the peak voltage at the third charging step (P3).
Moreover, the voltage drop at the third charging step (dU3)
has the highest correlation coefficients among all the features.
Although all the features exhibit strong correlations to capacity
degradation, extracting them all simultaneously to predict the
battery SOH still proposes excellent challenges for the compu-
tational capability and efficiency of the system, especially to
the BMS of real-world EVs. Given the above consideration,
feature screening and combination based on correlation and
degradation modes analysis are mainly conducted in this
section.

TABLE III
PROCEDURES OF GRA

TABLE IV
GRAY RELATIONAL GRADES BETWEEN FEATURES AND SOH

1) Data Feature Represents Single Degradation Mode:
As deduced in Section III-A, during the aging of the LiBs,
the nonreversible loss of lithium results from SEI formation,
electrolyte decomposition, and lithium plating will directly
cause the enlarge of potential difference between the cathode
and the anode. Consequently, the peak voltage (P1–P3) and
valley voltage (V 1–V 3) of each charging step will gradually
increase with the number of cycles. Moreover, from the aspect
of correlation analysis, the gray relational grades of the peak
voltage and valley voltage are almost larger than 0.7 except for
the peak voltage of the third step (P3), which is slightly lower
than others. Thus, the peak voltage and valley voltage of the
first three charging stages and their combination are grouped
into the same category, as shown in the following equation:

xLLI1
= [P1, P2, P3]

T

xLLI2
= [V 1, V 2, V 3]

T

xLLI3
= [P1, P2, P3, V 1, V 2, V 3]

T .

(4)

As the widely accepted degradation mode of the LiBs, the
increase of IR strongly correlates with the decline of electrodes
and electrolytes, growth, and destabilization of SEI [11]. The
rise in IR will directly cause the increment of the curve slope
around the peak voltage (K 1–K 3) and the voltage drop at
current switching points (dU1–dU3). In addition, the relational
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grades of these features are higher than 0.75, with dU3 even
exceeding 0.9, indicating the strong correlations between these
features and SOH. Hence, the voltage drop and curve slope
of the first three steps and their combination are employed to
construct the data feature of the estimation model, which is
noted in the following equation:

x IR1
= [dU1, dU2, dU3]

T

x IR2
= [K 1, K 2, K 3]

T

x IR3
= [dU1, dU2, dU3, K 1, K 2, K 3]

T .

(5)

2) Data Feature Represents Fused Degradation Modes: As
stated previously, the degradation process of LiBs normally
comprises complex physical and chemical reactions, and the
main aging mechanisms at different aging stages are not
exactly the same [41]. Furthermore, the relational grades for
all extracted features are higher than 0.68 and are relatively
close to each other. Hence, we first select all the features to
construct the input vector of the estimation model, noted as
xAll in the following equation:

xAll

= [P1, P2, P3, V 1, V 2, V 3, dU1, dU2, dU3, K 1, K 2, K 3]T .

(6)

As shown in Fig. 3, the capacity of all selected cells declines
more evidently in the later stage of the cycle, indicating that
the slight deviations of features will cause noticeable errors.
From this aspect, the peak voltages of the second and third
steps (P2 and P3), which remain constant in the later stage
of the cycle due to the predefined charge protection protocols,
will directly affect the accuracy of SOH assessment in the
later phases. In contrast, the valley voltages for the first three
steps (V 1–V 3) represent a similar degradation mode to peak
voltages and have no plateau over the cycling. Furthermore,
according to the correlation analysis results of GRA and
Pearson correlation analysis (provided in the Supplementary
Material), the third step’s curve slope and voltage drop have
the highest gray relational grades among the features of
identical categories. Hence, the second feature extracted from
hybrid degradation modes is constructed and noted as xFused

in the following equation:

xFused
= [V 1, V 2, V 3, dU3, K 3]T . (7)

It is important to specify here that the constructed data
features and the degradation mechanisms do not necessarily
have one-to-one correspondence, and their relationships may
be many-to-many. However, it is difficult to consider them
all comprehensively, and we focus more on the dominant
degradation mechanisms behind the data features instead,
which also facilitates a more reasonable classification of the
features.

C. Description of RBFNN

This study aims to comprehensively compare the perfor-
mance of different features in health estimation for fast
charging application scenarios, so an effective machine learn-
ing method is necessary. An artificial neural network typically

Fig. 7. Basic techniques for SOH estimation. (a) Schematic of the RBF
network. (b) Diagram of the multiple test.

comprises an input layer, certain hidden layers, and an output
layer. The number of hidden layers and their nodes can
be configured in specific situations. In contrast, the RBF
networks are typically built with one hidden layer with non-
linear activation functions and a linear output layer. This
more straightforward structure makes them possess the best
approximation property and can be trained with substantially
faster procedures, further exhibiting satisfactory performance
in battery SOH assessment. Here, the schematic of the RBF
network is shown in Fig. 7(a).

The input node contains the selected features x , whereas
the SOH for each cycle (Y ) is associated with the output
node. The output node collects the nonlinear output from a
generic number M of hidden nodes, and each one is weighted
by the factor w j and the bias w0. In addition, each hidden
node includes a basic function φ, which provides a nonlinear
activation dependent on the distance between the input data
and prototype vector, hereafter referred to as the basic function
center (xc). The output function of the RBF network in
Fig. 7(a) is calculated as

Y =

M∑
j=1

w jϕ j∥x − xc∥ + w0. (8)

In this article, the Gaussian function shown as (9) is utilized,
and (8) can thus be written as

ϕ j∥x − xc∥ = exp

(
−∥x − xc∥

2

2σ 2
j

)
(9)

Y =

M∑
j=1

w j exp(
−∥x − xc∥

2

2σ 2
j

) + w0 (10)

where σ is the standard deviation of the Gaussian function,
which denotes the width of the RBF kernel.

During the training process, the center value xc, the bias w0,
and the weights w j , which connect the hidden layer to the
output layer, need to be iteratively optimized. In this research,
the gradient descent method is employed to solve the fitting
problem, and the learning rate is set as 0.01 on the trial-and-
error method. The root-mean-squared-based loss function is
noted as

Loss =
1
2

s∑
i=1

(yi
− yi

p)
2

(11)

Authorized licensed use limited to: TU Delft Library. Downloaded on October 22,2024 at 08:47:45 UTC from IEEE Xplore.  Restrictions apply. 



ZHANG et al.: MULTISTEP FAST CHARGING-BASED SOH ESTIMATION OF LITHIUM-ION BATTERIES 4647

where yi and yi
p represent the actual SOH of training samples

and the model estimation, respectively, and S denotes the
number of samples contained in the training dataset. As the
iterations increased, these parameters are updated as follows:

w j (i) = w j (i − 1) + η(yi
− yi

p) + α(w j (i − 1)

−w j (i − 2))

σ j (i) = σ j (i − 1) + η1σ j + α(σ j (i − 1) − σ j (i − 2))

xcj (i) = xcj (i − 1) + η1xcj + α(xcj (i − 1) − xcj (i − 2))

(12)

where w j , σ j , and xcj denote the weight, standard deviation,
and center value of the j th hidden node, respectively, i
represents the number of iterations, and η and α are the
learning rate and momentum factor that both take values
among [0, 1], respectively.

In addition, the number of hidden neurons (M) is generally
determined by the complexity of the relationship that needs
to be learned. In light of the generalization and efficiency
of neural network, the number of hidden neurons has been
empirically set to 100 on a trial-and-error procedure.

D. Performance Metrics

To comprehensively compare the performance of different
combinations of features in SOH estimation, the maximum
absolute error (MaxAE), mean absolute error (MAE), and root-
mean-squared error (RMSE) are employed in this study, which
is defined as follows:

MaxAE = max(|yi − ŷi |)

MAE =
1
N

N∑
i=1

|yi − ŷi |

RMSE =

√
1
N

∑N

i=1
(yi − ŷi )

2

(13)

where yi and ŷi are the reference and estimated values,
respectively.

The multiple test is employed to comprehensively evalu-
ate the performance of different data features, as shown in
Fig. 7(b). Especially for each category of features, the estima-
tion process will repeat four times. Each time, a different cell
will be considered the target domain, the remaining cells will
be regarded as the source domain, and the output of the RBF
network is cell SOH.

IV. COMPARATIVE ANALYSIS OF SOH ESTIMATION

In this section, the performance of the constructed data
features in battery SOH estimation will first be quantitatively
compared. Then, the robustness of the selected data feature is
further verified under changeable charging protocols.

A. Estimation Example 1: SOH Estimation Based on xLLI

and x IR

As mentioned in Section III-B, xLLI and x IR have strong
correlations with the LLI and the increase of IR during the
degradation of the battery, respectively. The performance of
SOH estimation based on these two categories of features is

TABLE V

PERFORMANCE INDICATORS FOR EACH STUDY BASED ON xLLI

TABLE VI

PERFORMANCE INDICATORS FOR EACH STUDY BASED ON x IR

shown in Tables V and VI. Based on the multiple test, each
estimation study contains four training and test cases, and then,
the estimation results of four cells are obtained.

First, according to the degradation mechanisms analysis,
three kinds of data features related to LLI are constructed,
and the detailed results are shown in Table V. Regarding
average performance metrics, the estimation results for all
three data features are close to each other, with the average
MaxAE lower than 5.00%, which can basically satisfy the
practical requirements. Moreover, among these three studies,
the estimation using xLLI2 exhibits the best performance in the
dimensions of MaxAE and RMSE, followed by the estimation
using xLLI3 and the estimation based on xLLI1 performs the
worst. This implies that the introduction of peak voltage plays
a slightly negative role in health status assessment. From the
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Fig. 8. Battery SOH estimation results based on xLLI2. (a)–(d) Estimation results of Cell No.0, Cell No.10, Cell No.11, and Cell No.21, respectively.

Fig. 9. Battery SOH estimation results based on x IR3. (a)–(d) Estimation results of Cell No.0, Cell No.10, Cell No.11, and Cell No.21, respectively.

estimation of each cell concretely, the performance metrics of
Cell No.11 and Cell No.21 in all three studies are significantly
better than other cells in the same study. Taking the estimations
based on xLLI2 as an example, the estimated values of Cell
No.11 and Cell No.21 have accurately reflected the degrada-
tion trends of cells [as shown in Fig. 8(c) and (d)], and the
MaxAE of these two cases is both within 2.30%. Compared
to this, the estimated values for Cell No.0 and Cell No.10
[as shown in Fig. 8(a) and (b)] deviate relatively much from
reference values, with MaxAE of cell No.0 and Cell No.10
having reached 4.18% and 5.92%, respectively. From a purely
mathematical perspective, the deviation in SOH estimation
may arise from the different mapping relationships between
the training and test data, whereas from the characteristics
of the battery itself, the essence of these differences is the
discrepancies in degradation patterns caused by manufacturing
deviations. However, regarding global stability, the RMSE and
MAE of all cases in this estimation example are less than
2.50%, indicating that the estimation results for all the cells
exhibit good agreement with the reference value during the
whole life cycle.

Second, as mentioned in Section III-B, three kinds of data
features are constructed by features that strongly correlate
with the change of IR, and the relational grades of these
features are higher than others. The quantitative metrics of
these three studies are presented in Table VI. Regarding the
averaged estimation performance, the difference in estimation
accuracy between these three data features is more prominent.
The estimation using x IR3 achieves the best accuracy of the
three in all metrics, especially in the aspect of MaxAE, which
reaches 5.64%, while the studies using x IR1 and x IR2 both
exceed 10.00%. This indicates that not all the features in x IR1

and x IR2 are strongly correlated to SOH, and the combination
of strongly correlated features has a significant positive impact
on battery health estimation. Specific to each cell estimation
case, similar to the xLLI-based SOH estimation studies, due

to the inconsistencies of the degradation pattern caused by
inevitable manufacturing bias, there exist significant differ-
ences in SOH estimation performance between cells. As shown
in Fig. 9(c) and (d), the estimated SOH of Cell No.11 and Cell
No.21 using x IR3 trace the trajectory of referenced SOH more
accurately, and the optimal estimation accuracy happens in
the estimation of Cell No.11, with the RMSE and MAE both
lower than 1%. From the average performance indicator of
each estimation study, the estimations based on xLLI exhibit
better accuracy than that using x IR, and this phenomenon is
more pronounced for Cell No.11 and Cell No.21, implying
that relying exclusively on the results of correlation analysis
for feature selection has certain limitations. Actually, the
magnitude of correlation coefficients does not only depend
on the relevance between the features and the SOH, but the
employed correlation analysis method will also influence it to
some extent. Taking the GRA used in this study as an example,
which assesses the correlations by studying the geometric
proximity between different curves [33], [47]. Thus, the fea-
tures (e.g., dU1 and dU2 and K 1 and K 2), which have similar
decline trends with SOH, are assigned higher relational grades.
Moreover, as shown in Fig. 6, the convergence of features dUi
and K i is significantly weaker than Pi and V i , resulting in
dramatic fluctuations of estimated values based on x IR.

B. Estimation Example 2: SOH Estimation Based on
xAll and xFused

According to the statements in Section III-B, the constructed
data features xAll and xFused contain the features that represent
different degradation modes, and the estimation results are
shown in Figs. 10 and 11.

For the xAll-based SOH estimation study shown in Fig. 10,
which can be conducted using all the features extracted from
the charging curve, it can achieve acceptable precision. During
the whole life cycle of these four cells, Cell No.11 and
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Fig. 10. Battery SOH estimation results based on xAll. (a)–(d) Estimation results of Cell No.0, Cell No.10, Cell No.11, and Cell No.21, respectively.

Fig. 11. Battery SOH estimation results based on xFused. (a)–(d) Estimation results of Cell No.0, Cell No.10, Cell No.11, and Cell No.21, respectively.

TABLE VII

PERFORMANCE INDICATORS FOR EACH STUDY BASED ON xAll AND xFused

Cell No.21 have better estimation performance with MaxAE
both lower than 2.30%. At the same time, the maximum error
appears in the estimation of Cell No.0, with the RMSE and
MAE reaching 2.00% and 1.84%, respectively. In terms of
the average estimation error, the xAll-based estimation result
is comparable with that of xLLI2 in all three indicators, and
both are significantly preferable to the estimation based on x IR.
Furthermore, as shown in Fig. 11, the estimated SOHs based
on xFused for all cells track the trajectories of real SOHs
further precisely. Primarily, the averaged MaxAE, RMSE, and
MAE based on xFused have improved to that using features
representing single degradation mode (the MaxAE is 3.41%,
the RMSE is 1.04%, and the MAE is 0.84%). Although
xFused is constructed with only five features, it has superior
performance compared to xAll, which contains 12 features,
and the enhancements of MaxAE and RMSE exceeded 17.00%
and 13.00%, respectively. The detailed results are summarized
in Table VII. From the discussion of these two estimation
examples, it can be concluded that the input data constructed

by features representing different degradation modes exhibit
excellent performance in SOH assessment. This further indi-
cates that the coupling of multiple degradation mechanisms
generally influences the decline process of the battery. In addi-
tion, according to the comparison of the above estimation
examples, it can be found that not the higher dimensions of
input data, the better the estimation effect. In contrast, taking
the nonstrongly correlated features into the input data might
negatively impact the battery health estimation. Finally, the
estimation study using xFused has achieved optimal accuracy
with fewer features compared to other studies, significantly
reducing computational and storage requirements for onboard
applications.

It should be clarified here that when applying the features
extracted from voltage-related curves to real-world operating
conditions, due to the effect of temperature on the battery
aging rate, these features will fluctuate locally with periodic
temperature changes [48]. However, the correlations between
the features and battery health status will not be significantly
influenced [49]. In other words, when applying these fea-
ture extraction methods to changeable temperature conditions,
we can leverage the powerful nonlinear fitting capabilities of
the machine learning methods and use the temperature and
features as model inputs to accomplish the battery health
prognostics tasks [32].

C. Robustness Verification Under Changeable Multistep
Fast Charging Protocols

Sections IV-A and IV-B has verified the feasibility of
the constructed data features under a specific multistep fast
charging protocol. However, during practical applications, the
current of each charging step will change dynamically with the
real-time load state of the power grid and the charging protec-
tion strategy of BMS. Hence, verifying the robustness of the
constructed data feature in changeable fast charging conditions
is remarkable for subsequent real-world applications.
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Fig. 12. Battery SOH estimation results with different fast charging protocol and training data sizes. (a)–(c) Estimation results of cell No.1 with 20%, 40%,
and 60% training data, respectively. (d)–(f) Estimation results of cell No.3 with 20%, 40%, and 60% training data, respectively.

TABLE VIII
PERFORMANCE INDICATORS FOR CASES WITH DIFFERENT
TRAINING DATA SIZES AND FAST CHARGING PROTOCOLS

In this section, two estimation studies based on different
fast charging protocols are carried out, and both take xFused as
the data feature. In addition, the whole life cycle data of Cell
No.1 and Cell No.3 are selected to reflect the characteristics
of the corresponding fast charging protocol. The training data
size is set to 20%, 40%, and 60%. The estimated results
are shown in Fig. 12, and the MaxAE, MAE, and RMSE
of predicted results are summarized in Table VIII. It can be
seen from Fig. 12 that the expected value has tracked the
decline path of reference value smoothly and satisfactorily.
According to the performance indicators shown in Table VIII,
the MaxAE, MAE, and RMSE of both studies are less than
3.00%, 0.40%, and 0.50%, respectively. Moreover, an evident
situation is found that not the higher the training data size,
the better the estimation accuracy. In contrast, the difference
in estimation accuracy for different training data sizes is
insignificant. Overall, the accuracy of both cells with the
training data size not exceeding 40% is superior to that of
60% training data size. More nearly, the MAE and RMSE of
Cell No.3 with 20% training data size are superior to 40%
training data size. This situation indicates that the data feature
and SOH estimation model developed in this research have
excellent robustness and reliability when facing changeable
fast charging protocols and achieve satisfactory estimation
results even with a small training data size. These capabilities

make it a favorable application prospect for battery health
estimation of new energy vehicles.

V. CONCLUSION

This study systematically evaluates the performance of
different direct features for battery SOH estimation toward
multistep fast charging scenarios. Twelve features are extracted
from the first three fast charging steps of the voltage curve,
and these features are further categorized into four kinds of
data features based on the correlation analysis and the degra-
dation mechanisms strongly related to them. Taking RBFNN
to construct the estimation model, the MaxAE, MAPE, and
RMSE are leveraged to gauge the performance of each data
feature. The verification results indicate that all constructed
data features except x IR have an excellent generalization for
different cells with different degradation paths. The averaged
maximum deviation among the whole life cycle is within
4.50%, which can satisfy many industrial applications that
typically require the error to be around 5.00% [50]. In addition,
the comparison of all estimation studies indicates that xFused,
which is constructed by features representing different degra-
dation modes, has performed optimally on all performance
metrics simultaneously, with the MaxAE, MAE, and RMSE
of 3.41%, 0.84%, and 1.04%, respectively. Furthermore, the
constructed data feature xFused is verified under different charg-
ing protocols. The MAE and RMSE for both charging scenes
are less than 0.4% and 0.5%, respectively, even with only
20% experimental data used for model training. Considering
the same degradation mechanisms among the commonly used
LiBs [51] and the excellent generalization of current change
point-based features [38], the proposed methods are also
suitable for other types of LiBs, which provides remarkable
support for selecting and constructing optimal data features
for battery health estimation in fast charging applications.

In further research, the effects of data sampling situations,
operating environments, and driving behaviors on feature
extraction and model construction will be considered in depth.
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