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A B S T R A C T

The main goal in this research is to train various machine learning models to predict charging cycles in EV 
Electric Vehicles) battery systems. The considered models are gradient boosting, random forests, decision trees, 
and linear regression. Each of these was assessed based on its R-squared score, which is an important statistical 
measure in indicating the variance proportion yielded by the model. In contrast, the Random Forest model 
significantly improved, with an R-squared value of 0.83, thereby doing an excellent job in capturing nuances of 
the data. Only surpassed by the Gradient Boosting model at an astonishing R-squared score of 0.87, it is this 
excellent score that underlines its capability to predict the outcome quite accurately by modeling complex in-
terrelations. In other words, gradient boosting outran the rest and provided the most robust results concerning 
drivers of students’ performance. It also underlines how important choosing a good model is in educational 
analytics in order to increase the accuracy of the predictions. The use of these models in the proposed EV Battery 
Charging Cycle Predictor App results in accurate predictions to aid schedule maintenance and energy-related 
decisions. This research brings light to the future of advanced machine learning methods in enhancing the 
battery efficiencies of EVs and the development of electric mobility technologies. It is possible that the future 
work will imply the additional inclusion of real data and the integration of the application to general energy 
systems.

1. Introduction

The use of electric vehicles (EVs) as a technologically advanced and 
economically feasible means of lowering greenhouse gas emissions is 
growing. EVs are silent, simple to run, and do not require the fuel that 
conventional cars do [1]. The world’s transition to more environmen-
tally friendly methods of living has sparked a revolution in trans-
portation, and one of the main principles of this new paradigm is the 
electrification of automobiles. Since they solve the problem of mobility 
in everyday routines, automobiles have made a significant contribution 
to the development of modern civilization. They are essential for per-
sonal expression as well as for transportation, and they serve as a link 
that unites people in a dispersed globe [2]. To minimize greenhouse gas 

emissions and air pollution, maximize the use of natural energy re-
sources, and safeguard the environment, electric vehicles (EVs) were 
developed as a substitute for gasoline and diesel vehicles. For electric 
vehicles (EVs), using power produced from renewable energy sources 
like wind, water, and sunlight can be one of the most effective ways to 
lower emissions and combat climate change [3]. The need for infra-
structure in rural areas grows. Given that they typically travel greater 
distances than urban drivers, rural drivers encounter particular diffi-
culties with regard to the location and accessibility of charging stations. 
There is an increasing need for the few public fast charging facilities that 
are available in rural infrastructure [4]. With their environmentally 
friendly propulsion systems, electric vehicles (EVs) have become 
incredibly popular as important contributors to a more sustainable and 
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greener future. The optimization of battery technologies is at the heart of 
this shift, and efficient charging cycle management stands out as a 
crucial component for guaranteeing the longevity and performance of 
EVs [5,6]. When compared to traditional diesel, hybrid, electric, and 
alternative fuels, they can frequently lower the energy and emissions 
from transit bus operations [7]. For battery technology, estimating 
metrics like state-of-charge (SOC) and charging cycles is an essential job 
for the battery management system (BMS) [8]. This work explores the 
relationship between advanced technology and sustainable mobility by 
using machine learning to predict electric vehicle charging cycles in 
real-time. This study aims to improve EVs’ efficiency and significantly 
contribute to the larger conversation on sustainable transportation by 
utilizing predictive modeling. The research’s conclusions provide valu-
able information for developing useful tools, such as an intuitive TKinter 
GUI application that can be used to give stakeholders in the electric 
mobility space valuable data. By investigating cutting-edge machine 
learning techniques, this research seeks to open the door to a future in 
which sustainable mobility is a concrete reality rather than merely an 
ideal. Fig. 1 illustrates EV technology.

1.1. Literature review

In order to improve battery electric vehicle (BEV) performance and 
preserve market competitiveness, research and development (R&D) has 
become increasingly important. For numerical simulations, MATLAB is 
frequently used as a tool to analyze and improve overall BEV perfor-
mance. An overview of future technology developments and market 
consequences for impending small BEVs, internal combustion engine 
cars (ICEVs), fuel cell electric vehicles (FCEVs), and hybrid electric ve-
hicles (HEVs) is given in this paper. The analysis includes cost analysis 
until 2050, market projections, techno-economics of BEVs, and a com-
parison of important BEV attributes with those of other car classes. In 
addition, a well-to-wheel comparison of BEVs, HEVs, FCEVs, and ICE 
cars is investigated [1]. The authors of this book chapter thoroughly 
examine the most recent methods and algorithms that aim to effectively 
manage the energy used for EV charging and discharging based on 
Machine-Learning (ML) techniques. They also note the main differences 
and similarities among the suggested approaches. This made it possible 
for them to draw some insightful conclusions and to pinpoint a number 
of benefits, drawbacks, and issues that come with using these ML-based 
EV energy management techniques. These issues should be resolved in 
order to encourage the development of a more effective and affordable 
power grid [2]. The introduction of electric vehicles (EVs) as a 
replacement for gasoline and diesel vehicles has been implemented to 
minimize greenhouse gas emissions, maximize the utilization of fossil 
fuels, and safeguard the environment. Forecasting EV sales is critical for 
all parties involved, including automakers, legislators, and fuel 

suppliers. The quality of the prediction model is highly dependent on the 
data used in the modeling process. To obtain the necessary data, mul-
tiple web crawlers were employed in addition to this data. Long 
short-term memory (LSTM) and convolutional LSTM (ConvLSTM) 
models were used to forecast car sales. The hybrid model known as 
"Hybrid LSTM with two-dimensional Attention and Residual network" 
has been proposed as a way to improve LSTM performance [3]. But even 
with the remarkable advancements in nanosatellite technology, there is 
still a research gap that has to be filled. Even though the body of current 
literature is rich in accomplishments and possible uses, more in-depth 
research is still needed to fully address some problems and unrealized 
promise in this rapidly evolving field. This research gap highlights the 
ongoing need for comprehensive studies that could advance nano-
satellite technology and its revolutionary effects on space exploration 
and technology. Future trends in the development of the space sector as 
well as the impacts of artificial intelligence are also included in this 
study. The study as a whole address the functions of nanosatellites in 
space development and connects them to the function of AI in this field. 
An On-Board Diagnostics (OBD) device attached to the driver’s vehicle 
provided the real-world driving cycle (RDC) data used in this study. Our 
study’s findings demonstrated that the suggested machine learning 
strategy could predict the state of charge (SOC) of lithium-ion batteries 
with an average accuracy of 95 %. Notwithstanding the significant 
fluctuations in the RDC data and the existence of noise in the mea-
surements, this high degree of accuracy was attained. With an average 
error of less than 2 %, the suggested machine learning technique was 
also able to predict the EVs’ Remaining Driving Range (RDR) using the 
anticipated SOC values [4]. In order to extract the most dependable 
features—namely, the EIS impedances that have a strong correlation 
with SOC—from EIS measurements, a feature sensitivity analysis of the 
data is first performed. The selected features are then fed into the 
models. The models are intended to create a mapping relationship be-
tween the chosen features and the SOC and to train the input features. 
The findings show that the GPR model’s error was determined to be less 
than 3.8 %. With the use of onboard EIS measurements, this technique 
can be practically integrated into the battery management system to 
provide precise SOC measurements for Li-ion batteries and guarantee 
the correct and effective operation of electric vehicles that run on bat-
teries [5]. This assessment covers LIB’s operation, effectiveness, and 
shortcomings. It gives a general overview of LIB with a focus on the 
variables that influence their performance and the variables that lead to 
failures. Lastly, possible lithium battery substitutes for electric vehicles 
are assessed. The difficulties with these upcoming batteries are also 
covered. In this study, authors examine research on general issues, 
future battery technologies, and batteries utilized in electric vehicles. 
Approaches pertaining to these subjects are contrasted in terms of their 
benefits, drawbacks, and qualitative elements [9]. The current work 

Fig. 1. EV and recharging system.
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compares three machine learning algorithms in an effort to identify the 
best method for estimating the SOC necessary for electric vehicles. The 
ML model is trained using Agartala city’s current car traffic. The findings 
demonstrate that CG-SVM performs better than the other two ML ap-
proaches in terms of performance metrics, including MSE, MAE, 
R-squared value, and RMSE also seen, when compared to bagged tree 
regressor and boosted tree regressor. CG-SVM predicts more quickly and 
requires less training time. thus proving that CG-SVM is a suitable ma-
chine learning technique for predicting the necessary SOC of EVs [10]. 
The authors of this research suggest employing widely used machine 
learning methods, such as random forest, SVM, XGBoost, and deep 
neural networks, to forecast the length of an EV session and its energy 
use by combining past charging data with weather, traffic, and event 
data. With SMAPE scores of 9.9 % and 11.6 % for session duration and 
energy usage, respectively, an ensemble learning model has the stron-
gest predictive performance, outperforming previous studies in the 
literature. The authors show a notable improvement in both predictions 
when compared to earlier research on the same dataset, and we 
emphasize the significance of traffic and weather data for charging 
behavior predictions [11]. The electricity required in EV charging sta-
tions (EVCS) can be predicted by the machine learning algorithms. 
Machine learning (ML) has been used because of its capacity to use past 
data to learn and spot trends for future decision-making with little to no 
user participation. Decision Tree (DT), Random Forest (RF), Support 
Vector Machine (SVM), Naïve Bayes (NB), K-Nearest Neighbors (KNN), 
Deep Neural Networks (DNN), and Long Short-Term Memory (LSTM) 
are the machine learning models employed in this article. Compared to 
traditional optimization methods like quadratic programming, the usage 
of ML offers a simpler way to coordinate EVs, and it can be applied more 
quickly because it uses less processing resources. With a 95 % accuracy 
rate, LSTM outperformed other models in forecasting the ideal power 
rating (PR) for EVCS, with RF, DT, DNN, SVM, KNN, and NB following 
closely behind. Furthermore, with an error rate of ±0.7 %, LSTM was 
the model with the lowest error rate, ahead of RF, DT, KNN, SVM, DNN, 
and NB. With ML’s increased speed and simplicity, the results from the 
LSTM model were comparable to those from earlier research that used 
quadratic programming [12]. The authors provide a sensitivity analysis 
for a mechanical model used to evaluate the energy requirement of 
battery-electric cars. This model is widely used in the literature, how-
ever its parameters are typically selected carelessly, resulting in erro-
neous energy demand predictions. They provide a unique parameter 
priority strategy and quantify its influence on the accuracy of energy 
demand estimates, allowing for better decision making throughout the 
model parameter selection phase. They also identify a subset of pa-
rameters that must be established in order to attain the necessary esti-
mation accuracy [13]. This study makes use of a dataset obtained from 
the Hawaii Natural Energy Institute, which includes 14 unique batteries 
that were exposed to over 1000 cycles under controlled settings. A 
multi-step technique is used, beginning with data collection and pre-
processing and continuing with feature selection and outlier reduction. 
The RUL prediction model uses machine learning models such as 
XGBoost, BaggingRegressor, LightGBM, CatBoost, and Extra-
TreesRegressor. Feature importance analysis helps to find essential 
characteristics that affect battery health and longevity. Statistical as-
sessments demonstrate no missing or duplicate data, and removing 
outliers increases model accuracy. Notably, XGBoost emerged as the 
most successful algorithm, producing almost flawless predictions. This 
study emphasizes the importance of RUL prediction for improving bat-
tery lifetime management, particularly in applications like as electric 
cars, by assuring optimal resource usage, cost efficiency, and environ-
mental sustainability [14]. Machine learning processes are distinguished 
by temporal change and are crucial for channel modeling in vehicle 
network situations. This study intends to give theoretical underpinnings 
for machine learning, as well as leading models and methods for 
addressing the problems of IoV applications. This research conducted a 
comprehensive evaluation with analytical modeling for offloading 

mobile edge-computing choices using machine learning and Deep 
Reinforcement Learning (DRL) techniques for the Internet of Vehicles 
(IoV). The article assumes a Secure IoV edge-computing offloading ar-
chitecture with diverse data processing and traffic flow. The proposed 
analytical model uses the Markov decision process (MDP) and machine 
learning (ML) to offload the decision process of various task flows in the 
IoV network control cycle [15]. The discharge voltage curves’ changes 
at different temperatures and C rates are shown by this analysis. Analysis 
is done on changes in voltage, internal resistance, and SOC at different 
temperatures and C rates. This opens the door for data-driven ap-
proaches to get a SOC estimate that is more accurate. The results of this 
study indicate that when the C rate of charging is lower, the energy 
storage capacity increases and when the C rate of discharging is lower, 
more energy can be delivered. The results of this investigation show that 
for SoC values less than 90 %, the battery drain is linear. By employing 
this method, the SoC estimation error is reduced to 0.835 % [8]. This 
research offers a thorough analysis of the commercial lithium ion bat-
tery for electric vehicle’s thermal runaway process. The abusive cir-
cumstances that can result in thermal runaway have been compiled in 
order to learn from common incidents. The three types of abuse condi-
tions are thermal, electrical, and mechanical. Across all misuse cir-
cumstances, internal short circuit is the most prevalent characteristic. 
The thermal runaway is caused by a chain reaction process that causes 
the battery’s component materials to decompose one after the other. To 
understand the mechanics of the chain reactions during thermal 
runaway, a unique energy release diagram is suggested, which is capable 
of quantifying the reaction kinetics for all the elements that make up the 
battery [16]. According to this study, the most important factor in 
assessing whether or not WV vehicles are feasible is the battery life of 
EVs. One technique for determining the state of the EV battery is in-
cremental capacity analysis (ICA). The SOH test using ICA demonstrates 
that cell capacity can be increased with an RMSE of 2 %, meaning that 
commercial EVs can make use of it [17]. In order to improve the effi-
ciency of the modeling process, this study makes use of multi-objective 
metaheuristic models such as the Ant Lion Optimizer, Keshtel Algo-
rithm, and Keshtel and Social Engineering Optimizer, which have been 
applied to non-permutation flow-shop scheduling problems [18]. The 
model’s complexity is addressed by implementing an accelerated 
Benders decomposition (ABD) algorithm to determine the best course of 
action. In addition, the bi-objective nature of the model is addressed by 
the implementation of three multi-objective optimization solution ap-
proaches: fuzzy multi-objective programming (FMOP), augmented 
ε-constraint (AEC), and weighted sum method (WSM). Subsequently, an 
actual case study in Iran is examined to determine whether the sug-
gested methodology is applicable. Based on numerical results, CPU time 
is reduced by approximately 10.8 % using the ABD approach [19]. The 
change in equity and the blockchain network’s pleasure are maximized 
in order to optimize this supply chain. To optimize the suggested 
mathematical model, GAMS software is utilized in an exact solution 
method. Based on the study and implementation of this proposed 
framework, BCSC was able to attain the optimal value for its financial 
indices, specifically the change in equity, by building a product portfolio 
based on a robust model. This newly proposed framework shows a 1.5 % 
reduction in lost revenue and an average inaccuracy of 0.33 % when 
compared to the integrated portfolio-supply chain model [20]. This 
article proposes a three-objective Harris Hawks Optimizer (HHO) 
scheduling algorithm that improve reliability, decrease makespan time, 
and use less energy. Additionally, energy consumption has been 
decreased by the use of dynamic voltage frequency scaling (DVFS), 
which lowers CPU frequency. After that, HHO is contrasted with other 
algorithms, including Particle Swarm Optimization (PSO), Firefly 
method (FA), and Whale Optimization Algorithm (WOA), and the sug-
gested method performs better on experimental data. The suggested 
approach has produced results with an average makespan of 272.5 s, 
energy usage of 14.95 KJ, and reliability of 83 % [21]. The suggested 
mathematical model takes into account the fuzzy uncertainty of organ 
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demands and transit time to maximize the overall cost. Furthermore, in 
order to address the uncertainty in the optimization of this mathematical 
model, a unique simulation-based optimization is implemented using 
the credibility theory. Also, a variety of test issues are used to assess the 
suggested model and solution technique. The numerical results show 
that in all studied scenarios, the ideal credibility level lies in the range of 
0.2–0.6. Furthermore, in the planned organ supply chain, the patient 
satisfaction rate is higher than the viability rate [22].

A clear research gap exists at the intersection of battery electric 
vehicle (BEV) technology, energy management applications of machine 
learning (ML), and electric vehicle (EV) sales forecasting, despite the 
fact that these topics are well covered in the literature. The current 
research offers insightful information about the market ramifications, 
energy management with machine learning, and the techno-economic 
features of BEVs. But there hasn’t been much research done on a 
comprehensive strategy that combines machine learning (ML)-based 
energy management with BEV forecasting models to solve practical is-
sues like improving overall sustainability, forecasting sales, and maxi-
mizing BEV performance. Additionally, the research gap in the use of ML 
techniques for charging cycles estimation is addressed by our suggested 
methodology we hope to improve SOC predictions and incorporate this 
data into a workable battery management system. This methodology 
guarantees the accurate and efficient functioning of BEVs, thereby 
advancing the establishment of a more dependable and sustainable 
electric mobility environment.

To close this research gap, we propose an approach that focuses on 
the synergistic integration of machine learning techniques for energy 
management with advanced forecasting models for predicting EV bat-
tery charging phenomenon. Our approach leverages machine learning 
(ML) insights to provide a complete framework that effectively manages 
the energy consumed for EV charging and discharging, building on the 
foundation laid by previous research. Our approach also goes beyond 
discrete components by offering a unified framework that combines 
forecasting models, machine learning-based energy management, and 
market dynamics. A number of machine learning (ML)-based energy 
management strategies were found in the literature research; these will 

be incorporated into our conceptual framework to produce a compre-
hensive forecasting model that can anticipate charging cycles.

2. Methodology

2.1. Data description

Forecasting battery charging cycles has important implications for 
electric cars’ long-term viability, affordability, and driving experience. 
Our utilization of machine learning techniques to accurately forecast 
charging cycles makes our contribution to the continuous advancement 
of electric mobility toward a future of transportation that is more 
environmentally conscious and resilient possible. Fig. 2 shows the EV 
vehicles advancement and needs. Each of the 100,000 rows in the arti-
ficial dataset inspired by Mendely publication [23] used for this study 
represents a distinct electric vehicle charging cycle scenario and is 
developed with a relationship maintaining with the various feature 
parameters. The artificial dataset portion data is tabulated in Table 1.

The dataset involved in modelling is crucial to understanding the 
models’ performance. The features involved in the modelling process are 
explained below. Fig. 3 shows the histogram distribution of the applied 
dataset.

2.1.1. Temperature
A continuous variable that shows the temperature of the surrounding 

air while the battery is charging. Temperature ranges of 15 to 35 degrees 
Celsius are used to simulate various climate conditions.

2.1.2. Initial state of health (Initial SoH)
The battery’s initial condition at the start of the charging cycle is 

known as the Initial State of Health, or Initial SoH. The continuous 
variable has a range of 0.8 to 1.0, with 1.0 denoting a fully functional 
battery.

2.1.3. Final state of health (Final SoH)
The estimated health at the conclusion of the charging cycle, taking 

Fig. 2. Histogram of charging cycles.
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into account the effects of temperature and charging habits.

2.1.4. Initial state of charge (Initial SOC)
This represents the battery’s initial charge level at the start of the 

charging cycle, which can be anywhere between 0.2 and 0.8.

2.1.5. Final state of charge (Final SOC)
The estimated state of charge after the charging cycle, taking pat-

terns of charging and discharging into consideration.

2.1.6. Charging cycles
The target variable representing the number of charging cycles 

experienced by the electric vehicle’s battery. This is the parameter the 
machine learning model aims to predict.

2.1.7. Splitting the dataset
In this section, the data was prepared for training and testing. It 

separated the synthetic dataset into training and testing sets after first 
dividing it into features (X) and the target variable (y) using the 
train_test_split function.

The histogram is shows the charging cycles variation through a 
histogram representations. Predicting battery charging cycles is the 
main goal of this study. A significant factor in determining the lifespan 
and general operational efficiency of an electric vehicle is its charging 
cycle, which is commonly defined as the number of times a battery can 
be charged and discharged before reaching the end of its useful life. For 
the management of electric vehicle batteries to be optimized, it is 
essential to comprehend and predict these charging cycles with accu-
racy. The block diagram representation is shown in Fig. 3.

2.2. Proposed models

Regression [24] is a statistical approach for modeling the connection 
between a dependent variable and one or more independent variables. It 
is often used in predictive modeling assignments when the aim is to 
forecast continuous numerical data. In regression analysis, the goal is to 
determine the best-fitting line or curve that explains the connection 
between the independent and dependent variables. This relationship is 
frequently represented by a mathematical function, such as a linear 
equation, which may be used to forecast the dependent variable, given 
new values for the independent variables [25].

2.2.1. Random forest regression
Random Forest Regression is a machine learning approach that ap-

plies the ideas of regression to ensemble learning. Ensemble learning 
entails integrating many models to enhance prediction accuracy. 
Random Forest Regression creates a collection of decision trees during 
training. Each decision tree is built from a portion of the training data 
and a random collection of features. The randomness introduced in the 
selection of both data and features contributes to the decorrelation of 
individual trees and fosters ensemble diversity [24]. This is also the case 
with the random forest classifier, which performs best with a larger 
number of trees [26]. The architecture of random forest model is shown 
in Fig. 4.

2.2.2. Support vector machine (SVM)
SVM for regression tasks, the supervised learning algorithm regres-

sion is employed. The method finds the hyperplane that maximizes the 
margin between the nearest data point (support vectors) and the hy-
perplane that best fits the data points. The goal of SVM regression is to 
reduce prediction error while preserving strong generalization capacity. 
It works well in situations when there are more dimensions than samples 
and in high-dimensional settings.

2.2.3. Categorical bossting (CatBoost)
A gradient-boosting technique called CatBoost Regression was 

created especially to deal with categorical characteristics in datasets. 
The acronym for this is "categorical boosting." CatBoost sequentially 
constructs an ensemble of decision trees and adds more trees to gradu-
ally minimize the target function. It eliminates the requirement for 
preprocessing by automatically handling categorical features. When 
comparing CatBoost to other gradient boosting techniques, less hyper-
parameter tweaking is frequently needed.

2.2.4. Gated recurrent unit (GRU)
Though they use gating techniques to regulate information flow 

Table 1 
Dataset overview.

Charging_Cycles Temperature Initial_SoH Final_SoH Initial_SoC Final_SoC

39 31.471 0.8555 0.873 0.576 0.413
29 29.692 0.894 0.901 0.436 0.294
15 20.594 0.855 0.856 0.644 0.552
43 34.824 0.893 0.875 0.674 0.546
8 24.810 0.874 0.891 0.575 0.432

Fig. 3. Proposed Method architecture.
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within the network, GRUs resemble conventional RNNs in other ways. 
These gating mechanisms may help GRUs identify long-term de-
pendencies in sequential data more successfully by selectively updating 
and resetting their hidden state in response to the input data. The 
hyperparameter details of all the algorithms are presented in Table 1.

During prediction, the output of each decision tree is combined, 
usually by average, to give the final forecast. This ensemble strategy 
produces more robust and accurate predictions than a single decision 
tree because it decreases overfitting and variation in the model. Random 
Forest Regression is widely utilized in a variety of fields, including 
banking, healthcare, and ecology, because to its adaptability, scalability, 
and capacity to handle complicated datasets with high-dimensional 
feature spaces.

2.3. Performance metrics

The script evaluated the model’s performance, generated predictions 
on the test set, and reported evaluation results using metrics such as R- 
squared (R2) and root mean squared error (RMSE). In the end, the script 
reported the input attributes and the expected mileage after estimating 
the mileage for a new input using the trained model. The mean absolute 
error (MAE) is the average absolute difference between actual and 
anticipated values, and it provides a clear indicator of the model’s 
average prediction error in the same units as the target variable. The 
mean squared error (MSE) is calculated by averaging the squared dis-
parities between actual and anticipated values, offering a measure that 
penalizes greater mistakes more strongly, making it sensitive to outliers. 
Finally, the root mean squared error (RMSE) is the square root of the 
MSE, making it a more understandable measure of model performance 
in the same units as the target variable. The RMSE is important for 
determining the average size of mistakes, and the indicated component 
aids in comprehending the metric’s underlying computation. 

R2 =

∑n

a=1
(xa − xm)

2
−

∑n

a=1
(xa − ya)

2

∑n

a=1
(xa − xm)

2
(1) 

MSE =
1
n
∑n

a=1
(xa − ya)

2 (2) 

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n
∑n

a=1
(xa − ya)

2
√

(3) 

Where, xa, ya, and xm refer to the observed, measured, and average 
values for each n observation respectively.

2.4. Stratified cross validation

It is crucial to understand the classifier’s performance in a real-world 
application. One of the most popular techniques in the literature for 
validating performance is the so-called k-fold cross-validation. This 
method’s primary idea is to randomly divide the items into k groups. 
However, the validation may be weakened by the data shift issue . We 
can obtain a more robust validation, if we randomly select from the 
majority and minority classes in accordance with the original distribu-
tion since the partitions’ (folds’) distributions will resemble the original 
distribution. This technique is known as stratified cross-validation [27]. 
The script used in this program model was used in Google Collab’s 
compiler which generated the following results: the datasets overview is 
shown in Table 2 .

2.5. Tkinter-based application GUI development

The default Python GUI (Graphical User Interface) package is called 

Fig. 4. Random Forest Architecture.

Table 2 
Details of all hyperparameters.

Models Hyperparameters settings

SVM Kernel =’rbf’,c = 100, gamma=0.1,epsilon =0.1
RF N_estimator =100, depth=8
CatBoost Iterations =1000,Learning rate =0.1, depth=6,loss function=MSE, 

Verbose =100
GRU Gru units=50,optimizer=’adam’,loss function =MSE, epoch= 100, batch 

size = 32
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Tkinter. It offers a quick and simple method for developing window- 
based apps, enabling programmers to design windows, buttons, text 
fields, labels, and other elements required for user interaction. This 
interface application allows users to make real time prediction on 
charging cycles, and the integrated model is deployed with the appli-
cation to give charging cycles values using other parameters.

3. Results and discussions

3.1. Results of the developed model

Fig. 5 shows the model score comparison plot. The MSE of 0.0587 
shows little difference between the actual and anticipated charging cy-
cles. This implies that the model is effective because its predictions agree 
reasonably well with the observed values. The R-squared (R2) as the 
model’s outstanding capacity to explain the variance in the charging 
cycle data is demonstrated by its R-squared value of 0.9997. The model 
captures nearly every variation in the dataset, proving its accuracy. 
Fig. 6 shows the result scores for various utilized models.

The Random Forest Regression [24,25] model’s outstanding per-
formance has encouraging ramifications for sustainable mobility. Pre-
cise forecasts of charging cycles provide the necessary foresight for 
proactive maintenance, energy conservation, and improving the user 
experience for all parties involved in the ecosystem of electric vehicles.

Because it can prolong battery life, the model’s accuracy in pre-
dicting charging cycles is especially noteworthy. Proactive maintenance 
strategies that are based on precise forecasts can help reduce the envi-
ronmental impact of battery replacement, which is in line with sus-
tainability’s main objectives.

Additionally, the robustness of the model in capturing the complex 
relationships between different features and charging cycles is indicated 
by its high R-squared value, which also demonstrates the model’s 
explanatory power. This lays the groundwork for additional study and 
practical uses of the model, which could be used to improve electric 

vehicle charging plans.
A graph of actual charging cycles versus anticipated charging cycles 

is displayed in the Fig. 6. The expected number of charging cycles is 
displayed on the x-axis, while the actual number is displayed on the y- 
axis. The ideal prediction is represented by the blue line, where the 
number of charging cycles that actually occur and the number that is 
anticipated coincide. The red line indicates the real number of charging 
cycles. Table 3 shows the random forest results in both training and 
testing sets

The model-depicted results are shown in Table 3. And the best results 
were obtained with the same model we developed. Since the data points 
are grouped around the blue line, the predictions are most of the time 
correct. Some data points, though, fall outside or above the line. This 
indicates that, compared to expectations, some batteries have cycled 
more or less. It also depicts two vertical lines in the figure. The 
maximum anticipated number of charging cycles is displayed on the 
right line, while the minimum predicted number is displayed on the left. 
Since every data point falls inside these lines, every battery cycle has 
occurred within the expected range. The battery life cycle and remaining 
useful life can be calculated in the future, as done in [14,28,29] with 
regression algorithms [24,25], and our work on a new dataset has been 
successful in making predictions on charging cycles of batteries.

The figure indicates that, overall, the estimations of the number of 
charging cycles are accurate. Some batteries have cycled more or fewer 
times than anticipated, and there is some variation from the predictions. 
The details of all other models are tabulated in Table 4.

3.2. Models results comparison and application development

The Table 4. simplifies comparing the performance of each regressor 
by offering a succinct summary of their measurements. Table 5 shows 
the details of cross validated scores across 10 folds.

Our results, which were carefully examined using stratified cross- 
validation [27], highlight the created model’s resilience and 

Fig. 5. Accuracy comparison bar diagram for models.

B. Paneru et al.                                                                                                                                                                                                                                  Systems and Soft Computing 6 (2024) 200157 

7 



dependability. The model was remarkably consistent across folds, as 
evidenced by its remarkable mean R-squared value of 0.99997 and small 
standard deviation of ±0.0001. The impressive standard deviation of 
±9.59706e-06 using this dataset further supports the model’s accuracy 
in forecasting charging cycles. These striking outcomes demonstrate the 
potential of incorporating state-of-the-art machine learning methods 
into real-world applications and validating our method’s effectiveness.

The ratings above demonstrate the ability of the models to predict 
charging cycles for electric vehicle (EV) charging cycles, indicating their 
effectiveness in predicting charging behavior. Concerning both training 
and testing datasets, the Random Forest Regression model demonstrated 
remarkable predictive accuracy as demonstrated by its low mean 
squared error (MSE) and high R2 values. This shows that the model 
generalizes well to new instances and captures the underlying patterns 
in the data accurately. Similar to this, though with different perfor-
mance criteria, the CatBoost, SVM, and GRU regressions all showed 
good prediction ability. These results highlight how well machine 
learning models can anticipate EV charging cycles, providing insightful 
information that can be used to improve energy efficiency, optimize 
battery management tactics, and guarantee the dependability of electric 
cars.

During testing, the EV Battery Charging Cycle Predictor App showed 
strong predictive capabilities. Based on user-provided input parameters, 
the application consistently predicted the number of charging cycles an 
electric vehicle battery would undergo. The mean squared error (MSE) 
and R-squared values acquired during the model training phase were 
used to assess the prediction accuracy.

The GUI User Interface (UI) is shown in Fig. 7 which is integrated 
with random forest trained model with ‘.pkl’, extension. The applica-
tion’s capacity to accurately predict charging cycles is in line with the 
goals of maximizing battery efficiency, minimizing environmental ef-
fects, and improving the sustainability of electric vehicles as a whole. 
Fig. 7 shows the GUI interface for the visualization of charging cycles of 
EVs. By interacting with the application, users can obtain important 
knowledge about the anticipated life of their EV batteries, which helps 
them make well-informed decisions about long-term planning, mainte-
nance, and charging techniques [2].

The findings highlight the usefulness of machine learning models 

Fig. 6. Actual vs predicted charging cycles plot.

Table 3 
Random forests model prediction results.

Metric Value

Training Metrics 
RMSE 0.0963
MSE 0.00927
R2 Score 0.9999
Testing Metrics 
RMSE 0.2412
MSE 0.0581
R2 Score 0.9997

Table 4 
Results obtained from other Regressor models.

Regressor Training 
MSE

Testing 
MSE

Training R2 

Score
Testing R2 

Score

CatBoost 
Regressor

0.0313 0.0377 0.9998 0.9998

SVM Regressor 0.0020 0.0020 0.99999 0.99999
GRU Regressor 0.0000327 0.0000329 0.999999 0.9999998

Table 5 
Different fold accuracies after stratified cross-validation for random forest.

Testing folds R2 error

Testing Score 1 0.99971
Testing Score 2 0.9997
Testing Score 3 0.99972
Testing Score 4 0.99972
Testing Score 5 0.99971
Testing Score 6 0.999720
Testing Score 7 0.99973
Testing Score 8 0.99971
Testing Score 9 0.99973
Testing Score 10 0.99972
Mean of Testing Scores 0.99972
Standard Deviation of Testing Scores 9.5970 e-06
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incorporated into intuitive applications, which makes predictive ana-
lytics more accessible in the context of electric car technology [30,31]. 
The promising results motivate additional research into analogous ap-
plications for various electric vehicle platforms as well as the incorpo-
ration of real-world data to improve prediction precision. The random 
forest regression algorithm’s feasibility for such a model’s development 
can be verified with the help of such regression tasks [24].

The EV Battery Charging Cycle Predictor App is an example of how 
research findings are translated into useful tools that connect cutting- 
edge machine learning methods with electric vehicle end users [15]. 
The effective execution of this application creates opportunities for 
further advancements, such as the improvement of predictive models, 
the enlargement of input features, and the integration into more 
comprehensive electric vehicle management systems [2]. The compar-
ison of this research work with previous work is tabulated in Table 6.

In reference to previous studies, our study achieved higher accu-
racies and error metrics rating when predicting battery charging cycles 
across multiple popular models. For example, the research by [32], 
compared to the maximum R2 of 0.97 and 1.27 MAE of Kernelized SVR 
for predicting the driving range and state of charge, we reached a R2 of 
0.9999 with much lower MSE of 0.00003. Upon reviewing prior 
research, we found that our work had greater accuracies and error 
metrics assessment when predicting battery charging cycles across 
numerous frequently used models. The work by [32] at increasing pre-
diction of performance and wellbeing, reached a maximum R2 of 0.97 
and 1.27 MAE of Kernelized SVR for predicting driving range and state 
of charge, while we achieved an encouraging R2 of 0.9999 with much 
lower MSE of 0.00003. Besides, in [35], the lowest values of RMSE for 

the models developed by using Federated Learning and ANN were equal 
to 0. 7073 and MAE of 0. 6243 to predict the state of health, although 
our model demonstrated a considerably higher performance than the 
former. Models applied by [36] including Linear Regression and Extra 
Trees yielded an R2 of 0. 99 and MSE of 0.The forecasting accuracy of 
MG machines is quite promising and it signifies that the strength of this 
technique is matching extremely well with the prediction strength of the 
algorithm which is still lower in comparison to the finding of the present 
study but the business is been reported a high performer. Finally, the 
paper [37] that integrated the identification of the most important 
features using SVM-RFE and the prediction model based on the dDCRNN 
led to the RMSE of 0. 014 and MAE of 0. 011 for state of health pre-
diction, our proposed model was able to yield a considerably lower error 
and better accuracy of the predictions. These comparisons emphasise on 
the benefits of the research approach involving SVM, CatBoost and GRU 
for the prediction of battery charging cycles.

3.3. Future scopes

Numerous new directions for future study are opened up by the 
creation of machine learning models for predicting the charging cycles 
of electric vehicle (EV) batteries. Integrating real-world data is one 
important area that would improve the generalizability and accuracy of 
the model. Though the use of an artificial dataset inspired by a publi-
cation doesn’t ensure reliability, this paves a path for real-time inte-
gration and performance checking of battery management and charging 
systems. The real-time data acquisition is needed for creating a more 
reliable dataset. Also, predicting only a single parameter isn’t the best 
approach for solving numerous issues related to battery management 
and charging systems [38]. Through integration of data from many 
electric vehicle platforms and varied environmental circumstances, the 
models may be adjusted to better accurately represent battery behav-
iors. Adding new features, such as charging routines, car usage patterns, 
and battery chemistry, could be a viable next step in order to gain a 
better knowledge of how batteries degrade. Moreover, integrating these 

Fig. 7. EV charging cycles predictor application GUI.

Table 6 
Comparison with previous works.

S. 
N

References Models employed Predictor 
variables

Results

1 [32] Kernelized SVR State of 
charge and 
driving 
range

The maximum R2 and 
lowest MAE exhibited 
are 0.97 and 1.27 
respectively

2 [33] Random forest and 
Extreme learning 
machine (ELM)

State of 
charge (%)

RMSE =5.90 (RF) and 
6.31 (ELM), MAE =
4.43 (RF),5.11(ELM)

3 [34] Bidirectional GRU 
with attention layers

State of 
charge (%)

Accuracy of 77.15 %

4 [35] ANN,LSTM State of 
health

Best results by 
Federate learning and 
ANN. ANN (RMSE 
=0.733, 
MAE=0.49284) FL- 
ANN (RMSE =0.7073, 
MAE=0.6243)

5 [36] Linear regression 
(LR), Extra trees (ET), 
Boosting method (BR)

State of 
health

R2 of 0.99 and MSE of 
0.03

6 [37] Support Vector 
Machine-Recursive 
Feature Elimination 
(SVM-RFE), Diffusion 
Convolutional 
Recurrent Neural 
Network dDCRNN) 
(dDCRNN+SVM-RFE

State of 
health

Best model RMSE =
0.014, MAE =0.011, 
MAPE =0.32

7 Current 
study

SVM, CatBoost, GRU Charging 
cycles

Testing results of MSE 
= 0.00003 and R2 =

0.9999
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predictive models into more extensive energy management systems may 
make it easier to optimize energy allocation and charging in-
frastructures, which would ultimately increase the sustainability of 
electric car operations. The model can be expanded with more rigorous 
validation techniques, and an application on a mobile app version can be 
developed with IoT (Internet of Things)-based data acquisition for pre-
dicting parameters related to vehicle charging.

Furthermore, the approach can be applied not only to electric vehi-
cles but also to other areas where battery life prediction is equally 
important, including grid energy storage. Energy ecosystems could be 
completely transformed by combining these models with other cutting- 
edge machine learning methods, such as deep reinforcement learning or 
blockchain technology [20] for safe, decentralized battery data man-
agement. The creation of more user-friendly programs with integrated 
predictive models, which assist users in better managing their battery 
usage and maintenance schedules, represents another possible research 
field. Last but not least, working with EV manufacturers may spur 
additional advancements in model development and battery technology, 
expanding the availability of sustainable transportation options across 
the globe.

4. Conclusion

Finally, this study successfully illustrates how machine learning 
models—in particular, Random Forest Regression—can be used to pre-
dict electric vehicle battery charging cycles with high accuracy. The 
study emphasizes the significance of stratified cross-validation, feature 
selection, and model evaluation in creating reliable models that can 
capture intricate interactions between variables. The model demon-
strates high predictive capabilities with an impressive R-squared value 
of 0.9997 and a low mean squared error (MSE), which is in line with the 
objective of maximizing energy efficiency and extending battery life. 
The use of such applications can allow integration of real-time data 
monitoring systems for predicting various parameters. The artificial data 
can be utilized for examining various real-time battery conditions and 
performance evaluations.

The EV Battery Charging Cycle Predictor App’s successful creation 
highlights the usefulness of this research even more. By empowering EV 
owners to make knowledgeable decisions on long-term use and battery 
maintenance, this tool will help the ecosystem supporting electric ve-
hicles become more efficient and sustainable. The study’s encouraging 
findings open up new avenues for the investigation and application of 
machine learning methods in battery management systems, which will 
advance efforts to promote electric mobility more broadly. Future 
research can continue to develop and accelerate the shift toward greener 
and more sustainable transportation solutions by building on these 
results.
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