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bias, unexplainable AI, cyberattacks on elections, and digi-
tal gerrymandering [1–5]. In these discussions, one of the 
sub-values of democracy that frequently appears to be at 
risk with AI is privacy.

Philosophically, privacy and democracy are related in 
the sense that privacy encourages participation in democ-
racy. Some researchers argue that having a sense of privacy 
allows people to practice their value of autonomy, specifi-
cally the ability to self-governance, self-determination, and 
self-development [1, 4, 6, 7]. All of these, we contend, are 
necessary for achieving the trust and participation of indi-
viduals in democratic practices. Moreover, we argue that 
a sense of privacy creates spaces for individuals to take a 
step back, reflect, and make their own deliberative deci-
sions, which is crucial in a democracy1. In this paper, we 

1 We do not argue that privacy is the sole aspect of democracy. Pri-
vacy is just one element among other interconnected variables that col-
lectively construct democracy. Our argument emphasizes that having 
a greater sense of privacy can be a significant catalyst for people to 

1 Introduction

The advancement of artificial intelligence (AI) is a double-
edged sword. While AI applications benefit various areas 
of human life, their development presents broad challenges 
to many sectors, including constitutional rights. It has even 
been argued that the greatest social cost of AI may be an 
“erosion of trust in (..) our democratic institution” [1], owing 
to hypernudging, microtargeting, deepfakes, algorithmic 
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define democracy roughly as “a method of collective deci-
sion-making characterized by a kind of equality among the 
participants at an essential stage of the decision-making 
process” [8], with each participant “having equal and effec-
tive opportunities for learning about the relevant alterna-
tive policies and their likely consequences” [9]. Forms 
of democracy such as deliberative democracy emphasize 
equality and require “[collective] decision making by dis-
cussion among free and equal citizens” [10]. Thus, equal 
participation in the decision-making process is the defining 
characteristic of democracy. To achieve this equality, citi-
zens must have autonomy in their political participation and 
be able to make independent, reflective decisions. In this 
paper, we shall refer to this set of practices as “deliberative 
decision-making.”

Numerous examples have emerged in recent years illus-
trating how privacy violation disturbs people’s ability to 
make deliberative decisions, especially when AI is con-
cerned. For instance, AI has a history of being used to influ-
ence people’s choices in elections using unauthorized use 
of data. Cambridge Analytica is the best-known case in this 
context, with the private information of millions of users 
harvested without their consent to build psychographic 
profiles of voters. The profiles were then utilized to create 
microtargeting propaganda that affected the results of the 
US election and the UK Brexit referendum [11, 12]. Simi-
larly, scholars have frequently demonstrated that publicly 
available data, such as social media data, can be used to 
accurately profile and predict individuals’ political affilia-
tion [13–18], which may become an input for some political 
actors to influence people into certain political agendas and 
prevent them from making deliberative decisions [3].

Because of these previous negative experiences, it is 
understandable that, predominantly, there is a focus on solv-
ing the negative influences of AI on the privacy of delibera-
tion. Nevertheless, depending on how we conceptualize AI 
philosophically, AI can also be conceived of as a mediator 
or even an enabler of deliberative decision-making. Such 
a conception allows for a broader outlook on the potential 
of AI in facilitating better deliberative decisions, enabling 
scrutinizing with more nuanced interrelationships between 
AI, privacy, and democracy. Broadening the understanding 
of AI in such a way does not pretend to fix all the com-
plex issues with AI. Rather, exploring the possibilities of 
technology can help us to become more reflective regard-
ing its effects on democracy. Thus, instead of looking at the 
simplistic neutral-negative terms only when AI, privacy, 
and democracy are concerned, we need to consider a more 
complex position, acknowledging that AI always embodies 

deliberately engage in democratic practices, leading to better demo-
cratic outcomes.

certain values, affording a diverse range of societal implica-
tions [19].

In this paper, we propose an unconventional way of 
exploring AI’s potential to facilitate better deliberative deci-
sion-making in non-ideal societies where political actors 
may influence our political agendas. More specifically, we 
focus on the privacy needed for deliberation in making a 
voting decision during elections, which is a nascent pri-
vacy response, i.e. the development of adversarial machine 
learning (AML). AML is a rising subject in the AI domain, 
whereby AI systems produce incorrect results as the result 
of intentionally providing them with deceptive input [20]. 
In this paper, we conceptualize the potential of AML for 
facilitating privacy in electoral decision-making. We espe-
cially focus on social media, where the algorithmic curation 
of user interaction is recognized and prevalent to influence 
one’s decision-making ability in elections. In doing so, we 
position malicious AI systems deployed on social media 
(e.g., Twitter) to profile the users into clusters of certain 
political affiliations, making users vulnerable to targeted 
political advertising. In parallel, we conceive of AML as a 
potential approach to fool these malicious AI systems that 
attempt to profile and influence users into specific political 
agendas. Thus, the main question tackled in this paper is: 
how can the design of AI-driven privacy-enhancing technol-
ogy on social media platforms help facilitate deliberative 
decision-making in elections?

To this end, we will build on the method of Value Sensi-
tive Design (VSD), which starts from an assumption that all 
technologies explicitly or implicitly embed certain values 
and allows one to trace how those values materialize across 
different iterative states of design: conceptual, empirical, 
and technological [21]. In this paper, we primarily elaborate 
on the first conceptual stage of the study related to enhanc-
ing the value of privacy in how people make their delib-
erative decision-making in elections with the help of AML. 
Nonetheless, doing so will inevitably lead us to discuss also 
the technological stage, albeit in a preliminary rather than a 
definitive manner, e.g. related to understanding the potential 
and limitation of AML in this approach, relating it explicitly 
to the value of privacy and deliberative decision-making 
without providing yet final design decisions.

This paper is structured as follows. In Chap. 2, we dis-
cuss our underlying assumption that technology embodies 
values and emphasize the importance of responsibly design-
ing technology. We then discuss the values pertinent to the 
design of AI technologies in connection to elections and spe-
cifically focus on the value of privacy in social media-based 
deliberative processes in Chap. 3. In Chap. 4, assuming that 
privacy plays a significant role in facilitating deliberative 
decision-making in elections, we explore the role of AI in 
this context and introduce the potential application of AML. 
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Chapter 5 discusses potential ethical and practical implica-
tions associated with the approach, which serve as a foun-
dation for the future stages of the larger study. We conclude 
in Chap. 6 with reflections on the study and delineate the 
points for follow-up research.

2 Values in the design of technologies

The growing prevalence of technology has blurred the line 
between humans and technology. The extent to which tech-
nologies are integrated into human life is a subject of debate 
among academics. Peter-Paul Verbeek, for example, catego-
rizes three modes of human-technology relationships [22]. 
In the first category, technology is viewed as neutral and 
proposes morally unjustifiable explanations such as “the 
machine made me do it” and “the gun caused the murder” 
[23]. In the second category, technologies are viewed as the 
externalization of humans [24]. The final category, which 
we agreed on, does not separate humans and technology; 
instead, it conceptualizes technologies as mediators of the 
interrelationship between humans and their worlds. The use 
of technology allows people to perform tasks that would not 
otherwise be possible. In the scenario involving the gun, 
the firearm does not have the intention to kill anyone. That 
intent belongs to the human. However, to some extent, the 
presence of a gun influences the person’s decision to carry 
out their deadly intention, owing to the specific design of the 
artifact that makes it possible to pull up the trigger.

Thus, designers, in particular, must anticipate the direct 
and indirect implications of the technology that they create 
[25]. However, the implications of the new technologies are 
hardly fully predicted ahead of time. In some instances, con-
sequences are not discovered until after the proposed tech-
nology has been widely adopted by the public and harder 
to alter– a classic dilemma known as the “Collingridge 
dilemma” [26]. The utilization of new technologies, which 
may result in unanticipated and unintended consequences, is 
frequently uncertain until the technologies are implemented 
and widely adopted [27, 28]. However, the fact that it is dif-
ficult to forecast all of the consequences of technology does 
not mean that we should not attempt to address this issue or 
create responsible sociotechnical experiments [29]. As tech-
nology is not neutral, but rather value-laden, it means that 
we can intentionally incorporate values into technologies. 
So, it is vital to ensure that it is acting as a mediator between 
humans and the world and that it is designed responsibly, 
and we must seek to maximize our efforts to predict any 
future consequences of the technology. One approach to 
responsibly design technologies by integrating values and 
considering the future consequences of the technology 

developed is by adopting a certain development framework, 
such as Value Sensitive Design (VSD).

VSD facilitates the design of technologies that incorpo-
rate values by embedding them throughout the design pro-
cess. VSD acknowledges that design choices made during 
technology development inevitably reflect the values of the 
creator and manifest in various ways. In VSD, the designer 
of technologies can proactively consider the implications of 
their choices “that accounts for human values in a principled 
and comprehensive manner throughout the design process” 
[30]. VSD utilizes an iterative approach incorporating con-
ceptual, empirical, and technical investigations. During the 
conceptual phase, VSD examines the values held by stake-
holders. It considers how these stakeholders are impacted 
and which values are involved. Additionally, it explores 
how to handle the trade-offs that arise when competing val-
ues are at stake. The empirical phase involves investigat-
ing human activities associated with technology through the 
application of qualitative or quantitative methods. Technical 
investigations involve the proactive design of a system that 
will support the values identified in the conceptual phase. 
This phase also entails thoroughly investigating the issues 
raised by existing technological solutions.

In this paper, we primarily focus on the conceptual 
phase, exploring the potential values linked to deliberative 
decision-making in elections, in which we address that pri-
vacy in social media has a link to this narrative. Yet, this 
paper also serves as a preliminary technological investiga-
tion aimed at understanding the potential and limitations 
of AML in relation to the value of privacy and deliberate 
decision-making, lays the groundwork for future empirical 
investigations with relevant stakeholders and the subse-
quent technological investigation to refine the final design 
decisions in the next stages.

3 Deliberative decision-making and privacy 
in contemporary elections

3.1 Deliberative decision-making

We understand deliberative decision-making as a catalyst 
for deliberative democracy. Deliberative democracy is often 
defined as “[collective] decision making by discussion 
among free and equal citizens” [10]. Thus, equality in the 
discussion is important in deliberative democracy, as equal-
ity “[is the] key principle of deliberative democracy… [and] 
every person who is engaged in deliberation may have an 
equal opportunity to speak…” [31] and discussions serve as 
a tool for “producing reasonable, well-informed opinions in 
which participants are willing to revise preferences in light 
of discussion, new information, and claims made by fellow 

1 3



AI and Ethics

in today’s election process, it is especially important for 
participants to form critical and reflective opinions before 
making decisions. Ideally, given people’s engagement with 
social media, people should be assisted in understanding the 
consequences of their social-media engagement in order to 
engage in deliberative decision-making. Ideally, under no 
circumstances should people be prevented from making 
deliberative decisions by manipulators taking advantage of 
social media data. However, we do not live in an ideal soci-
ety. Social media data can be exploited to create individual 
profiles of users and to aid manipulative entities in influ-
encing people to support certain agendas. Without people 
being helped to understand the consequences of their social 
media engagement, various AI algorithms are continually 
manipulatively nudging people to alter their decisions and 
follow certain political agendas, weaponized by the knowl-
edge obtained from processing social media data, as will be 
explained in Sect. 3.3.

Therefore, we explore how individuals can make delib-
erative decisions in the context of elections when we are 
living in a world where AI algorithms actively influence our 
active engagement with social media. To promote delib-
erative decision-making in a world in which manipulative 
nudges are continuously being made, certain mechanisms 
are required to preserve people’s ability to manage these 
influences while still being able to use social media and par-
ticipate in the election process. We propose the privacy of 
social media data as one mechanism that could assist peo-
ple in dealing with these manipulative nudges. Rather than 
only using the traditional widespread perception of privacy 
related to control over data or information, which will elab-
orate more in Sect. 3.2, we are interested in how privacy can 
afford individuals the space to reflect, as so act as a catalyst 
for making deliberative decisions in elections. This idea is 
new for two reasons:

First, scholars assert that unconscious feelings and emo-
tions have significant roles in decision-making, often even 
preceding cognitive justifications [42–49]. This impact 
of unconscious judgment might be magnified by political 
actors using AI and social media data to influence people’s 
decision-making, leading to phenomena such as echo cham-
bers, filter bubbles, nudges, and microtargeting [44, 47, 
50–53]. In order to counter these influences, particularly 
those that manipulate emotions during the decision-making 
process, scholars have proposed various response strate-
gies, including public education, transparency, and early 
intervention [44, 45, 48, 54]. However, to the best of our 
knowledge, none of these works make explicit reference to 
privacy as a means to give people space to reflect, enabling 
them to assess emotional influences alongside their own 
cognitive justification before making decisions, as one of 
the potential remedies.

participants” [32]. As deliberative democracy requires equal 
discussion, some scholars envision that the decisions made 
in ideal deliberative democracies should be made through 
small-scale discussions, or “mini-publics,”, and require 
face-to-face communication. However, in this paper, we 
focus on the possibility that deliberative democracy can also 
occur in large-scale societies, such as aggregate societies 
that hold general elections. We defer to Robert Goodin and 
his principle of “first talk, then vote,” which has become one 
of the central principles in modern democracies and gives 
significant depth to the theories of deliberative democracy 
[33]. In a modern democracy, the legitimacy obtained from 
deliberation comes not from the sole act of voting, but from 
the talk and general deliberation that precede voting [34, 
35].

However, if legitimacy is to be obtained through delib-
eration, it is necessary to recognize the risk of manipula-
tion occurring in the deliberation processes [34]. We live 
in a society in which there are continuously external inter-
ferences in our decision-making. Consequently, there are 
always opportunities to be manipulated. Nonetheless, delib-
erative decisions can still be made in such circumstances if 
we allow people enough space for their own deliberation 
and decision-making. So, if we assume that there are always 
interferences that might manipulate people, how can we still 
maintain deliberative decision-making?

The term “nudge” is useful here as it refers to the ways 
in which people are being influenced to alter their behav-
ior in specific ways. The term “nudge” was popularized 
by Richard Thaler and Cass Sunstein in their book of the 
same title. They define a nudge as “any aspect of the choice 
architecture that alters people’s behavior in a predictable 
way without forbidding any options or significantly chang-
ing their economic incentives” [36]. The concept of nudge 
has received much attention: empirical studies examining 
its effectiveness have been conducted in a variety of fields, 
such as organ donation, tobacco warning labels, and health-
ier consumption decisions [37–39]. Nonetheless, the nudge 
theory also has met with various criticisms. Research has 
linked nudges with the demotion of central moral values, 
and intentional nudges may be considered a form of manipu-
lation or even power abuse [40]. Scholars who study manip-
ulation, such as Michael Klenk, associate manipulations 
with an “intentional lack of care” for people to understand 
the bigger picture of their actions [41]. According to Klenk, 
even if the targeted individual is well aware of the underly-
ing influence process or if the manipulators have made their 
aim to influence clear, it is still considered manipulative if 
the influencers intentionally lack care to help their target 
comprehend to consequences of their actions.

This discussion of nudges and manipulation is relevant 
because, when discussing deliberative decision-making 
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failing to distinguish between “a punch in the nose. [and] 
a peep in the bedroom” [60], Judge Cooley’s definition of 
privacy as “the right to be left alone” [61] is, in this paper, 
considered to be the core element of privacy. The essence 
of privacy, we argue, is the ability to make decisions about 
our lives even when others are not only watching us but are 
nevertheless potentially interfering with us. When we have 
some degree of privacy, regardless of whether we are aware 
of any ongoing interference, we are able to step back and 
create spaces for ourselves to reflect and make decisions.

To clarify, we do not argue that privacy equals isola-
tion. Indeed, an individual living in isolation would not be 
concerned about any invasion of privacy. Rather, privacy 
is significant because we live within a society. As summa-
rized by Moore, “without society there would be no need for 
privacy” [62]. Further, some scholars have explained that 
the purposes of privacy include the protection of “intimacy” 
[57] and “individuality” [63], both of which stem from our 
position as humans in society.

3.3 Privacy and deliberative decision-making in 
contemporary elections

In today’s election processes, people ironically believe that 
they are deliberative and uninterrupted when—in fact—
they are being observed and influenced by numerous enti-
ties. They often hold the belief that they read news X of their 
own volition and attend event Y out of personal interest. As 
stated in the definition of manipulative nudge in Sect. 3.1., 
these individuals are left unaware that their data, which 
was gathered from various sources including due to their 
engagement in social media, enabled other entities to tailor 
political materials according to their personal preferences 
and can result in the adoption of certain political viewpoints. 
For instance, news X is intentionally made visible to them, 
and the promotion of event Y is made appealing to them, 
which leads to an internalization of some political beliefs.

The largest-scale example of this phenomenon is that of 
Cambridge Analytica. Cambridge Analytica, in partnership 
with a company led by a Cambridge University academic, 
paid hundreds of thousands of users to complete a personal-
ity test for academic purposes. The app “thisisyourdigital-
life” was used to collect data, along with a clear consent 
form for academic use of the data. However, in March 2018, 
Christopher Wylie disclosed a major data breach committed 
by Cambridge Analytica, his former employer. He leaked 
insider documents and reported the practices that his former 
company had allegedly used to illegally harvest 50 million 
profiles from Facebook by collecting information about the 
test-takers’ Facebook friends. The data was used to develop 
psychographic profiles and create custom-tailored propa-
ganda materials, delivered to prospective voters, which 

Second, a strategy for giving people space to think and 
reflect before voting has indeed been proposed by some 
scholars [45, 50], but their strategy emphasizes the need for 
public education. We contend that education alone is insuffi-
cient in providing people the space to reflect before making 
election decisions. This is due to the complexity of current 
manipulative political influences, which may go unnoticed 
even by educated individuals. In addition, owing to the 
previously stated definition of manipulation that does not 
require the target to be oblivious to the manipulation, people 
can still be manipulated even if they are capable of detect-
ing the manipulations. Thus, merely educating them about 
manipulations is inadequate to enhance their deliberation in 
elections. Another form of endeavor to strengthen the space 
for deliberation is necessary. In this paper, we conceptualize 
privacy as one of the possible solutions. Owing to DeCew 
and Solove’s description of a privacy invasion as “by being 
forced to hear propaganda, by being manipulated by sub-
liminal advertisements, or by being disrupted by a nuisance 
that thwarts one’s ability to think or read” [55, 56], improv-
ing privacy will make people to exert control over the pro-
paganda they hear, to not being manipulated by subliminal 
influences, and to maintain their ability to think– including 
before making their decision in elections.

3.2 Privacy and deliberative decision making

Multiple scholars have associated privacy with a sense of 
control. Charles Fried declares that “privacy is not just 
an absence of information about us in the minds of oth-
ers; rather it is the control we have over information about 
ourselves” [57]. According to Alan Westin, “privacy is the 
claim of individuals, groups, or institutions to determine 
for themselves when, how, and to what extent information 
about them is communicated to others” [58]. Article 8 of the 
European Charter of Fundamental Rights states that “every-
one has the right of access to data which has been collected 
concerning him or her, and the right to have it rectified” 
[59]. While we agree that protecting one’s privacy requires 
control of oneself, the majority of privacy-related theories 
focus on control over one’s data and information. This limi-
tation makes these theories too narrow for our purpose and 
overlooks the aspects of privacy pertaining to the funda-
mental ability to exercise control over our decision-making.

In this paper, we agree with Solove and DeCew that the 
disclosure of new data or information is not a prerequisite 
for privacy invasion. Instead, privacy can also be invaded 
“by being forced to hear propaganda, by being manipulated 
by subliminal advertisements, or by being disrupted by a 
nuisance that thwarts one’s ability to think or read” [55, 56]. 
Therefore, despite heavy criticism for failing to “inform us 
about the matters in which we should be let al.one” [56] or 
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prohibited. Even major social media platforms, which often 
monetize their users’ data, now explicitly prohibit the dis-
closure of users’ political profiles through their data. None-
theless, privacy protection, even in its broad context, in the 
modern era is a challenge. Non-expert citizens are generally 
unaware that their “simple” data can yield in-depth knowl-
edge about them. Simple daily data, such as that produced 
by smartphones, can reveal detailed information about indi-
viduals [65]. Moreover, corporations frequently instill in 
users a false dilemma, an “either-or” in relation to privacy: 
specifically, users are presented with the “option” of either 
complying with the company’s policy and renouncing their 
privacy, which legally grants the company permission to use 
their personal data, or not using the product at all. Another 
issue arises when individuals knowingly grant other parties 
access to their data and information in exchange for cer-
tain benefits. This “privacy paradox” reflects a dichotomy 
between attitudes toward privacy and actual behavior, in 
which people express a high level of concern regarding 
their privacy but are willing to expose themselves for small 
rewards or conveniences [66–68]. Therefore, conflicting 
values—regarding privacy, individual comfort, company 
profit, and so on—constantly emerge. This phenomenon is 
known to scholars in related subjects, and numerous works 
have attempted to address this issue. Helen Nissenbaum 
states, for instance, that “[the proponents of the technologi-
cal systems] must be able to address, in systematic ways, 
conflicts between privacy and competing values served 
by the offending technologies” [69]. However, in the real 
world, active and transparent encouragement of privacy is 
a rarity in the business sector, as advocating privacy rarely 
brings immediate monetary advantages. To reconcile these 
conflicting values and avoid any dilemma or privacy para-
dox arising in the first place, especially those linked to peo-
ple’s ability to make deliberative decisions in elections, this 
paper recommends a responsible technological design as a 
potential solution to be considered.

4 Introducing the possibility: altering 
people’s social media behaviors to fool 
profiling AI systems

As we have seen, deliberative decision-making in elections 
can be facilitated by enhancing privacy—in the sense that 
privacy means leaving people alone and providing space 
for them to slowly digest information, think, and reflect 
on their own political stance before voting. Hence, even 
if external forces are continually influencing individuals 
and may manipulate their emotions, this space will enable 
them to be critical and reflective prior to voting. Numerous 
examples exist of current AI systems that endanger privacy 

aided in the success of numerous campaigns worldwide, 
including Brexit and Trump’s election [11, 12, 64]. The 
Christopher Wylie quotation that follows is illuminating 
[64]:

We would know what kinds of messaging you would be 
susceptible to, including the framing of it: the topic, 
the content, the tone.… What you would be susceptible 
to, and where you are going to consume that, and then 
how many times did we need to touch you with that 
in order to change how you think about something.….
[We] then create that content, that then gets sent 
to a targeting team, which then injects it into the 
Internet.…until they start to think something differ-
ently. … [We] are whispering into the ear of each and 
every voter and [we] may be whispering one thing to 
this voter and another thing to another voter.”

Not only does Christopher’s testimony imply that a popular 
social-media company that stores millions of people’s per-
sonal information and interactions has failed to protect its 
users’ data privacy, but also that social-media data can influ-
ence the political agendas of major nations. Furthermore, 
without Christopher’s witness statement, it is unlikely that 
people would have recognized that major political decisions 
were being manipulated by intentionally creating individu-
alized content targeting potential voters.

Compared to traditional political campaigns, this scandal 
violated privacy and hindered individuals’ deliberative deci-
sion-making in elections to higher degrees, mainly due to its 
enormous-scale unauthorized access and utilization of per-
sonal data without explicit concerns. Unlike other legitimate 
data-driven influences that rely on aggregated non-personal 
data or consented personal data, Cambridge Analytica’s 
major scandal stems from their unlawful acquisition of mil-
lions of Facebook data without the data owners’ concerns, 
directly violating their right to be left alone. Furthermore, 
the perpetrators for Cambridge Analytica demonstrated a 
clear absence of intention to disclose the potential reper-
cussions of the subtle influences they exerted on people. As 
mentioned earlier in Sect. 3.1, the process of deliberative 
decision-making in elections may be hindered by manipula-
tion. This manipulation transpires when individuals are not 
provided with an explanation of the consequences of their 
data and the nudges exerted on them.

Furthermore, unlike the authorized advertising industry’s 
business model, which similarly creates profiles of prospec-
tive customers using various data points, the creation of 
political profiles of individuals goes beyond existing legal 
limits. As per the provisions outlined in Article 9 of the 
GDPR, the processing of personal data that reveals sensi-
tive personal data, such as political opinions, is explicitly 
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There are multiple ways of using AML to protect privacy 
while ensuring that the data is still statistically relevant to 
the original data—for example, generating synthetic data, 
reducing the amount of stored information, and adding noise 
to data. In this paper, we explore the conceptual elucidation 
of a model that uses the first of these options—namely, the 
generation of synthetic social media data. Particularly, we 
assume that AI systems play a role in generating user profiles 
by analyzing social media data, and external entities, such as 
politicians or political consultants, may use the user profiles 
as a foundation to generate personalized influences in order 
to steer the targets toward specific agendas. By exploring the 
possibility of using AML for this purpose, it might be pos-
sible to fool AI systems and make them generate wrong pro-
files about their intended targets. User profiling is a privacy 
violation, as it disregards the advice of Warren and Louis 
to leave users alone and collects more information than the 
users have voluntarily revealed. Assessing a user’s profile, 
these entities generate influences specifically suited to that 
user. As DeCew and Solove explain in relation to forcing 
people to hear propaganda and manipulating them with sub-
liminal marketing, providing individuals with personalized 
information to persuade them is also a breach of privacy. 
These entities exert highly personalized influences on their 
targets, exposing them to propaganda until—as in the case 
of Cambridge Analytica—the target “start[s] to think differ-
ently” [64]. As people’s thoughts begin to shift as a result 
of external influences, their capacity to make deliberative 
decisions is impaired.

Survey papers on AML provide numerous classifications 
of the concept, with some based on the goals of the attackers, 
some on the threat models, and some on the targeted phases 
[73–76]. But in a broad sense, adversarial attacks can be 
categorized as “poisoning attacks,” in which the adversary 
manipulates the training data to degrade the performance 
of the targeted AI model, or “evasion attacks,” in which the 
adversary manipulates the data to deceive trained classifiers 
[77]. The AI model that is under attack will perform poorly 
in the first category but not in the second. In this paper, our 
exploration of AML operates under the second classification 
by misleading classification results without diminishing the 
capacity of the AI being targeted. Particularly, we investi-
gate the possibility of generating synthetic social media data 
of individuals in order to mislead the classification result 
of AI systems attempting to build user profiles based on 
these individuals’ social media data. Because our approach 
is part of evasion attacks, the AI systems that will be tricked 
will not be harmed. For instance, if John uses the above-
mentioned approach to modify his social-media data in the 
hopes of preventing influencers from gathering accurate 
data on him and, thus, creating a stronger space for himself 
to think before voting, only John’s classification results (in 

and circumvent this space by profiling individuals and by 
seeking to influence them. Due the widespread use of social 
media, people’s tendency to express their political opinions 
on social media rather than in person, and the fact that peo-
ple are now obtaining more information from social media 
than from traditional news sources, these AI systems often 
use social media as their primary data source.

There have been several efforts to protect the privacy 
of social-media data. From a technical standpoint, many 
advanced privacy-preserving algorithms have been intro-
duced to enhance privacy on social media. For example, 
in a recent study, Jiang et al. demonstrate that differential 
privacy—which is advocated by some as the most effective 
method and which works by injecting noise into a system 
such that the output cannot be used to infer much about 
individuals—can also be achieved in social-media networks 
[70]. However, this kind of approach relies primarily on 
social media service providers and provides no option for 
consumers to actively participate in and oversee the pro-
cess. Moreover, we should not rely solely on providers but 
should instead have other options to avoid the worst-case 
scenarios in the events that the providers’ privacy solutions 
are inadequate. In addition, providing the feeling of control 
over their privacy to users would also increase their trust 
and engagement [71].

Therefore, in this paper, we explore the possibility of 
enhancing the privacy of social media through user par-
ticipation. Specifically, we investigate the possibility of 
employing “adversarial machine learning” (AML) to man-
age the threat of AI systems that violate the privacy of users 
and impede the deliberative decision-making process in 
relation to elections. AML is a growing area of computer 
science that involves fooling AI systems by using the char-
acteristics of the deep neural networks employed in AI sys-
tems, making use of the fact that, while a little disturbance 
cannot affect the item category of an image in object-rec-
ognition tasks, an unnoticeable non-random disruption to a 
test image might arbitrarily alter the network’s prediction 
[72]. Although researchers believe that adversarial attacks 
can degrade utility and infringe privacy—for example, by 
obtaining access to training data and manipulating the mod-
el’s outputs [73]—we think the technique is worth explor-
ing. Specifically, we explore the possibility of employing 
this concept to enhance privacy by impeding the capabili-
ties of other AI systems that pose a threat to privacy. As we 
believe that the power of AI systems will continue to grow 
exponentially in the future, the cognitive capacity of humans 
will be incapable of balancing the development of these sys-
tems. Therefore, we believe it is worthwhile to investigate 
the possibility of using other AI systems to counter these AI 
systems’ threats.
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choices. Consequently, AML-based technologies need to 
obscure not only direct political content but also understand 
the nuance and often seemingly unrelated data that can infer 
political profiles from people. Additionally, the correlation 
between political preferences and individuals’ data may dif-
fer depending on the national context. Some data on social 
media might indicate stronger political preferences in one 
country but not in another, requiring AML-based solutions 
that are attentive to the national context to determine which 
data to protect to obscure individuals’ political preferences.

In addition, adding another layer of complexity, people’s 
election decisions are often complex and not only influ-
enced by direct exposure to political messages but also 
shaped by interpersonal trust and the alignment of the mes-
sages with preexisting beliefs held by these individuals or 
their social groups [80, 81]. AML-based technologies may 
reduce the precision of manipulative micro-targeting politi-
cal campaigns that target the existing individuals’ suscep-
tibility, providing people with less exposure to campaigns 
targeting this susceptibility that often stirs their emotions 
and obstructs reflective decision-making, thus offering 
people more opportunities to engage with a broader range 
of nuanced information. Yet, to encourage people to go 
outside their preexisting polarization and construct social 
trust, AML-based technologies must be integrated with 
other approaches and embedded in broader systems that are 
linked to sociocultural factors.

5 Exploring potential ethical and practical 
concerns about AML

The prevalent perception of AML is that it is “threatening,” 
with negative connotations of intentionally deceiving other 
AI systems [82]. Still, some researchers have been explor-
ing the potencies of AML to benefit society instead. Chen 
describes, in his presentation, how reversed designs and the 
concept of AML have been applied for positive purposes 
in recent years [82]. For instance, Sablayrolles et al. intro-
duce the use of CNN algorithms to track data by embed-
ding a tiny watermark—which does not affect the accuracy 
of the model—into images in a dataset to track whether 
the dataset has been used to train a model and to make the 
model trackable. They succeeded in tracking the dataset, 
even when only 1% of the watermarked dataset was used 
[83]. In another instance, Shan et al. propose a system for 
evading user-recognition devices by adding imperceptible 
alterations at the pixel level to a user’s own images before 
they are published. Their experiments found that this cloak 
provided 95%+ protection against user-recognition ser-
vices [79]. With this new trend, AML is no longer solely 

this case, his “user profile”) will be affected, which results 
in the creation of an erroneous profile of John and weaker 
influences upon him. However, because it is not a poison-
ing attack, it will not hinder this profiler AI system’s ability 
to create profiles of other social media users. To be more 
specific, we explore the possibility of modifying a small 
portion of users’ social media data in response to external 
influences. As suggested by the concept of AML, this subtle 
change should be undetectable by humans or straightfor-
ward data analysis. Nonetheless, this minor modification 
might affect the classification output of AIs attempting to 
infer the political affiliations of targeted individuals. This 
preventive counterattack strategy will vary depending on 
the degree of knowledge and information access of the AI. 
In white-box (counter)attacks, where we have access to and 
knowledge of the targeted AI’s model, the attempts will be 
simpler than with black-box AI, where knowledge about the 
targeted model is unavailable.

To the best of our knowledge, the utilization of syn-
thetic social media data to mislead the classification result 
of profiler AI, with a focus on safeguarding privacy and 
facilitating deliberative decision-making in elections, is a 
novel way to use AML. Previous research on putting adver-
sarial attacks on social media platforms connects them with 
deceiving models detecting rumors, fake news, spam, hate 
speech, and sentiment analysis [78]. However, none of them 
specifically targeted the manipulation of political profiler 
AI systems reliant on social media data. A notable parallel 
in AML implementation is Fawkes, which helps individu-
als add imperceptible cloaks in their own pictures to avoid 
unauthorized facial recognition models and, thus, enhance 
their privacy [79]. However, Fawkes operates within the 
realm of image-based and does not extend to social media or 
political contexts. Therefore, the exploration of AML in the 
direction outlined in this paper holds promise for advancing 
the field and critically addressing the issues of privacy and 
deliberative decision-making in elections.

However, adapting AML to facilitate privacy and delib-
erative decision-making in elections would require different 
approaches compared with existing works about AML-
based technological solutions. Unlike more straightforward 
applications of AML in existing literature, implementing 
AML in our purpose requires more nuanced and interdis-
ciplinary approaches. For example, while facial recognition 
protection in [79] straightforwardly adds noise to images to 
confuse detection algorithms, political profiling on social 
media involves broader and more complex data sources. 
To illustrate, profiler AI systems may analyze non-polit-
ical data, such as posts about religious activities, to infer 
citizens’ political preferences. This data can be combined 
with other parameters that can be derived online, such as 
age, gender, and issues of interest, to infer about political 
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provided. In Sect. 3.1., we explained that manipulations 
occur when the influencers lack the care to help the target to 
understand the consequences of their action. Thus, to avoid 
becoming a manipulative tool, the tool that implements 
AML in our proposed direction should actively inform users 
of the repercussions of their decisions. For instance, users 
should be informed that they will be able to fool AI sys-
tems that want to profile their political preferences by 10% 
but confuse their human followers by 5% if they allow six 
alterations to their social media data, and that both percent-
ages will double if they allow ten additional alterations. So 
that users’ decisions are based on conscious consideration 
after being informed of prospective pros and cons.

Third, regarding social media environment concerns. The 
potential consequences of widespread adoption of AML may 
raise concerns about its impact on social media communi-
ties. As an illustration, consider the algorithms proposed by 
Makazhanov and Rafiei, wherein their profiling algorithms 
predict political preferences based on users’ Twitter interac-
tions with political party representatives [18]. In their algo-
rithms, the more frequently a user’s tweets contained words 
(keywords) from a ranked list of weighted party-specific 
topics, the more likely it was that the users supported the 
associated political party. If, for example, their algorithms 
correlated “renewable energy” and “technology” with 
Party A, then John, who frequently tweets about renewable 
energy and technology, would be identified as a supporter 
of Party A. Thus, if AML-based intervention suggests John 
stop tweeting about these keywords and instead start post-
ing something about “mother,” “family,” and “peace” (the 
top keywords of opposing Party B), it may significantly 
change the user profile of John. However, if John started 
changing his social media behavior dramatically, there is a 
possibility that he would no longer be recognizable by his 
online friends who notice John based on his constant inter-
est in renewable energy and technology. If many individuals 
begin altering their tweets with the intention of deceiving 
the AI profiler on Twitter, the platform will also become 
flooded with phrases that were not meant by the users them-
selves, and possibly even incoherent statements generated 
by the machine learning-based intervention. To address this 
concern, a human-centric approach to design and develop 
the tool is imperative. Some mechanisms for resolving the 
issue may also compete with other factors, such as techni-
cal evaluations. For example, instead of making substantial 
alterations that might raise a concern about identity manipu-
lation, the designer of the mentioned AML-based interven-
tion may consider a minor change in the form of a typo 
(for example, “transpurtation” instead of “transportation”) 
[86]. Undoubtedly, making substantial alterations could be 
more effective to fool AI profiling systems than only sug-
gesting minor typos. But, not only the essence of AML is 

an “adversary,” as it can also be used to deceive other mali-
cious AI systems for social benefits.

While the pursuit of using AML for social benefits is 
potential, we also realize that this possibility will be met 
with pervasive skepticism. Inquiries into the ethical and 
practical implementations of this approach are anticipated 
to be more in-depth and nuanced than those typically posed 
on “regular” developments in AI. Even with the present 
level of AI, some ask, “Who is accountable if something 
goes wrong?” and “How can I verify that AI systems are 
not harmful?” [84]. Thus, it is envisaged that these ques-
tions will be expanded for our exploration to employ AML 
to manipulate social media data. We categorize the poten-
tial questions raised by this possibility of using AML in our 
direction into four categories: ethical, utilization, social-
media environment, and effectiveness concerns.

First, regarding ethical concerns. The use of AML to 
deceive other AI systems, even for beneficial purposes, may 
raise ethical concerns. To address ethical considerations sur-
rounding the use of AML [85], provides valuable insights 
into this aspect by evaluating the potential collateral harms 
that may arise from the development of this technology to 
humans and non-humans. In the paper, they scrutinized the 
potential collateral harms, such as human safety in differ-
ent scenarios, to assess the broader implications of AML-
based interventions. In the context of this paper, one of the 
potential collateral harms that may arise is when unauthor-
ized entities with malicious intent try to modify users’ social 
media data using AML. Additionally, extensive access to 
users’ data required for AML-based intervention may also 
raise harmful scenarios of unethical processing of this gath-
ered data. Due to these potential issues, the developer of 
the mentioned technology should prioritize users’ authoriza-
tion and informed decision-making. By ensuring that users 
have control over and be informed about how their data is 
accessed and processed, developers can mitigate the harms 
regarding these issues.

Second, regarding utilization concerns. Uncertainties may 
arise regarding users’ willingness to use AML to improve 
their privacy by altering social media data. They may feel 
constrained in their ability to use social media according 
to their own preferences if they permit a tool to alter their 
social media behavior, even if the goal is to improve their 
social media privacy. One way to increase their willingness 
to permit the use of these kinds of instruments is by giving 
them control over the extent to which they alter their social 
media data. As in a tool like Grammarly, enabling individu-
als to determine the degree of alterations fosters a sense of 
control and autonomy. By providing this control, developers 
can make users feel more in control of their online presence. 
Moreover, to prevent manipulation by the tool itself, users 
should be informed about the consequences of each option 
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6 Conclusion

The development of AI opens up vast opportunities to both 
do harm and to improve human life, raising the possibility 
of an end to the zero-sum game between humans and AI. In 
this paper, we have critically explored the possible objec-
tion of using AML—which has been previously considered 
only adversarial—to benefit society instead. Specifically, 
we investigated the possibility of using AML to alter the 
social media behaviors of users in order to deceive the AI 
systems that help external entities (such as politicians) gen-
erate powerful personalized influences impeding people’s 
privacy and deliberative decision-making in elections. As 
people would have more time to think and reflect on their 
own political stance without being bombarded by manipu-
lative influences tailored to exploit their individual suscep-
tibilities learned from their social media engagement, we 
expect this approach to benefit both people’s privacy and 
deliberative decision-making, while allowing people to con-
tinue to engage in social media and participating in today’s 
democratic practices.

We provided some suggestions to address four categories 
of potential concerns that might arise in the implementation 
of AML in the aforementioned direction: ethical, utiliza-
tion, social-media environment, and effectiveness concerns, 
underscoring the importance of responsible technology 
development. Recognizing that technology is not neutral, 
we advocate the integration of values throughout the design 
process during the development of the technology, such as 
by approaches like VSD.

Finally, we would like to emphasize that the approach 
suggested in this paper is not a permanent fix to the problem 
of “influencers” using social-media data to obtain informa-
tion about individuals and exert personalized influences. 
For instance, the AI systems that have been fooled could 
change their algorithms after learning about the AML used 
in this regard, forcing it to relearn from scratch in a cat-and-
mouse game. Nonetheless, the approach presented could be 
one potential remedy to the current state of affairs, in which 
humans have few countermeasures against AI’s attempts 
that learn about them using their social media data.
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the implementation of small and barely detectable changes, 
balancing between technical efficacy, ethical consideration, 
and user values can mitigate the risk of unintended negative 
consequences of this technology that can negatively affect 
how humans interact with their worlds, while still achieving 
the intended objectives.

Fourth, regarding the effectiveness concerns. One may 
pose a concern about the efficacy of changing social media 
data in facilitating deliberative decision-making in elections. 
Even if people change their social media data to obscure 
their political profile, in the current digital era, it is indeed 
unrealistic to expect them to completely avoid manipulative 
political messaging while remaining online. Nevertheless, 
our proposal does not claim to eliminate exposure to such 
content. Rather, it seeks to diminish the degree to which AI-
generated political profiles accurately infer the correct pro-
files of Internet users. For instance, John frequently posts on 
Twitter about his support for renewable energy, which makes 
him particularly susceptible to political messages related to 
this topic. Aware of this, Candidate A may target and bom-
bard him with messages regarding this candidate’s support 
for renewable energy, potentially influencing John’s elec-
tion decisions. While these messages may indeed enhance 
John’s knowledge and trigger him to deliberately consider 
voting for Candidate A in a reflective manner, it becomes 
problematic when he is intentionally left in the dark by Can-
didate A about the impacts of these messages in influencing 
his election decisions. As discussed in Sect. 3.1, educat-
ing John alone about these impacts is insufficient to ensure 
deliberative decisions, as AI-generated political influences 
can be subtle, massive, and less fully understood by most 
people. It is also unreasonable to expect John to remain vigi-
lant against all influences all day. Therefore, our proposal 
centers on the idea that AML-based technology can harden 
political actors to exploit issues that John is particularly sus-
ceptible to by distorting the profiler AI’s comprehension of 
his accurate profiles. John will continue to receive politi-
cal propaganda that targets him. However, the propaganda 
will have a lesser impact on him due to its lack of relevance 
to his susceptibility, leaving him with more space to reflect 
before making his deliberative voting decisions.

However, as was previously mentioned in Sect. 5, indi-
viduals’ election decisions are not solely influenced by their 
direct exposure to political messages but also by their inter-
personal and social constructions. Thus, technological solu-
tions that are based on AML will not serve as a panacea 
for achieving deliberative decision-making in elections. In 
this direction, the concept of AML should be integrated with 
other pertinent approaches, such as enhancing digital liter-
acy and increasing the transparency of algorithms, which 
may be relevant to future research exploring this field.
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