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Figure 1: SpectralSpaltsViewer: Visualization of Spectral renderings, reflectance parameters and pixel comparator mode of the

Ficus scene

ABSTRACT

Spectral rendering accurately simulates light-material interactions
by considering the entire light spectrum, unlike traditional ren-
dering methods that use limited color channels like RGB. This
technique is particularly valuable in industries to assess visual qual-
ity before production. Moreover, Spectral imaging finds extensive
applications in fields like agriculture for plant disease detection,
cultural heritage for preservation, forensic science, environment
monitoring and medical science among others. Advances in generat-
ing novel views from images have been achieved through methods

This work is licensed under a Creative Commons Attribution International
4.0 License.

WEB3D °24, September 25-27, 2024, Guimaraes, Portugal
© 2024 Copyright held by the owner/author(s).

ACM ISBN 979-8-4007-0689-9/24/09
https://doi.org/10.1145/3665318.3677151

like NERF and Gaussian splatting, which outperforms others in
terms of quality. This paper introduces a web-based viewer built on
the Viser framework for visualizing and comparing cross-spectral
Gaussian splats from different views and during various training
stages. This viewer supports real-time collaboration and compre-
hensive visual comparison, enhancing user experience in spectral
data analysis. We conduct a user study and performance analysis to
confirm its effectiveness and usability for different application sce-
narios, while also proposing potential enhancements for increased
functionality.
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1 INTRODUCTION

The accurate visualization of 3D scenes is of great importance for
numerous applications. Conventional tristimulus rendering com-
putes light transport using only three color channels where the
color space (e.g., RGB, HSV) is arbitrarily chosen based on appli-
cation needs or desired outcome. However, this does not allow
accurate color reproduction of the scene due to metamerism ef-
fects, where objects with different spectral reflectance properties
can appear the same under specific lighting conditions, leading to
color ambiguities. Overcoming this requires the consideration of
physically accurate light exchange with materials and surfaces in
the scene by considering the full spectrum of light. This is particu-
larly relevant for domains like architecture, automotive industries,
advertisement and design, where the virtual prototyping relies on
predictive rendering - which involves the spectral simulation of
light transport - to ensure a reliable assessment and evaluation of
the visual quality of products prior to their physical production due
to a color-correct scene reproduction. Furthermore, various scenar-
ios rely on application-specific data captured based on different
sensors, such as multi-spectral (MS) cameras [Micasense 4 24; Silios
4 24], infrared (IR) cameras [JENOPTIK 2024] or UV sensors [Lanteri
and Pelosi 2021], and the respective processing, analysis and visu-
alization of the respectively captured cross-spectral data. By ana-
lyzing correlations between spectra, a unified cross-spectral scene
representation can be obtained, enabling comprehensive query-
ing of information sensed across different spectra and leading to
a deeper understanding of natural processes [Poggi et al. 2022].
Respective applications include smart/precision farming, where
multi-spectral data facilitates early detection and monitoring of
harmful algal bloom [Do Hyuck Kwon and Cho 2023] as well as
the detection and classification of plant diseases [Moghadam et al.
2017]. Additionally, spectral imaging is utilized in automatic green-
house surveillance [Yang et al. 2014]. Regarding the preservation
of cultural heritage [Alfeld et al. 2018; Grillini et al. 2024; Landi and
Maino 2011], multi-spectral information reveals important insights
about materials used for various objects or paintings and, hence,
regarding the production process and the available or preferred
materials at the time of production as well as restoring eroded parts
based on information in individual spectral bands that may exceed
the visible range. In document analysis, the utilization of multispec-
tral or hyperspectral information has been shown to be effective
in unveiling hidden or altered features within documents [Qureshi
et al. 2019]. Similarly, in the field of face recognition, the incorpora-
tion of spectral imaging techniques has been found to enhance the
accuracy and robustness of facial recognition systems [Vetrekar
et al. 2016]. Moreover, the application of spectral rendering holds
significant importance in various domains such as medical sciences,
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forensic sciences, environment monitoring, and remote sensing
[Zahra et al. 2024]. This is primarily due to its ability to enable
more accurate analysis of different materials present in the scene.
In this paper, we put our attention to efficient GPU-based spectral
rendering. In contrast to previous spectral rendering frameworks
like ART[The ART development team 2018], Mitsuba 2[Nimier-
David et al. 2019], PBRT v4[Pharr 2020], Malia[Dufay et al. 2019]
and Manuka[Fascione et al. 2018], that are limited to conventional
scene representations in terms of point clouds or meshes, we pro-
pose a novel cross-spectral visualization framework based on a 3D
Gaussian Splatting [Kerbl et al. 2023] representation derived from
multi-view cross-spectral images or spectrum maps. Together with
recent implicit scene representation in terms of Neural Radiance
Fields (NERFs) [Mildenhall et al. 2020], explicit scene representation
in terms of 3D Gaussian Splatting has been demonstrated to allow
producing visually realistic 3D reconstructions from multi-view
images. However, regarding NeRFs, the involvement of a scene rep-
resentation in terms of a neural network with weights optimized
according to the information in the given photographs and cam-
era poses complicates the direct access to the scene and requires
the combination of dense volumetric sampling and forward passes
through the network to obtain local characteristics of the 3D scene.
Circumventing the need for a neural network based scene represen-
tation with techniques like Gaussian splatting therefore improves
the efficiency of scene representation and rendering, while addi-
tionally offering a scene representation that is more interpretable
in terms where the scene is represented well or not and offering
superior performance and quality compared to NERFs. While this
motivates the use of a scene representation in terms of Gaussian
splatting, the respective extension to multi-spectral scene repre-
sentation and respective spectral visualization tools remains an
open challenge. To visualize image based multi-spectral data in 3D,
allowing enhanced material discrimination, 3D segmentation, and
increased robustness to lighting conditions (i.e extract features that
are less influenced by changes in illumination), this paper offers
the following major contributions:

e We present a web-based viewer, inspired by the Viser frame-
work [Nerfstudio Project 2023], that allows visualizing cross-
spectral Gaussian splats. Our viewer supports the visualiza-
tion of spectral splats at various stages of training, allowing
for per-spectrum visualization and the comparison of splats.
Thereby, our tool provides a convenient and intuitive in-
terface for analyzing and comparing the results of spectral
splatting.

e Our viewer supports the visualization of different texture
maps utilized by the Gaussian splatting renderer for gener-
ating the final output. This includes texture maps for BRDF
parameters, depth maps, and normal maps. Additionally, our
viewer incorporates a version of Gaussian splatting [Kerbl
et al. 2023] that enables the segmentation of the splats and,
hence, allows the visualization of semantic object IDs. Fur-
thermore, our viewer supports the visual comparison of these
texture maps at different stages of the training process, pro-
viding comprehensive insights on how the rendering pro-
gresses over time.
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Figure 2: Point renderings of different spectra (left), pixel comparator (for different spectra and different iterations) (middle)

and segmentation-maps (right)

e Our viewer allows users to engage in real-time collabora-
tion by utilizing the spectral and output selection controls,
enabling multiple users to collectively choose and visualize
specific spectra, switch between different types of output
visualizations, and compare them collaboratively.

e We provide an evaluation of our viewer in terms of a per-
formance analysis as well as a user study of various aspects
including ease of navigation, intuitiveness of the user inter-
face, responsiveness, understandability, adequacy of infor-
mation, future usability, likability, and overall experience.
Furthermore, we involved domain experts to get insights
on desirable features (e.g., Geometry exporter, material edit-
ing, collaborative view synchronization) that would have
the highest impact.

2 RELATED WORK

2.1 Spectral renderers

CPU-based spectral rendering engines such as ART[The ART devel-
opment team 2018], PBRT v3[Pharr et al. 2016], and Mitsuba[Jakob
2010] are commonly used by the scientific community and others
like Manuka[Fascione et al. 2018] are also utilized in the industry,
although they are not as prevalent. Most rendering engines that
leverage the capabilities of graphical processing units (GPUs) are
typically RGB-based renderers[Murray et al. 2021]. However, there
is a growing number of academic spectral renderers that now take
advantage of GPU acceleration, such as Mitsuba 2[Nimier-David
et al. 2019], PBRT v4[Pharr 2020], and Malia[Dufay et al. 2019].
These GPU-based spectral renderers represent an emerging trend
in the field and would play an important role in simulating real
world spectral data.

2.2 Scene Representation based on NeRFs and
Gaussian Splatting

In recent years, great improvements for generating photo-realistic
novel views have been achieved based on novel learning-based

scene representations in combination with volume rendering tech-
niques. Neural Radiance Fields (NeRF)[Mildenhall et al. 2020] rep-
resent the scene based on a neural network, that predicts local
density and view-dependent color for local points in the scene vol-
ume which, in turn, can be used to synthesize images of the scene
based on volume rendering. By optimizing the predicted images to
match the given input images under the respective view conditions,
the network is trained to represent the scene. The great potential of
this approach for novel view synthesis has led to numerous exten-
sions, including the improvement of rendering quality by reducing
liasing [Barron et al. 2021, 2022, 2023; Wang et al. 2022], acceler-
ating the training of the underlying network [Chen et al. 2022a;
Fridovich-Keil et al. 2022; Miiller et al. 2022; Yariv et al. 2023] as well
as handling more complex inputs in terms of unconstrained image
collections [Chen et al. 2022b; Jun-Seong et al. 2022; Martin-Brualla
et al. 2021].

Instead of relying on a neural-network-based scene represen-
tation, several works focused on representing scenes in terms of
implicit surfaces [Ge et al. 2023; Wang et al. 2021, 2023] explicit
representations based on points [Xu et al. 2022], meshes [Munkberg
et al. 2022] or 3D Gaussians [Kerbl et al. 2023]. Point-based neu-
ral rendering techniques like Point-NeRF [Xu et al. 2022] combine
accurate view synthesis based on NeRF with the rapid scene recon-
struction capabilities of deep multi-view stereo methods, utilizing
neural 3D point clouds for efficient rendering, thereby allowing
to accelerate the training process. A recent approach [Zhang et al.
2023] additionally demonstrated that point-based methods are more
suitable for scene editing. Recently, 3D Gaussian Splatting [Kerbl
et al. 2023] has been demonstrated to surpasses existing implicit
neural representation methods in terms of both quality and effi-
ciency, thereby representing the current state-of-the-art in novel
view synthesis. The approach relies on using a set anisotropic 3D
Gaussians as an effective explicit scene representation and utilizing
a fast tile-based differentiable rasterizer for image rendering.

Extensions of such novel scene representations to the spectral
domain beyond the RGB channels remain an open challenge with
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only a few seminal works. Spectral variants of NERF, such as xN-
ERF [Poggi et al. 2022] for cross-spectral spectrum-maps and Spec-
tralNeRF [Li et al. 2022] for multi-spectral spectrum-maps, have
demonstrated effectiveness in generating novel views across differ-
ent spectral domains.

2.3 Neural rendering frameworks

Recent developments in neural rendering frameworks like NeRF-

Factory[Jeong et al. 2022], NerfAcc[Li et al. 2023], MultiNeRF[Mildenhall

et al. 2022], and KaolinWisp[Takikawa et al. 2022] have notably en-
hanced the usability of NeRFs, each targeting different aspects such
as benchmarking, modular design, or integrating multiple studies
into one platform. Nerfstudio[ Tancik et al. 2023] is a modular Py-
Torch framework, which supports real-time visualization, efficient
data handling, and diverse export capabilities, all under an open-
source Apache?2 license, catering to both academia and industry. It
surpasses other repositories for its modularity, real-time capabilities,
and ease of use with user-captured data. Viser[Nerfstudio Project
2023], the web-viewer for Nerfstudio, has been developed using
Three]S and React]S, and also offers Python-accessible API which
can be used to customize viewer user interface. Viser is inspired
from other open-source Python package that enables rapid devel-
opment of demos or web applications for machine learning models
like Gradio[Abid et al. 2019]. This is why Viser forms a perfect base
framework for building our viewer application because then our
application could be easily integrated to Nerfstudio and enhanced
further with recent developments in this area. While scene repre-
sentations in terms of both NeRFs and 3D Gaussian Splatting are
supported, the extension to spectral scene representation remains
as a challenge that we address with this paper.

3 SPECTRAL-SPLATS VIEWER

This section provides a comprehensive overview of the design and
technical considerations that were taken into account during the
development of our web-based framework for the visualization of
multi/cross-spectral Gaussian splats.

We will first outline the overall architecture, which will be fol-
lowed by an in-depth exploration of each individual component,
detailing their functionalities and interactions within the system.

3.1 Architecture

GIO copy

10 = Genome.
input output

Per-spectra polygon file
format (ply) files

Server with Compute (GPU + CPU) GIO save

Spectral-splats | (R | Spectral Gaussian ‘m Muliview &
am =

viewer

Network attached storage (NAS)

‘WebSocket

Clients

Figure 3: SpectralSplats Viewer: Architecture
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The overall architecture of the viewer is illustrated in Figure
3. We used Viser|[Tancik et al. 2023] as a base framework for our
implementation. Viser is built on React]S and is accessible as a pub-
licly hosted website. Viser is designed to accommodate users with
both local and remote GPUs. It simplifies the process of utilizing
remote computing resources by enabling port forwarding through
SSH. As training starts, Viser dynamically displays a NeRF in real-
time, allowing users to explore the scene by panning, zooming,
and rotating during the optimization or while evaluating a trained
model. Furthermore, the Gaussian splatting framework uses a simi-
lar training and visualization approach and, hence, makes Viser an
ideal base framework for our purposes.

Server deployment: We utilize rootless Docker and Slurm([Jette
and Wickberg 2023] workload manager to deploy and run both the
Spectral splats viewer and the Spectral Gaussian model. Rootless
Docker ensures that the deployment is secure and does not require
root privileges [Matsumoto and Suda 2024], enhancing security
and minimizing potential system vulnerabilities. Slurm, a work-
load manager, is employed to efficiently schedule and manage the
computational tasks associated with the deployment of the viewer
and the model, optimizing resource use and scaling according to
demand.

Data transfer: We have extended Viser to interpret data gener-
ated in Polygon file format (.ply) by the Spectral Gaussian model
from multi-view spectrum maps. In our implementation, data man-
agement is handled using GIO (Genome Input-Output), which uti-
lizes secure shell (SSH) for secure data transfer within the docker
containers and the network attached storage. This integration aligns
seamlessly with the architecture of training and testing deep learn-
ing models, ensuring efficiency and security in data handling.

Figure 4: Spectral-Splats Viewer: left: Pixel-comparator (show-
ing the difference between epochs (epoch 7000 and epoch
10000 in this case)) and right: spectral rendering (580nm) of
the kitchen scene [Li et al. 2022]

Client renderer: Real-time visualization employs WebSockets
and WebRTC to connect a session to the web client, eliminating
the need for local GUI installations similar to Viser. Once the web
viewer is opened, it establishes a WebSocket connection that dis-
plays rendered images. The viewer streams camera poses to the
session, which then renders and sends back images via WebRTC.
The viewer’s Ul and camera controls are built with Three]S, en-
abling the overlay of 3D assets like images on the renderings. This
setup allows different types of client devices (as shown in Figure 3)
to display and compare different spectral renderings both as splats
(Figure 4) and points (Figure 2). We can use the Pixel compara-
tor mode to compare different iterations at different spectra (see
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Fig. 8) or vice-versa (see Fig.9). Different clients can also be used
collaboratively using the viewer controls as shown in Fig. 5 and
Fig. 6. However, the view is not synchronized between devices to
support the possibility of individual scene exploration by different
users. We need to enhance this basic feature by enabling controls,
including views, that can be used collaboratively according to a
specified configuration. Additionally, the session should be saved
and capable of being resumed in the future to improve collaborative
versioning of different tasks.

Figure 5: Collaborative mode: The selected spectra can be
visualized in different devices collaboratively

e —

Figure 6: Collaborative mode: The selected iterations can be
visualized and compared in different devices collaboratively

3.2 Implementation

The two main aspects of our implementation involve defining the
data format of the PLY files and interpreting this data to be visual-
ized by the viewer.

3.2.1 Data format: The spectral Gaussian model generates a PLY
file per spectrum and per checkpoint (epochs in the training pro-
cess where weights are saved) with vertex attributes covering the
following characteristics:

WEB3D °24, September 25-27, 2024, Guimaraes, Portugal

Position of the points (x,y,z)
Opacities
Scaling
Rotations
Normals
Depth
Reflectance parameters (or only color per point)
— Specular
Specular Color
Diffuse
Diffuse Color
— Roughness etc.
e Semantic object-ids (Distilled feature fields)

The reflectance parameters can optionally be replaced by a single
color (r,g,b) that represents the color at a particular point. Addi-
tionally, the normals, depth, and semantic object-ids are optional
parameters, and the viewer configuration determines what needs
to be loaded.

We used a PLY file per spectrum as opposed to a single PLY file
as it has the following advantages:

e We can choose to optionally load only the iterations and spec-
tra we need, which reduces the amount of data transferred.
This improves both load balancing and performance.

o The other main advantage is that we can also visualize mul-
tiple spectra when the spectrum-maps are not completely
co-registered. By co-registered, we mean that the pose of the
cameras is the same for all the spectra in a particular view.

Defining the data format is this manner help us to be more flexible
in regards to what we want to visualize.

3.2.2  Visualization: The visualization module is developed in Python
and employs Viser, a tool built using React]JS. We patched the Viser
framework with some additional functionalities such as the inclu-
sion of a legend with a specific colormap to better suit our specific
requirements. The main features of the viewer include:

o The visualization of different spectra at various epochs (saved

training iterations).

An adjustable resolution for performance optimization, al-

lowing users to reduce resolution when moving the camera

or under other circumstances.

A scaling factor to control the size of the splats.

Input controls (Mouse or Keyboard) to navigate the scene.

Pixel comparison, i.e. we provide capabilities where different

renderings as well as images containing other attributes

(reflectance parameters, depth, normals, semantic object-ids,

etc.), can be compared at various iterations or spectra (see

Fig. 8 and Fig. 9). The colormap used for comparisons can

also be configured (jet, viridis, magma, etc.) . We used the

jet colormap for our comparisons, as most relevant papers

[Jiang et al. 2023] seem to use it for the comparison with

ground truth references. This mode helps us in the following

ways:

— Comparing different iterations: This feature gives the user
deeper insights into the training process, helping them
decide which iteration to load based on performance and
quality. It also aids in understanding the optimal training
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Figure 7: Frames per seccond (FPS) of scenes at different resolutions and training iterations (i.e having different number of
Gaussians).

Connected

e Collaborative mode: The viewer enables collaborative visu-
alization across multiple devices (Fig. 10). We need to make
this mode more configurable from our point of view, which
is why we conducted a user study with domain experts to
gain insights on respective requirements and the practical
relevance of this feature. The comments from these experts
indicate that the collaborative mode in the pixel compara-
tor setting (Fig. 6) was particularly interesting to them (as
discussed in the evaluation).

4 EXPERIMENTAL EVALUATION

A performance analysis of the viewer was conducted to quantita-
tively assess the tool’s efficiency. We conducted a user study to

Figure 8: Iteration comparison mode (Dragon doll scene[Li
et al. 2022]): Comparison of the pixel renderings at different
iterations (shown for iterations 5000 and 10000)

<> Connected = H

Render ~

duration for the Spectral Gaussian model on similar scenes
in the future, depending on the needs. Additionally, for
an expert user, it provides insights on how to improve the
training process.

— Comparing spectral renderings: This mode can also be
configured to compare different spectra as shown in Fig. 9.
This is particularly important for understanding the differ-
ences between various spectral visualizations. Specifically,
the comparison of semantic object-IDs could be useful for
various smart farming applications such as plant disease
detection[Moghadam et al. 2017], algal bloom detection
[Do Hyuck Kwon and Cho 2023] or in cultural heritage
for analysis and restoration of colored objects[Jones et al.
2020].

Compare trainings ~

Figure 9: Spectra comparison mode (Ficus scene): Compari-
son of renderings at 580nm and 620nm
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demonstrate the efficacy of our viewer through perceptual evalua-
tion. The user study included assessments of visual quality, usability,
comprehensibility, and performance.

4.1 Performance analysis

To assess the efficiency of our viewer in loading various spectral
scenes, we measured the frame time (time to render each frame)
at different resolutions ranging from 192x192 pixels to 3840x3840
pixels with a step size of 64 pixels along both axes. These measure-
ments were taken for different types of cross-spectral scenes (see
Fig. 11). We selected a diverse range of scenes, each with varying
numbers of Gaussians, to ensure that our performance analysis
accurately reflects the viewer’s efficiency across different scenarios.
The frame time measurements were conducted at various training
iterations, specifically at iterations 2000, 3000, 5000, 7000, 10000,
and 30000, which corresponded to different numbers of Gaussians
generated in the training process. To report the results, we calcu-
lated the inverse of the frame time, which is commonly known as
Frames per Second (FPS) and the corresponding plots are presented
in Fig. 7. The performance analysis was done on a PC equipped
with an RTX 3090 GPU which hosted the GPU and was connected
to two clients during that time.

The graphical analysis reveals that in order to achieve a frame
rate exceeding 30 FPS, which is essential for smooth navigation
on various client devices such as mobiles, tablets, and PCs, it is
crucial to maintain a resolution below 1536 x 1536 pixels. Further-
more, the data indicates that at very high resolutions, the number
of Gaussians does not have significant impact in the frame rate
across different training iterations. However, there is a significant
influence at resolutions below 1500 pixels. By selecting a lower
number of training iteration at these lower resolutions, provided
that the rendered output maintains acceptable quality in lower
training iteration, we can optimize performance. For most scenes,
we observed that 10,000 training iterations and a resolution of 1280

Figure 10: Collaborative mode (Ficus scene): The figure shows
that the one can use the tool to collaborate on the same scene
using different devices
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x 1280 pixels delivered good perceptual quality, with a frame rate of
approximately 45-50 FPS. The performance level achieved is robust
enough to ensure seamless navigation on a wide range of client
browsers and devices, including tablets, mobile phones, laptops,
and PCs.

The average FPS across all resolutions for a specific training iter-
ation is detailed in Table 1. The data from the table reveals that
the average FPS typically ranges between 35-40, which facilitates
smooth navigation through the scenes. Additionally, performance
can be further enhanced by opting for a lower resolution during
camera movement.

Figure 11: Different scenes considered for performance
analysis: Ficus dataset [Mildenhall et al. 2020], Teapot
dataset [Jiang et al. 2023], Dino and Penguin datasets [Poggi
et al. 2022], as well as Projector, Dragon-doll and Kitchen
datasets [Li et al. 2022]

4.2 User-study

We conducted two user studies: one for non-expert users and an-
other for domain experts who also participated in the first user
study.

4.2.1 Participants: As participants for the user study, we mainly
selected domain experts (15 of 20 participants), i.e. people that were
familiar with spectral data or have knowledge in the fields of com-
puter graphics and computer vision. We chose such a constraint
as we wanted to understand how our viewer can help this com-
munity using spectral data by analyzing spectral Gaussian splats.
Moreover, the participants had different backgrounds, including
researchers, doctors, professors, designers, software developers and
also persons without any academic background. All participants
were uninformed about the experiment’s aims, gave informed con-
sent and reported either normal or corrected-to-normal visual and
auditory acuity.

4.2.2 Design of experiment:

User-study 1 (Evaluation for the current functionalities): In order
to evaluate the visualization of cross-spectral renderings of the
Gaussian splats, the participants had to navigate through three
scenes involving reconstructions form both multi-spectral [Poggi
et al. 2022] (Dino and penguin) and infrared [Poggi et al. 2022]
(Dino) spectrum maps. Hence, the study considers cross-spectral
data for evaluation. The users were presented with a set of eight
questions and had to provide ratings on a 7-point Likert scale [Jebb
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Table 1: Average FPS (considering rendering resolution from 192 to 3840 pixels) for 8 spectral datasets at different points of

training
. . Teapot (No. of Spectra: 5) Penguin (No. of Spectra: 10) | Kitchen (No. of Spectra: 5) Ficus (No. of Spectra: 5)
Training iteration - - - :

No. of Gaussians | Avg.FPS | No. of Gaussians | Avg. FPS | No. of Gaussians | Avg. FPS | No. of Gaussians | Avg. FPS

2000 75348 40.770 87523 41.014 39596 43.195 61259 43.663

3000 98707 41.282 222036 33.631 71772 38.434 113224 43.827

5000 97503 39.563 376899 30.113 102215 43.366 136372 35.209

7000 91551 40.210 468916 27.448 121652 40.497 158656 33.883

10000 74914 38.211 561636 25.943 141039 40.119 244292 30.627

30000 78527 36.859 561636 24.391 141039 38.171 363099 27.440
Dragon doll (No. of Spectra: 5) | Dino MS (No. of Spectra: 10) | Dino IR ( (No. of Spectra: 1) | Projector (No. of Spectra: 5)
No. of Gaussians | Avg.FPS | No. of Gaussians | Avg. FPS | No. of Gaussians | Avg. FPS | No. of Gaussians | Avg. FPS

2000 67027 36.610 88141 48.080 41208 45.264 35945 44.311

3000 128071 49.535 233337 38.766 114950 44.945 88362 39.884

5000 178328 34.630 368680 37.474 186800 42.707 110969 40.540

7000 206430 32.747 454009 34.599 239264 39.753 138239 38.512

10000 227095 31.971 530290 30.840 287433 39.243 168844 37.262

30000 227095 28.906 530290 30.806 350396 34.650 168844 33.611

et al. 2021] after they had finished interacting with the viewer
performing the necessary tasks. The tasks involved:

o Interacting with the different user-interface elements and
scene navigation: The users selected different spectra, scaling
factor, BRDF parameters, etc.) and navigated through the
scenes.

e Using the pixel comparator:

— Compare iterations: The user compared the different out-
puts rendered (BRDF parameters, depth, semantic segmen-
tation, render output, etc.) at different iterations, i.e. at
different points of the training for a particular spectrum.

— Compare spectra: The users had to perform a similar op-
eration while comparing different spectra at a particular
iteration.

The questions considered different aspects such as ease of use and
the intuitiveness of the user-interface, etc., and the results of which
are described in detail in Sec. 4.2.3.

User-study 2 (Evaluation for future enhancement): In the second
user study, we specifically targeted expert users with background
knowledge in working with spectral data. The aim was to under-
stand which feature enhancements would make the viewer more
attractive to these users. The study was conducted after the partici-
pants had completed user-study 1 and were familiarized with the
collaborative mode of our viewer. They were asked three questions
regarding future feature improvements related to collaborative
mode, geometry exporter, and material editing. The results of this
study are presented in Section 4.2.3.

The spectral-splats viewer was hosted in a PC having graphics
card RTX 3090. The users accessed the web page using their own
laptops or PC’s in Google chrome.

4.2.3  Results and analysis (User-studies). The statistical distribu-
tion of our user studies are presented using a box plot in Fig. 12

Analysis of User-study 1: The Ease of Navigation aspect assessed
how participants managed the scene controllers and viewed the
scene from various perspectives, with most navigating through

the viewer quite fluently. Under Intuitiveness of the UL the focus
was on the ease of understanding user-interface controls and user
familiarization. The results indicated that intuitiveness was just
above average, primarily because non-experts required additional
time to become acquainted with the viewer, compounded by the
absence of meta-data information for our scenes. The Responsive-
ness aspect evaluated performance, crucial since the viewer is web-
based and not hosted on local devices. The viewer showed excellent
responsiveness even under multiple simultaneous users. Regard-
ing Adequacy of Information, users generally found the provided
data sufficient for comparison modes and most domain experts
appreciated this feature. For Likability, participants’ likelihood to
recommend the viewer varied, likely due to the mixed user base
of general users and domain experts, though overall likability was
good. In the scope of additional comments the domain users ex-
pressed strong enthusiasm for the pixel comparator mode, as it
significantly enhanced their understanding of scenes in terms of
different spectra and training iterations. Lastly, the Overall Expe-
rience received positive feedback, indicating that users, including
those without expert backgrounds, could effectively navigate and
utilize the viewer’s features.

Analysis of User-study 2: In this segment of the study, the focus
was on enhancing the viewer for optimal future usability. In addition
to the ratings, we also asked the users to provide any comments or
notes along with their responses. These comments are valuable for
us as they provide context and insights into the ratings, particularly
from users who have domain expertise in this field. Expert users
expressed significant interest in the collaborative mode, suggesting
that further development of this feature could substantially enhance
the viewer’s usability across diverse scenarios. Domain experts also
highlighted the potential industrial applications, particularly in
environments where individuals need to annotate various regions
in a spectral scene for collaboration. Additionally, the geometry
exporter feature was noted as beneficial for users who work with
other 3D editing tools, as it facilitates modifications of 3D data
for various uses. Some experts thought material editor could help
changing the light in the scene which could be necessary for certain
scenarios. These observations highlight the critical role of these
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(a) User-study 1 (Evaluation for the current functionalities)
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Figure 12: In the above figure, the statistical distribution of the ratings of the user-studies are presented. The inter-quartile
range (IQR) is depicted as a colored box, with the median represented by a blue line inside the box and the mean indicated by
an X symbol. The whiskers of the box plot extend to 1.5 times the IQR. Any data points lying outside this range are shown as

individual points, denoting them as outliers.

features in broadening the viewer’s practical utility and applicability
in professional environments.

5 LIMITATIONS

From user feedback and the study, limitations of the viewer were
identified, emphasizing aspects for further enhancement. Users
provided feedback on several areas for improvement, including
tool-tips for better usability, more intuitive user-interface elements
and refined keyboard controls. To optimize the collaborative mode,
it is crucial to enhance annotation capabilities, session syncing, and
implement a geometry exporter. Additionally, addressing the need
for more compute power, load balancing capabilities, and higher
resolution results will transform our tool into a fully-fledged prod-
uct with improved functionality, user experience, and professional
applicability.

6 CONCLUSION AND FUTURE WORK

Our web-based viewer is the only tool available for visualizing
cross-spectral splats using the Gaussian splatting framework. It en-
ables intuitive analysis and comparison of training model-generated
splats, providing valuable insights for enhancing training and un-
derstanding the process. The viewer has diverse applications in
smart farming, cultural heritage, and other fields where spectral
data is utilized. User-studies and performance analysis confirm its
efficiency, with potential usability enhancements through proposed
features.

For future work, we envisage the possibility of integrating a geome-
try and texture exporter into the viewer, supporting various formats
to enable content visualization across different applications and

platforms. Another potential extension could involve modifications
to lighting and reflectance parameters, which would allow us to
render scenes with varied materials and lighting in different spec-
tral ranges. Currently the viewer also supports simple collaborative
functions which can be enhanced in the future to serve wide range
of industrial use-cases.
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