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Abstract
Metals deform plastically at the asperity level when brought in contact with a
counter body even when the nominal contact pressure is small. Modeling the
plasticity of solids with rough surfaces is challenging due to the multi-scale
nature of surface roughness and the length-scale dependence of plasticity.
While discrete-dislocation plasticity (DDP) simulations capture size-depen-
dent plasticity by keeping track of the motion of individual dislocations, only
simple two-dimensional surface geometries have so far been studied with
DDP. The main computational bottleneck in contact problems modeled by
DDP is the calculation of the dislocation image fields. We address this issue by
combining two-dimensional DDP with Green’s function molecular dynamics.
The resulting method allows for an efficient boundary-value-method based
treatment of elasticity in the presence of dislocations. We demonstrate that our
method captures plasticity quantitatively from single to many dislocations and
that it scales more favorably with system size than conventional methods. We
also derive the relevant Green’s functions for elastic slabs of finite width
allowing arbitrary boundary conditions on top and bottom surface to be
simulated.

Keywords: Green’s functions, dislocation dynamics, contact mechanics

(Some figures may appear in colour only in the online journal)

Modelling and Simulation in Materials Science and Engineering

Modelling Simul. Mater. Sci. Eng. 25 (2017) 065018 (20pp) https://doi.org/10.1088/1361-651X/aa7e0e

Original content from this work may be used under the terms of the Creative Commons
Attribution 3.0 licence. Any further distribution of this work must maintain attribution to the

author(s) and the title of the work, journal citation and DOI.

0965-0393/17/065018+20$33.00 © 2017 IOP Publishing Ltd Printed in the UK 1

mailto:l.nicola@tudelft.nl
https://doi.org/10.1088/1361-651X/aa7e0e
http://crossmark.crossref.org/dialog/?doi=10.1088/1361-651X/aa7e0e&domain=pdf&date_stamp=2017-08-01
http://crossmark.crossref.org/dialog/?doi=10.1088/1361-651X/aa7e0e&domain=pdf&date_stamp=2017-08-01
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/


1. Introduction

Modeling the contact mechanics of solid bodies assuming realistic surface roughness is highly
relevant to tribology, the science of friction. This is a demanding task, because the height
spectra of most surfaces, even polished ones, have non-negligible magnitude over several
decades of wavelengths, typically from the atomic scale to several dozen or even hundreds of
microns [3, 4], i.e., the root mean square heights are determined by the longest-wavelength
height fluctuations (relevant for sealing and lubricant flow) while the root mean square
gradients (relevant for typical contact stresses, at least in the elastic limit) are determined by
the shortest wavelengths. In the past years, various theories of rough surface contact have
been presented [5–10]. Persson’s contact-mechanics theory [8–10] appears particularly pro-
mising to us, because it accounts for long-range elastic deformations, unlike traditional
approaches such as those inspired by Greenwood and Williamson [6], who pursued local
bearing models. In fact, Persson theory reproduces quite well experiments and numerical
results on relative contact area, interfacial stress distribution functions, stress spectra, and gap
distribution functions, although it requires a fitting parameter of order unity. However, the
validity of Persson’s analysis of plastic contacts [9] in the range where plasticity is size-
dependent [11–14] has not yet been shown.

Numerical simulations of contact between elastic rough surfaces are made possible
through several techniques. Of particular interest are the boundary-element based approaches
such as BEM [15–17] and Green’s function molecular dynamics (GFMD) [18–22], which
calculate the response of a solid to contact loading by modeling only the surface. These
methods are suitable to study large systems where the surface roughness is described by many
orders of length scale [2, 20, 23]. In this work, we choose GFMD over BEM, since it is a
simpler method, which does not involve solving the Fredholm integral equations. In GFMD,
the equilibrium positions of the interfacial grid points are found by means of damped
dynamics in Fourier space, where the individual modes decouple. This allows for large
systems to be quickly brought to equilibrium. While the computational complexity of BEM
scales with ( )O n2 , where n is the number of discretization nodes, GFMD scales as

( ( )O n n nlog . Furthermore, it is straightforwad in GFMD to employ non-holonomic
boundary conditions and/or interaction potentials between the contacting bodies and hence it
is cost-effective in studying problems where the contact area is not known a priori. Con-
ventional FEM or BEM methods typically require several iterations as well as incremental
updating of the boundary conditions in order to converge to a final contact area. Additionally,
GFMD has the advantage that it can be extended to a multi-scale method [24] where the
surface layer can be described atomistically and the substrate underneath be treated within the
harmonic approximation. Pastewkaet al [24, 25] have shown that the elastic Green’s function
can be quickly computed from interatomic potentials and a seamless coupling to the atomic
region can be derived even for interactions going beyond nearest-neighbor interactions.
GFMD has been successfully used to model the contact response of semi-infinite elastic solids
[2, 26, 27], while plasticity was neglected.

There has also been much progress in the numerical study of elasto-plastic contacts.
These, however, are either based on continuum plasticity [28–30], or, limited to single-
wavelength roughness [31], or, based on brute-force all-atom approaches [32, 33]. To date, no
studies of rough surface contact appear to have disseminated, in which (size-dependent)
plasticity and long-range elasticity were both accurately modeled. Our work aims at building
such a model.

Size-dependent plasticity in metal crystals has been successfully predicted by discrete
dislocation plasticity (DDP) [1] simulations, which for simple problems, as the tensile
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response of free-standing metal films, give results in quantitative agreement with experiments
[34]. In the context of contact mechanics, DDP has been used to study indentation of flat
surfaced single crystals with single indenters [35, 36], periodic indenters [37, 38], as well as
an indenter with self-affine surface modeled as a collection of Hertzian contacts [39]. The
only DDP studies, in which the plastically deforming bodies were not approximated to be flat,
involved the flattening of simple sinusoidal surfaces [40–42]. Results showed that the contact
area is not continuous, but serrated, as a consequence of dislocations exiting the surface
through discrete slip planes and leaving crystallographic steps. Due to the serrated nature of
the contact area, the local contact pressure presented high spikes, at odds with the pressure
profiles predicted by continuum plasticity. The study of size-dependent plasticity for realistic
surface geometries is computationally very expensive. In order to being able to study
indentation using realistic surface geometries, we here combine the accurate description of
plasticity offered by DDP with the fastly converging elastic solution delivered by GFMD, in a
modeling technique which we name Green’s function dislocation dynamics (GFDD). This is
not the first attempt to combine dislocation dynamics with a boundary element method
[43–46]. However, for realistic surface geometries coming into contact, which require a fine
discretization, GFDD should be more cost-effective. This is because the method relies on fast
Fourier transform (FFT) and employs damped dynamics to quickly equilibrate large systems.

We begin the paper by briefly introducing DDP in section 2 and GFMD in section 3. We
then present the methodology of the new model in section 4. The results obtained using the
new GFDD model are compared with DDP in sections 5 and 6. Section 7 summarizes the
advantages and potentials of the new method.

2. Discrete dislocation plasticity

DDP is a numerical technique to solve boundary-value problems (b.v.p), which treats plas-
ticity as the collective motion of discrete dislocations [1]. The dislocations are modeled as line
defects in an elastic continuum. The solution at each time step of the simulation is obtained by
the superposition of two linear elastic solutions: the elastic fields for dislocations in a
homogeneous infinite solid, and the solution to the complementary elastic b.v.p., which
corrects for the boundary conditions. The methodology is illustrated for the indentation of a
single crystal by an array of flat rigid indenters in figure 1. The elastic dislocation fields are
represented by a superscript (d), the fields solving the complementary b.v.p. by a superscript
( ). The elastic dislocation fields are given analytically. The dislocation in the repetitive cell
and its periodic replicas are treated as an infinite array of dislocations. The solution to the b.v.
p. is traditionally obtained using the finite-element method FEM. The rigid indenter is
modeled implicitly by imposing boundary conditions on the deformable body.

The total stress and displacement fields obtained at a given time increment are used,
along with a set of constitutive rules, to describe the evolution of the dislocation structure.
The constitutive rules are based on the Peach–Koehler force and control dislocation glide,
nucleation, annihilation and pinning at obstacles. At the beginning of the simulation, the
crystal is dislocation-free, but contains a density of point sources and obstacles that mimic
Frank–Read sources and precipitates, respectively. The density of sources and obstacles is
constant during the simulation. A dislocation pair is generated by a point source when the
resolved shear stress acting on the source exceeds a critical nucleation strength, tnuc. The
dislocation then glides on a plane with a velocity proportional to the Peach–Koehler force.
Two dislocations with opposite Burgers vector annihilate when they come closer to each other
than a threshold length, set to b6 , where b is the magnitude of the Burgers vector. Whenever a
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dislocation meets an obstacle it gets pinned. It is released by the obstacle only when the
Peach–Koehler force acting on the dislocation exceeds the critical strength of the obstacle,
tobs. Dislocations can exit the domain through the free surface leaving behind a displacement
step of b 2 along the slip direction.

The aim of this work is to replace the FEM solution to the complementary b.v.p. with
GFMD, while the constitutive rules that control the dislocation dynamics remain unchanged
and similar to those proposed in [1].

3. Green’s function molecular dynamics

GFMD is also a boundary-value method to study the elastic response of a body subjected to
contact loading. In GFMD, only the surface of the deformable body is modeled explicitly and
discretized using equi-spaced grid points as seen in figure 2. The grid points, under the
influence of an external load, are displaced from their initial position, causing an increase in
the areal elastic energy of the system. The new equilibrium positions are then calculated using
damped dynamics in Fourier space. The advantage of damping the system in Fourier space is
that the different modes describing the surface are uncoupled, and the stress–displacement

Figure 1. Schematic representation of the DDP methodology: the boundary-value
problem for a body containing dislocations is decomposed into two parts: the fields of
the dislocations in an infinite medium and the solution to the elastic boundary-value
problem which corrects for the boundary conditions.

Figure 2. Schematic representation of a rigid punch indenting a flat deformable body:
(a) the undeformed configuration and (b) the deformed configuration.
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relationship, when applying a load in z-direction, simply reads:

s=a ab b˜ ( ) ˜ ( ) ˜ ( ) ( )u Gq q q , 1z

where ab ( )G q is the Green’s function tensor, a ( )u q is the α component of the displacement
and and s b ( )qz is the traction in β-direction corresponding to wavenumber q. The Green’s
function tensor depends on the elastic properties and size of the body.

Here, the load is applied in an incremental manner by means of a rigid flat indenter,
which is modeled by a hard-wall potential. To satisfy static equilibrium at each incremental
change of the loading, the following condition must hold:

+ + =˜ ( ) ˜ ( ) ˜ ( ) ( )F F Fq q q 0, 2ext el if

where ˜ ( )F qext is the external force; ˜ ( )F qif is the interfacial force ensuring the non-overlap
constraint, which are imposed ‘by hand’ after each time step, in real space, ˜ ( )F qel is the
elastic restoring force that can be written as:

= = -˜ ( ) ˜ ( ) ˜( ) ( )˜F G uq A q q v , 3u
el

0
1

el

where A0 is the total surface area and -˜ ( )G q1 is the inverse Green’s function, which can be
evaluated from the areal elastic energy density vel. The areal elastic energy was derived for a
slab with deformable top and fixed bottom in previous works [47, 48]. In section 4.1, we
extend the derivation to the case where the bottom surface can be exposed to arbitrary stress,
displacement, or mixed boundary condition. This is necessary for the coupling to dislocation
dynamics, as should become clear in the following section.

The damping force has the form:

h= --˜ ( ) ( ˜ ( ) ˜ ( )) ( )F u uq q q , 4n ndamp 1

where η is the damping factor, chosen such to critically damp the slowest mode, i.e., the
center-of-mass mode, corresponding to q=0, for quick convergence. Various further
improvements can be applied to speed up convergence, such as, mode-dependent masses or
damping.

The damping force is used in the position-Verlet algorithm to solve for the displacement
fields at each increment +( )n 1 ,

t= - + + ++ -˜ ( ) ˜ ( ) ˜ ( ) ( ˜ ( ) ˜ ( ) ˜ ( )) ( )u u u F F Fq q q q q q2 , 5n n n1 1 el ext damp 2

where τ is the non-dimensional discrete time step used in the simulation.
The hard-wall potential is employed at the end of each iteration to ensure there is no

inter-penetration, i.e., in real space,

( ) ( ) ( )z x z x , 6punch substrate

where zpunch and zsubstrate are the z-coordinates of the punch and substrate surface, respectively
as seen in the figure 2. Notice that the method is not bound to use a hard-wall potential. Finite
interactions can be accounted for, however, we have here chosen for a hard-wall potential for
the sake of comparison to conventional DDP.

When the surface equilibrates to the final deformed configuration, the body fields are
calculated from the discrete surface fields using closed-form analytical solutions [48].
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4. Green’s function dislocation dynamics

The GFDD method is based on the same decomposition concept as used in DDP except that,
now, the image fields are found using GFMD instead of FEM. The methodology is sche-
matically presented in figure 3 for the case of a layer indented using a flat rigid punch. Note
that GFDD can solve generic boundary value problems where both top and bottom bound-
aries are arbitrarily partitioned into traction and displacement boundaries.

When solving the complementary b.v.p., both tractions and displacements caused by the
dislocations on the top and bottom boundary of the body need to be simultaneously pre-
scribed at a given time increment. Tractions are imposed in Fourier space as described in the
previous section by using ˆ ( )t q as external force ˜ ( )F qext before stepping forward in time. Here
ˆ ( )t q is the Fourier transformation of the discontinuous function ˆ ( )t r at point = ( )r x z, :

= - Î
= Î

ˆ( ) ( ) ( )
ˆ( ) ( )

r r r r
r r

t t t S

t S

if ,
0 if , 7

t

u

d

where St and Su are traction- and displacement-prescribed boundaries, respectively. Unlike
tractions, displacements are imposed in real space by setting the equilibrium position of the
hard-wall to the required position:

= - Îˆ ( ) ( ) ( ) ( )u r u r u r r Sif . 8u
d

The hard-wall is not applied to the boundaries where traction is prescribed St .
Notice that the elastic energy required for the evaluation of the Green’s function, which is

needed in the calculation of the restoring elastic force, was derived in [48] but only for the
case of an isotropic slab with an undulated top layer and a fixed bottom. This allows a b.v.p.
to be solved for a mixed boundary condition at the top, however, with the restriction of the
bottom displacement to be zero. Here, however, we need to impose mixed boundary con-
ditions also at the bottom. To this end, the areal elastic energy is required for a solid with both

Figure 3. Decomposition of the problem for the dislocated body similar to figure 1
except for the complementary problem, which is solved using GFMD.
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top and bottom undulation as seen in figure 4. This will be dealt with in the subsequent
section.

4.1. Elastic energy of an elastic layer loaded at both surfaces

A linear elastic isotropic body in a slab geometry is considered. The equilibrium condition for
the case of no body forces can be written as s¶ =a ab ( )r 0, where sab ( )r is the stress at point
(x, z) represented by vector r and ¶ º ¶ ¶a ar . This can be written as:

¶ + ¶ + + ¶ ¶ =

¶ + ¶ + + ¶ ¶ =

[ ] ( ) ( ) ( )
[ ] ( ) ( ) ( ) ( )

r r

r r

C C u C C u

C C u C C u

0,

0, 9
x z x x z z

z x z z x x

11
2

44
2

44 12

11
2

44
2

44 12

where Cij denotes the coefficients of the elastic tensor. The in-plane wavenumber q is a scalar
for the two-dimensional body considered here.

It is shown in appendix A that for the system of differential equations (9) the solutions of
the in-plane cosine transform of the lateral ux displacement field couples to the in-plane sine
transform of the normal uz displacement and vice versa. Thus, we can write:

=
=

( ) ( ) ˜ ( )
( ) ( ) ˜ ( ) ( )

u x z qx u q z

u x z qx u q z

, cos , ,

, sin , . 10
x x

z z

c c

s s

Solutions satisfying the following boundary conditions:

=

=

=
=

˜ ( )
˜ ( )

˜ ( )
˜ ( ) ( )

u q u

u q u

u q z u

u q z u

, 0 ,

, 0 ,

, ,

, 11

x x

z z

x x

z z

c bot

s bot

c
m

top

s
m

top

Figure 4. Periodic unit cell of an isotropic slab of height zm represented by the shaded
region is undulated at the top and bottom surfaces in lateral and normal directions.
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and equation (9) are then obtained to satisfy

=
- -⎡

⎣⎢
⎤
⎦⎥

⎡
⎣⎢

⎤
⎦⎥

⎡

⎣

⎢⎢⎢⎢

⎤

⎦

⎥⎥⎥⎥

˜ ( )
˜ ( )

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

( )
u q z

u q z
h q z h q z h q z h q z
h q z h q z h q z h q z

A
A
A
A

,

,
, , , ,
, , , ,

12x

z

c

s
1 2 3 4

3 4 5 6

1

2

3

4

with

= - +
= +
= -
=
= + -
= -

( ) ( ) ( ) ( )
( ) ( ) ( )
( ) ( ( ) ( ))
( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

h q z r qz rqz qz
h q z qz rqz qz
h q z r qz qz qz
h q z rqz qz
h q z r qz rqz qz
h q z qz rqz qz

, 1 cosh sinh ,
, sinh cosh ,
, cosh sinh ,
, sinh ,
, 1 cosh sinh ,
, sinh cosh , 13

1

2

3

4

5

6

where = -
+

r s

s

1

1
and =s C C44 11. Ai can be found by applying the boundary conditions in

equation (11):

=

-

+

⎡

⎣

⎢⎢⎢⎢

⎤

⎦

⎥⎥⎥⎥

⎡

⎣

⎢⎢⎢⎢⎢⎢⎢

⎤

⎦

⎥⎥⎥⎥⎥⎥⎥

⎡

⎣

⎢⎢⎢⎢

⎤

⎦

⎥⎥⎥⎥( )

( )
( )

( ) ( ) ( ) ( )
( )

( )
( ) ( ) ( ) ( )

˜ ( )
˜ ( )

˜ ( )
˜ ( )

( )

A
A
A
A

f q z

f q z

r
k q z k q z k q z k q z

f q z

r
k q z k q z k q z k q z

u q

u q

u q z

u q z

1

,

,

1
0 0 0

, , , ,

0
,

1
0 0

, , , ,

, 0

, 0

,

,

14

x

z

x

z

1

2

3

4

m

m

1 m 2 m 3 m 4 m

m

5 m 6 m 7 m 8 m

c

s

c
m

s
m

with

= -

=-
+

- +

=
=

=
-

- -

=- -
=-
=

( ) ( ) ( )

( ) ( ( ) ( ) )

( ) ( )
( ) ( )

( ) ( ( ) ( ) )

( ) ( ) ( )
( ) ( )
( ) ( ) ( )

k q z rqz qz qz

k q z
r

r
qz r qz

k q z h q z
k q z h q z

k q z
r

r
qz r qz

k q z rqz qz qz

k q z h q z
k q z h q z

, sinh cosh ,

,
1

cosh 1 ,

, , ,
, , ,

,
1

cosh 1 ,

, sinh cosh ,

, , ,
, , , 15

1 m m m m

2 m
2

m m
2

3 m 6 m

4 m 4 m

5 m
2

m m
2

6 m m m m

7 m 4 m

8 m 2 m

and

= - -

= - -

( ) ( ) ( )

{ ( ) ( ) } ( )

f q z qz rqz

qz rqz

, cosh 1

1

2
cosh 2 2 1 . 16

m
2

m m
2

m m
2

Similarly, the in-plane sine transform of ux and cosine transform of uz can be obtained from:

=
- -

⎡
⎣⎢

⎤
⎦⎥

⎡
⎣⎢

⎤
⎦⎥

⎡

⎣

⎢⎢⎢⎢

⎤

⎦

⎥⎥⎥⎥

˜ ( )
˜ ( )

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

( )
u q z

u q z
h q z h q z h q z h q z
h q z h q z h q z h q z

B
B
B
B

,

,
, , , ,
, , , ,

17x

z

s

c
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3 4 5 6

1

2
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4
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with

=

-
- -

+
- -

⎡

⎣
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⎤

⎦
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⎡
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⎤

⎦
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( )
( )
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( )
( ) ( ) ( ) ( )

˜ ( )
˜ ( )
˜ ( )
˜ ( )

( )

B
B
B
B
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From equation (12), the strains are calculated as:





=-
= ¶
= ¶ +

˜ ( ) ˜ ( )
˜ ( ) ˜ ( )
˜ ( ) ˜ ( ) ˜ ( ) ( )

q z qu q z

q z u q z
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, , ,

, , ,

, , , . 19

xx x
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xz z x z

s c

s s

c c s

Stresses are then obtained as usual through Hooke’s law:

s = ( )C . 20i ij j

Gathering all contributions to the elastic energy leads to
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The complete elastic energy density containing the complex Fourier transform of the
displacement with wavenumber q reads
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The body fields are obtained through the closed-form analytical expressions in
equations (12) and (17). The displacement fields hence obtained are compared with those
obtained by FEM in figures 5 and 6. The relative difference in the displacement field obtained
using both methods are found to be below 0.25%. It has to be noted that periodic boundary
conditions in GFMD are intrinsically enforced through the periodicity of the Fourier trans-
forms. In FEM, periodicity can be imposed using various methods, including the penalty
method, as done in this study, or Lagrangian multipliers, but is never exact.

The elastic energy density in equation (23) is extended to the case of a semi-infinite half-
space in appendix B. This opens up the possibility of modeling the plastic contact response of
a semi-infinite body using dislocation-dynamics simulations. This is beneficial to study the
plastic response of a body under contact loading without the effect of its bottom, i.e., an
increase in contact pressure caused by dislocations piling up at the bottom of the body.

5. Preliminary results: a simple static solution

In this section, the new GFDD model is compared to DDP when computing the image fields
for the simplest case scenario: a single dislocation pinned in an isotropic slab with Young’s
modulus E=70GPa and Poissons ratio n = 0.33. The magnitude of the Burger’s vector
is =b 0.25 nm.

Figure 5. Lateral displacement ux in an elastic layer with undulations =u L 0x x
bot ,

= ´ -
u Lz x

bot 0.5 10
12

4
, =u L 0x x

top and = ´ -
u Lz x

top 1 10
12

4
obtained using (a) GFMD

and (b) the relative difference map with = ´-( )u 100 %x
u u

u
rd x x

z

GFMD FEM

top .
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Simulations are carried out for a unit cell with the bottom fixed and a traction free top
surface, i.e.,

s s
= =
= =

( ) ( )
( ) ( ) ( )

u x u x
x z x z

, 0 , 0 0,
, , 0. 25

x z

xz zzm m

The stress distribution obtained using GFDD is compared with DDP in figure 7. The
displacements at the top surface, where tractions are zero, and the tractions at the bottom
surface, where displacement are zero, are shown in figures 8 and 9.

It is found that the tractions at the surface obtained using GFDD suffer from ringing, also
known as Gibb’s phenomenon (see figure 10). This is because the discontinuities in the
displacement imposed at the surfaces cause the higher harmonics of the traction to have
higher amplitudes than the lower harmonics. To remove the ringing artifacts the results
displayed in figure 9 are obtained after multiplying the traction ( )t q with a sinc function

( )qasinc 0 , where a0 is the discretization length. This is equivalent to convolving in real space

Figure 6. Normal displacement uz in an elastic layer with undulations =u L 0x x
bot ,

= ´ -
u Lz x

bot 0.5 10
12

4
, =u L 0x x

top and = ´ -
u Lz x

top 1 10
12

4
obtained using (a) GFMD

and (b) the relative difference map with = ´-( )u 100 %z
u u

u
rd z z

z

GFMD FEM

top .

Figure 7. Stress fields for a dislocated elastic layer with a traction free top surface
obtained using (a) GFDD and (b) DDP.

Modelling Simul. Mater. Sci. Eng. 25 (2017) 065018 S P Venugopalan et al

11



the traction suffering from ringing with a rectangular box of unit height and width equal to the
discretization length. Notice, however, that ringing affects only surface tractions, not surface
displacements, from which the body fields are calculated.

6. Indentation by an array of flat rigid punches

This benchmark problem is used to compare GFDD to classical DDP. The simulations are
carried out for a unit cell that is indented by a rigid punch as in figure 11.

Figure 8. (a) Normal displacement uz and (b) lateral displacement ux at the traction free
surface of an elastic layer containing a pinned edge dislocation obtained using GFDD
and DDP.

Figure 9. (a) Lateral traction tx and (b) normal traction tz at the bottom surface of the
elastic layer containing a pinned edge dislocation obtained using GFDD and DDP.
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6.1. Boundary-value problem

The indentation is prescribed by specifying the normal displacement rate along the contact of
length Lx

p:

= - Î
- +⎡

⎣⎢
⎤
⎦⎥˙ ( ) ˙u x z u x

L L L L
, ,

2
,

2
.z z

x x x x
m

0
p p

A sticking contact is modeled in DDP by taking the lateral displacement ux = 0 in the
contact region. In GFDD, the lateral movement in the contact region is constrained hor-
izontally through the hard-wall potential. The non-contact part of the top surface of the unit
cell is taken to be traction-free,

s s= =( ) ( )x z x z, , 0.xz zzm m

This is achieved in GFDD by letting the contact points relax to equilibrium without any
constraints. Finally, the bottom of the unit cell, z=0 is fixed:

Figure 10. Lateral traction tx at the bottom surface (a) before and (b) after the removal
of ringing artifacts.

Figure 11. Boundary-value problem.
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= =( ) ( )u x u x, 0 , 0 0.x z

In GFDD, this is implemented by constraining the lateral and normal motion of grid points at
the bottom surface using the hard-wall potential.

6.2. Choice of parameters

Calculations are carried out for crystals with aspect ratio = =a z L 1 2xm , contact fractions
=L L 1 12x x

p and m=L 12 mx . The elastic constants are chosen to represent aluminum: the
Young’s modulus is E=70GPa and Poissons ratio n = 0.33.

For the DDP simulations, the slab is discretized using a uniform mesh of square ele-
ments. The number of degrees of freedom is = ´n nnx nnz2dof , where nnx is the number of
nodes in x-direction, and nnz the number of nodes in z-direction. For the GFDD simulations,
the surface is discretized using nx equi-spaced grid points, with nx = nnx.

In GFDD, the center-of-mass mode is critically damped or slightly under-damped for
quick convergence. The damping factor η is

h
t

µ ( )
nx

1
, 26

where τ is the non-dimensional time step shown earlier in equation (5) that is used in the
position-Verlet algorithm in GFMD to solve for the unknown displacement fields and it is
taken to be τ = 0.25. The number of iterations used to reach convergence scales
as µn a nxit .

The dislocations can glide on three sets of parallel slip planes, with slip plane orienta-
tions:  0 , 60 and 120◦ to the top surface. The discrete slip planes are spaced at b200 where
=b 0.25 nm is the length of the Burger’s vector. The Frank–Read sources and obstacles are

randomly distributed in the crystal with a density r m= -30 mnuc
2 and r m= -30 mobs

2 in an
initially dislocation free crystal. The strength of the sources follows a Gaussian distribution
with mean strength t = 50 MPanuc and standard deviation of 10 MPa. The critical time for
nucleation is =t 0.1 nsnuc . The strength of the obstacles is taken to be150 MPa. Dislocations
of opposite sign in the same slip plane annihilate when the distance between them is below

=L b6ann . The time step in both DDP and GFDD simulations is taken to be D =t 2.5 ns.

6.3. A simple dislocation dynamic simulation: a single Frank–Read source

In this section, a simple problem is considered where a rigid flat punch indents a crystal
containing a single Frank–Read source as shown in figure 12(a). In order to observe
appreciable plastic deformation in the material, the magnitude of the Burger’s vector is
magnified four times, i.e., =b 1.0 nm. The mean contact pressure obtained using both
methods is displayed in figure 12(b). While the flat rigid punch indents the layer, the source
keeps generating dislocation dipoles, causing periodic kinks in the pressure–displacement
curve. The difference in mean contact pressure in figure 12(b) is not seen to the naked eye.

The surface fields obtained using both methods at m=u 0.01 mz are shown in figure 13.
The displacement steps formed due to the exiting of dislocations can be clearly seen close
to =x L 0.6x .

Note that in figure 13(a) the curves for the uz displacement overlap since in z-direction
displacement boundary conditions are imposed. The difference between the curves repre-
senting ux stems from the numerical difference in calculating the resolved shear stress acting
on the source and the location of the dislocations in the two numerical schemes. The cal-
culated stress field depends not only on boundary conditions when the simulation is elastic,
but also on the location of other dislocations in the crystal when there is plasticity. Therefore,
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the differences builds up with increasing dislocation density. However, relative differences
between contact pressure claculated in figure 13(b) with two methods remain below 0.45%.

6.4. Dislocation dynamics simulation with many sources and obstacles

In this section the indented crystals contain a density of Frank–Read sources r m= -30 mnuc
2

and a density of obstacles r m= -30 mobs
2. The simulations are carried out with DDP and

Figure 12. (a) Schematic representation of the problem with a single Frank–Read source
lying on a slip plane at an angle θ with the surface of the crystal. (b)Mean contact pressure
for = =nx nnx 256. The dislocation structure and stress distribution is shown at three
different depth of indentations: (1) when the first pair of dislocation is nucleated, (2) when
the first dislocation exits and (3) when the second dipole is nucleated.

Figure 13. (a) Displacement at the top surface and (b) traction at the bottom surface
obtained using GFDD and DDP at the final indentation depth m=u 0.01 mz . The green
curve in (a) overlaps with the blue-dashed curve since displacement boundary
conditions are prescribed in the z-direction.
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GFDD on crystals containing the same realization of sources and obstacles, i.e., the location
as well as the strength of sources and obstacles are identical. Figure 15 shows the stress state
and dislocation distribution at final indentation depth. Note that there is no one-to-one cor-
respondence between the dislocations and therefore also not in terms of stress distribution.
This is not surprising given that a tiny difference in the evolution of the dislocation structure,
like a small delay in the nucleation of a dislocation or in the formation of a junction, would
trigger an avalanche of differences in the following dislocation dynamics [49]. The overall
features such as the shear bands emitted by the contact are captured by both methods in the
same way. This is also testified by the mean contact pressure in figure 14(a) for the simulation
presented in figure 15 and for a different realization. While DDP and GFDD do not produce
identical mean pressures as a function of displacement for a given realization of Frank–Read
sources, differences tend to be larger within one method from one realization to the next. In
figure 14(b) are presented the average between the three realizations.

6.5. Simulation time

The computational complexity involved in solving the elastic b.v.p. using GFDD is only
( )O nx nx nxlog [48], while it is ( )O nx B2 2 [50] in DDP, where B is the mean bandwidth of

the stiffness matrix, which cannot exceed nx.
The time consuming part in 2D dislocation dynamics is the calculation of the resolved

shear stress tres at the location of objects, i.e., sources, dislocations and obstacles. In DDP, this
requires searching the element where the object is located and subsequently calculating the
stress and interpolating it to the location of the object. This procedure scales as ( )O nx2 . In
GFDD, instead, the resolved shear stress can be evaluated directly at the points of interest,
i.e., at dislocations, sources and obstacles, which requires a smaller computational effort,
scaling with O(nx). This is because the body field is calculated based on surface displace-
ments ˜( )u q using nx 2 modes.

The simulation time required for elasticity and for the calculation of the resolved shear
stress is displayed in figure 16, and shows in both cases how the computational advantage of

Figure 14. Mean contact pressure Pm obtained using GFDD and DDP for
= =nx nnx 512 are plotted for (a) two different initial realizations of dislocation

structure and (b) average of three different realizations.
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using GFDD increases with increasing discretization. It has to be noted that we use a skyline
solver for FEM. The computational time using this solver was found to be of the same order
as that of iterative solvers. The simulations performed on a single Intel Xeon(R) 3.10 GHz
processor with 31.3 Gbytes of RAM.

The dislocation dynamics is computed using the same algorithm in both methods and
takes therefore the same amount of time and resources. The time required for the dynamics is
independent of the discretization and increases with dislocation density. For the DDP
simulations performed here, the time consumed by the dislocation dynamics is a negligible
fraction of the time required to compute the resolved shear stress. GFDD is thus computa-
tionally more efficient than DDP independently of dislocation density.

Figure 15. Stress and dislocation distribution in the crystal for the first realization
obtained using (a) GFDD and (b) DDP for an indentation depth m=u 0.1 mz

and = =nx nnx 512.

Figure 16. (a) Simulation time (in seconds) for the elastic boundary-value problem and
calculating resolved shear stress tres are plotted separately, (b) total simulation time
including dislocation dynamics for GFDD versus DDP for the full simulation.
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It has to be noted that the maximum number of surface nodes chosen for this study is
only 29. If one intends to study the contact response of a realistic self-affine surface where
roughness scales over three orders of magnitude ranging in scale from 50 nm to 100μm [3],
the surface has to be discretized by at least 213 points (or even more depending on the
thermodynamic and continuum limit [2]). For such large systems, and small strain simula-
tions, as typically used in dislocation dynamics, the computational complexity for elastic b.v.
p. was found to always dominate in comparison to the dislocation dynamics. In this case the
computational advantage of GFDD becomes even more appreciable.

Notice also that the benchmark problem chosen in this work involves a constant contact
area. For contact problems where the area is not constant, DDP becomes even slower since
finding the correct contact area by means of the FEM requires many iterations as well as
updating the boundary conditions at each time increment. GFDD is inherently impervious to
such issues since it employs an interaction potential between the contacting surfaces.

7. Concluding remarks

In this work, we propose a modeling technique, GFDD, which combines GFMD with DDP.
We firstly extended the existing GFMD model such that it can simulate an elastic layer with
arbitrary loading at both the top and bottom surfaces. To this end we derived the areal elastic
energy for the case of an isotropic layer with sinusoidal loading at both ends. In addition, we
derived the body fields required to capture the evolution of the dislocation structure. The
results obtained using GFDD are compared with conventional DDP for a benchmark problem:
periodic indentation of a single crystal by flat punches.

The mean contact pressure during indentation using the two methods is found to differ
less than two different realizations using the same method. Here by realization is intended a
given initial distribution of dislocation sources and obstacles. The differences between the
two methods stems from the evaluation of the fields using different discretizations: GFDD
discretizes only the surface, DDP also the body.

The new GFDD model has various advantages compared to classical DDP. First, it is
faster and opens up the possibility of studying realistic rough surfaces by exploiting a larger
number of degrees of freedom. Next, GFDD employs an interaction potential between the
contacting bodies, and does not involve time-consuming algorithms to keep track of the
evolution of the contact area. Also, the periodicity in GFDD is intrinsically enforced through
Fourier transforms, making it a better candidate than DDP to study contact problems by
exploiting the periodicity of the unit cell on which the analysis is performed. Obviously, this
is also a limitation of the GFDD model, which is currently not suitable to study non-periodic
problems. Extension of the model to overcome this limitation seems an interesting avenue for
future research. Additionally, the GFDD model has the potential to serve as a platform for
multi-scale modeling where the surface has an explicit atomistic description and the bulk can
be treated as a dislocated continuum.
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Appendix A. Lateral-normal displacement coupling

It was shown in [48] that assuming an in-plane undulation of the top surface of an isotropic
layer with a real-valued wavenumber q, equation (9) can be solved with the factorization

= a a( ) ( ) ( ) ( )u x z u qx qz, exp i exp . A.10

Substituting equation (A.1) in the equilibrium condition (9), it can be rewritten in Fourier
space as

- - + =
- - + =

˜ ( ) ˜ ( ) ( ) ˜ ( )
˜ ( ) ˜ ( ) ( ) ˜ ( ) ( )

C u q z C u q z C C u q z
C u q z C u q z C C u q z

, , i , 0
, , i , 0. A.2

x x z

z z x

11 44 12 44

11 44 12 44

Equation (A.2) then reduces to

=˜ ( ) ˜ ( ) ( )u q z u q z, i , . A.3x z

This implies that

- = +˜ ( ) ˜ ( ) ˜ ( ) ˜ ( ) ( )u q z u q z u q z u q z, i , i , , . A.4x
c

x
s

z
c

z
s

This explains how the solutions of the in-plane cosine transform of the lateral ux displacement
field couples to the in-plane sine transform of the normal uz displacement, and vice versa.

Appendix B. Asymptotic analysis

For the limiting case in which the height of the slab tends to infinity, ( )H q z, m can be written as:
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In the limiting case of short wave-numbers, we find
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In the case of bottom undulation going to zero ( )u q, 0 0, we recover the elastic energy for
a fixed bottom derived in [48].

Modelling Simul. Mater. Sci. Eng. 25 (2017) 065018 S P Venugopalan et al

19



References

[1] Van der Giessen E and Needleman A 1995 Modelling Simul. Mater. Sci. Eng. 3 689
[2] Prodanov N, Dapp W B and Müser M H 2014 Tribol. Lett. 53 433–48
[3] Plouraboué F and Boehm M 1999 Tribol. Int. 32 45–57
[4] Simonsen I, Tarrats A and Vandembroucq D 2002 J. Opt. A: Pure Appl. Opt. 4 168
[5] Archard J F 1957 Proc. R. Soc. A 243 190–205
[6] Greenwood J A and Williamson J B P 1966 Proc. R. Soc. A 295
[7] Bush A, Gibson R and Thomas T 1975 Wear 35 87–111
[8] Persson B N J 2001 Phys. Rev. Lett. 87 116101
[9] Persson B N J 2006 Surf. Sci. Rep. 61 201–27
[10] Persson B N J 2008 J. Phys.: Condens. Matter 20 312001
[11] Fleck N, Muller G, Ashby M and Hutchinson J 1994 Acta Metall. Mater. 42 475–87
[12] Ma Q and Clarke D R 1995 J. Mater. Res. 10 853–63
[13] Greer J R, Oliver W C and Nix W D 2005 Acta Mater. 53 1821–30
[14] Nicola L, Xiang Y, Vlassak J J, Van der Giessen E and Needleman A 2006 J. Mech. Phys. Solids

54 2089–110
[15] Putignano C, Afferrante L, Carbone G and Demelio G 2012 Int. J. Solids Struct. 49 338–43
[16] Putignano C, Afferrante L, Carbone G and Demelio G 2012 J. Mech. Phys. Solids 60 973–82
[17] Stanley H and Kato T 1997 J. Tribol. 119 481–5
[18] Wagner G J, Karpov E G and Liu W K 2004 Comput. Methods Appl. Mech. Eng. 193 1579–601
[19] Wagner G J, Karpov E G and Liu W K 2005 Int. J. Numer. Methods Eng. 62 1250
[20] Campañá C and Müser M H 2007 Europhys. Lett. 77 38005
[21] Campañá C, Müser M H and Robbins M O 2008 J. Phys.: Condens. Matter 20 354013
[22] Kajita S 2016 Phys. Rev. E 94 033301
[23] Dapp W, Prodanov N and Müser M 2014 J. Phys.: Condens. Matter 26 35502
[24] Pastewka L, Sharp T A and Robbins M O 2012 Phys. Rev. B 86 075459
[25] Pastewka L and Robbins M O 2014 Proc. Natl Acad. Sci. 111 3298–303
[26] Campañá C, Müser M, Denniston C, Qi Y and Perry T 2007 J. Appl. Phys. 102 113511
[27] Pastewka L, Prodanov N, Lorenz B, Müser M H, Robbins M O and Persson B N J 2013 Phys. Rev.

E 87 062809
[28] Pei L, Hyun S, Molinari J and Robbins M O 2005 J. Mech. Phys. Solids 53 2385–409
[29] Almqvist A, Sahlin F, Larsson R and Glavatskih S 2007 Tribol. Int. 40 574–9
[30] Kogut L and Etsion I 2002 J. Appl. Mech. 69 657–62
[31] Song H, Vakis A I, Liu X and Van der Giessen E 2017 J. Mech. Phys. Solids 106 1–14
[32] Mo Y, Turner K and Szlufarska I 2009 Nature 457 1116–9
[33] Spijker P, Anciaux G and Molinari J F 2011 Tribol. Lett. 44 279
[34] Nicola L, Xiang Y, Vlassak J J, Van der Giessen E and Needleman A 2006 J. Mech. Phys. Solids

54 2089–110
[35] Balint D, Deshpande V, Needleman A and der Giessen E V 2006 J. Mech. Phys. Solids 54

2281–303
[36] Widjaja A, Van der Giessen E, Deshpande V and Needleman A 2007 J. Mater. Res. 22 655–63
[37] Nicola L, Bower A, Kim K S, Needleman A and Van der Giessen E 2007 J. Mech. Phys. Solids 55

1120–44
[38] Nicola L, Bower A, Kim K S, Needleman A and Van Der Giessen E 2008 Phil. Mag. 88 3713–29
[39] Yin X and Komvopoulos K 2012 Phil. Mag. 92 2984–3005
[40] Sun F, Van der Giessen E and Nicola L 2012 Wear 296 672–80
[41] Ng W S K and Nicola L 2016 Modelling Simul. Mater. Sci. Eng. 24 045008
[42] Ng W S K and Nicola L 2016 Phil. Mag. 96 2583–99
[43] El-Awady J A, Biner S B and Ghoniem N M 2008 J. Mech. Phys. Solids 56 2019–35
[44] El-Awady J A, Wen M and Ghoniem N M 2009 J. Mech. Phys. Solids 57 32–50
[45] Zhou C, Biner S and LeSar R 2010 Acta Mater. 58 1565–77
[46] Zhou C, Beyerlein I J and LeSar R 2011 Acta Mater. 59 7673–82
[47] Carbone G and Putignano C 2013 J. Mech. Phys. Solids 61 1822–34
[48] Venugopalan S P, Nicola L and Müser M H 2017 Modelling Simul. Mater. Sci. Eng. 25 034001
[49] Deshpande V S, Needleman A and Van der Giessen E 2001 Scr. Mater. 45 1047–53
[50] Synn S Y and Fulton R E 1995 Comput. Syst. Eng. 6 275–84

Modelling Simul. Mater. Sci. Eng. 25 (2017) 065018 S P Venugopalan et al

20

https://doi.org/10.1088/0965-0393/3/5/008
https://doi.org/10.1007/s11249-013-0282-z
https://doi.org/10.1007/s11249-013-0282-z
https://doi.org/10.1007/s11249-013-0282-z
https://doi.org/10.1016/S0301-679X(99)00013-4
https://doi.org/10.1016/S0301-679X(99)00013-4
https://doi.org/10.1016/S0301-679X(99)00013-4
https://doi.org/10.1088/1464-4258/4/5/366
https://doi.org/10.1098/rspa.1957.0214
https://doi.org/10.1098/rspa.1957.0214
https://doi.org/10.1098/rspa.1957.0214
https://doi.org/10.1098/rspa.1966.0242
https://doi.org/10.1016/0043-1648(75)90145-3
https://doi.org/10.1016/0043-1648(75)90145-3
https://doi.org/10.1016/0043-1648(75)90145-3
https://doi.org/10.1103/PhysRevLett.87.116101
https://doi.org/10.1016/j.surfrep.2006.04.001
https://doi.org/10.1016/j.surfrep.2006.04.001
https://doi.org/10.1016/j.surfrep.2006.04.001
https://doi.org/10.1088/0953-8984/20/31/312001
https://doi.org/10.1016/0956-7151(94)90502-9
https://doi.org/10.1016/0956-7151(94)90502-9
https://doi.org/10.1016/0956-7151(94)90502-9
https://doi.org/10.1557/JMR.1995.0853
https://doi.org/10.1557/JMR.1995.0853
https://doi.org/10.1557/JMR.1995.0853
https://doi.org/10.1016/j.actamat.2004.12.031
https://doi.org/10.1016/j.actamat.2004.12.031
https://doi.org/10.1016/j.actamat.2004.12.031
https://doi.org/10.1016/j.jmps.2006.04.005
https://doi.org/10.1016/j.jmps.2006.04.005
https://doi.org/10.1016/j.jmps.2006.04.005
https://doi.org/10.1016/j.ijsolstr.2011.10.009
https://doi.org/10.1016/j.ijsolstr.2011.10.009
https://doi.org/10.1016/j.ijsolstr.2011.10.009
https://doi.org/10.1016/j.jmps.2012.01.006
https://doi.org/10.1016/j.jmps.2012.01.006
https://doi.org/10.1016/j.jmps.2012.01.006
https://doi.org/10.1115/1.2833523
https://doi.org/10.1115/1.2833523
https://doi.org/10.1115/1.2833523
https://doi.org/10.1016/j.cma.2003.12.012
https://doi.org/10.1016/j.cma.2003.12.012
https://doi.org/10.1016/j.cma.2003.12.012
https://doi.org/10.1002/nme.1234
https://doi.org/10.1209/0295-5075/77/38005
https://doi.org/10.1088/0953-8984/20/35/354013
https://doi.org/10.1103/PhysRevE.94.033301
https://doi.org/10.1088/0953-8984/26/35/355002
https://doi.org/10.1103/PhysRevB.86.075459
https://doi.org/10.1073/pnas.1320846111
https://doi.org/10.1073/pnas.1320846111
https://doi.org/10.1073/pnas.1320846111
https://doi.org/10.1063/1.2815640
https://doi.org/10.1103/PhysRevE.87.062809
https://doi.org/10.1016/j.jmps.2005.06.008
https://doi.org/10.1016/j.jmps.2005.06.008
https://doi.org/10.1016/j.jmps.2005.06.008
https://doi.org/10.1016/j.triboint.2005.11.008
https://doi.org/10.1016/j.triboint.2005.11.008
https://doi.org/10.1016/j.triboint.2005.11.008
https://doi.org/10.1115/1.1490373
https://doi.org/10.1115/1.1490373
https://doi.org/10.1115/1.1490373
https://doi.org/10.1016/j.jmps.2017.05.014
https://doi.org/10.1016/j.jmps.2017.05.014
https://doi.org/10.1016/j.jmps.2017.05.014
https://doi.org/10.1038/nature07748
https://doi.org/10.1038/nature07748
https://doi.org/10.1038/nature07748
https://doi.org/10.1007/s11249-011-9846-y
https://doi.org/10.1016/j.jmps.2006.04.005
https://doi.org/10.1016/j.jmps.2006.04.005
https://doi.org/10.1016/j.jmps.2006.04.005
https://doi.org/10.1016/j.jmps.2006.07.004
https://doi.org/10.1016/j.jmps.2006.07.004
https://doi.org/10.1016/j.jmps.2006.07.004
https://doi.org/10.1016/j.jmps.2006.07.004
https://doi.org/10.1557/jmr.2007.0090
https://doi.org/10.1557/jmr.2007.0090
https://doi.org/10.1557/jmr.2007.0090
https://doi.org/10.1016/j.jmps.2006.12.005
https://doi.org/10.1016/j.jmps.2006.12.005
https://doi.org/10.1016/j.jmps.2006.12.005
https://doi.org/10.1016/j.jmps.2006.12.005
https://doi.org/10.1080/14786430802566372
https://doi.org/10.1080/14786430802566372
https://doi.org/10.1080/14786430802566372
https://doi.org/10.1080/14786435.2012.682178
https://doi.org/10.1080/14786435.2012.682178
https://doi.org/10.1080/14786435.2012.682178
https://doi.org/10.1016/j.wear.2012.08.007
https://doi.org/10.1016/j.wear.2012.08.007
https://doi.org/10.1016/j.wear.2012.08.007
https://doi.org/10.1088/0965-0393/24/4/045008
https://doi.org/10.1080/14786435.2016.1209311
https://doi.org/10.1080/14786435.2016.1209311
https://doi.org/10.1080/14786435.2016.1209311
https://doi.org/10.1016/j.jmps.2007.11.002
https://doi.org/10.1016/j.jmps.2007.11.002
https://doi.org/10.1016/j.jmps.2007.11.002
https://doi.org/10.1016/j.jmps.2008.10.004
https://doi.org/10.1016/j.jmps.2008.10.004
https://doi.org/10.1016/j.jmps.2008.10.004
https://doi.org/10.1016/j.actamat.2009.11.001
https://doi.org/10.1016/j.actamat.2009.11.001
https://doi.org/10.1016/j.actamat.2009.11.001
https://doi.org/10.1016/j.actamat.2011.08.032
https://doi.org/10.1016/j.actamat.2011.08.032
https://doi.org/10.1016/j.actamat.2011.08.032
https://doi.org/10.1016/j.jmps.2013.03.005
https://doi.org/10.1016/j.jmps.2013.03.005
https://doi.org/10.1016/j.jmps.2013.03.005
https://doi.org/10.1088/1361-651X/aa606b
https://doi.org/10.1016/S1359-6462(01)01135-6
https://doi.org/10.1016/S1359-6462(01)01135-6
https://doi.org/10.1016/S1359-6462(01)01135-6
https://doi.org/10.1016/0956-0521(95)00021-Q
https://doi.org/10.1016/0956-0521(95)00021-Q
https://doi.org/10.1016/0956-0521(95)00021-Q

	1. Introduction
	2. Discrete dislocation plasticity
	3. Green’s function molecular dynamics
	4. Green’s function dislocation dynamics
	4.1. Elastic energy of an elastic layer loaded at both surfaces

	5. Preliminary results: a simple static solution
	6. Indentation by an array of flat rigid punches
	6.1. Boundary-value problem
	6.2. Choice of parameters
	6.3. A simple dislocation dynamic simulation: a single Frank–Read source
	6.4. Dislocation dynamics simulation with many sources and obstacles
	6.5. Simulation time

	7. Concluding remarks
	Acknowledgments
	Appendix A.
	Appendix B.
	References



