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but not any simpler.
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SUMMARY

Far offshore atmospheric conditions are favourable for wind energy purposes since mean
wind speeds are relatively high (i.e., high power production) while turbulence levels are
relatively low (i.e., less fatigue loads) compared to onshore conditions. Offshore wind
energy, however, is still expensive compared to onshore wind energy. There is little
known about exact offshore wind conditions due to the costs involved in far offshore
atmospheric measurement campaigns. This causes unnecessary conservatism in wind
turbine design and suboptimal wind turbine performance, which subsequently results
in an increase in the cost of energy of offshore wind energy.

The aim of this PhD research is twofold. First far offshore atmospheric conditions
relevant for wind energy are studied from a meteorological point of view, which should
result in a comprehensive, accurate and implementable description of offshore atmo-
spheric conditions for wind energy purposes. Second, the influence of the specified
atmospheric description on wind turbine performance is studied in more detail. This
should result in fundamental insight how offshore wind turbines are influenced by at-
mospheric conditions. Results can then aid in reducing the cost of offshore wind energy
if they are implemented correctly.

Atmospheric conditions relevant for wind energy have been studied, and known the-
oretical relations have been validated, based on measurements from a recently con-
structed meteorological mast sited 85 km offshore in the Dutch North Sea. In this thesis
it is decided to emphasize on frequently occurring conditions that are relevant for wind
energy, namely wind shear (the change in wind speed with height) and turbulence (the
change in wind speed in time).

It is found that a general framework can be used in which wind shear and turbulence
characteristics are coupled as a function of atmospheric stability, which is a measure
of the vertical temperature gradient. The resulting wind profile however, is only valid
relatively close to the surface, which poses problems given the size of state of the art
wind turbines. A new wind profile that is valid for the entire atmospheric boundary layer
has therefore been derived based on theoretical grounds and it has been validated with
observation data. The proposed wind profile is found to provide a better representation
of offshore wind shear, especially if the atmosphere is stably stratified.

It is recognised that the majority of shear profiles used in wind energy are not capa-
ble of describing situations with a local wind maximum. Such phenomena, called low-
level jets, are known to occur often onshore at night, but the offshore occurrence is not
studied frequently in absence of detailed offshore observation data. The occurrence and
characteristics of low-level jets offshore have therefore been studied with aid of the new
offshore meteorological mast. It is found that low-level jets occur frequently and with
characteristics relevant for wind energy purposes (with respect to the maximum wind
speed and height of the wind maximum).
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viii SUMMARY

The atmospheric knowledge obtained is used for wind energy applications with the
aid of numerical simulation software and a reference wind turbine frequently used in re-
search. Adopting the general framework including atmospheric stability in wind turbine
fatigue load assessment shows that guidelines, which typically do not consider atmo-
spheric stability, cause an overestimation of simulated wind turbine fatigue loads. This
is not necessarily caused by conservatism in either wind shear or the amount of tur-
bulence, but by the lack of a coupling between both conditions. This coupling, which
occurs in reality, should be adopted in wind turbine design as well. In wind energy re-
source assessment one thus also has to observe atmospheric stability conditions accu-
rately. Next, the impact of wind shear and turbulence on wind turbine performance is
assessed separately. Although this approach is not representative for actual offshore con-
ditions, in which wind shear and turbulence are coupled, it does provide fundamental
insight in wind turbine performance as a function of specific atmospheric conditions.

With respect to wind shear, it is found that the validated boundary layer wind shear
profile substantially influences wind turbine power production as well as fatigue loads
experienced by wind turbine blades. Especially for stable conditions, where the bound-
ary layer profiles deviate most from simple diabatic wind profiles, fatigue loads are re-
duced by more than 10%. At the same time power production is reduced by up to 2% for
stable conditions.

In absence of a simple model that can be used to describe low-level jets, it is decided
to first formulate a new empirical low-level jet wind model that can easily be imple-
mented for wind energy purposes. Subsequently the influence of low-level jets on wind
turbine performance is assessed, where it is found that low-level jets can have a substan-
tial influence depending on the jet characteristics. If the jet occurs exactly at hub height,
both power production as well as blade root bending moments reduce substantially.

Finally, the influence of specific turbulence scales is studied in detail with aid of nu-
merical simulations. In these simulations turbulence is filtered in such a way that only
specific scales remain present. This allows a detailed study in which turbulence scales
are relevant for wind energy performance. The results provide insight in modelling of
wind conditions and show which turbulence scales have to be incorporated into wind
turbine simulations. It is found that the reference wind turbine is hardly influenced by
turbulence kinetic energy present in very large and very small scales. The structures with
a similar order of magnitude as the turbulence length scale contain a lot of turbulence
kinetic energy, and the reference wind turbine is able to convert part of the turbulence
kinetic energy into power. Out of all turbulence scales, those structures with a similar
order of magnitude to the turbulence length scale also contribute most to wind turbine
fatigue loads.

The results obtained in this research are primarily theoretical, and they provide more
fundamental insight into offshore atmospheric conditions and the subsequent perfor-
mance of a wind turbine. If properly implemented however, it is possible that wind tur-
bines can be designed with less conservatism, which directly reduces the cost of offshore
wind energy. Besides, numerous results are useful to improve the accuracy of resource
assessment and wind power forecasting, both contributing to the cost of energy as well.
It shows the need to approach offshore wind energy as an interdisciplinary field in which
meteorologists and engineers collaborate to optimize wind turbine performance.



SAMENVATTING

In het algemeen wordt aangenomen dat windcondities ver op zee gunstig zijn voor wind-
energiedoeleinden, enerzijds omdat de gemiddelde windsnelheid relatief hoog is (dus
een hoge stroomproductie) en anderzijds omdat er relatief weinig turbulentie is (dus een
een lagere vermoeiingsbelasting) ten opzichte van windcondities op land. Windenergie
op zee is momenteel nog duur ten opzichte van windenergie op land. Er is weinig be-
kend over exacte windcondities op zee vanwege de hoge kosten van meetcampagnes op
zee. Dit kan er toe leiden dat windturbines op zee ontworpen worden met onnodig con-
servatisme, en dat ze niet optimaal functioneren. Dit zorgt er vervolgens voor dat de
kostprijs van windenergie op zee hoog is.

Het doel van dit promotieonderzoek is tweeledig. Ten eerste worden atmosferische
condities ver op zee die relevant zijn voor windenergiedoeleinden bestudeerd vanuit
meteorologisch perspectief. Dit resulteert in een begrijpelijke, nauwkeurige en toepas-
bare beschrijving van atmosferische condities op zee. Ten tweede wordt in detail onder-
zocht wat de invloed is van de beschreven atmosferische condities op het functioneren
van windturbines. Dit geeft fundamenteel inzicht in de wijze waarop windturbines op
zee beinvloed worden door atmosferische condities. Daarnaast kunnen de resultaten,
indien correct toegepast, bijdragen aan het verlagen van de kostprijs van windenergie
op zee.

De relevante windcondities voor windenergie die bestudeerd zijn in dit proefschrift
zijn windschering (de verandering van de windsnelheid met hoogte) en turbulentie (de
verandering van de windsnelheid in de tijd). Daarnaast zijn bestaande theoretische re-
laties gevalideerd die gebruikt kunnen worden om deze windcondities te beschrijven.
Hiervoor is gebruik gemaakt van observatiedata die verkregen is met behulp van een
meteorologische meetmast die 85 km uit de kust in de Nederlandse Noordzee geplaatst
is.

Als eerste blijkt dat een beknopte set vergelijkingen gebruikt kan worden om rele-
vante atmosferische condities op zee te beschrijven. Met behulp van deze vergelijkingen
zijn windschering en turbulentiekarakteristieken gekoppeld als functie van atmosferi-
sche stabiliteit. De stabiliteit van de atmosfeer is een maat voor de verticale tempera-
tuurgradiént. Daarnaast is een nieuw theoretisch windprofiel afgeleid en gevalideerd
met observatiedata. Dit windprofiel is geldig voor de gehele atmosferische grenslaag.
Het blijkt dat het nieuwe windprofiel vooral voor stabiele condities nauwkeuriger is en
windschering beter beschrijft.

Het merendeel van de windprofielen die gebruikt worden ten behoeve van wind-
energie zijn niet in staat om situaties te beschrijven waarbij een lokaal windmaximum
voorkomt. Zulke condities worden low-level jets genoemd en het is bekend dat deze
veelvuldig voorkomen boven land gedurende de nacht. Er is echter weinig bekend over
het voorkomen van low-level jets op zee vanwege de afwezigheid van gedetailleerde lo-
kale observatiedata. Zowel het voorkomen als ook de karakteristieken van low-level jets
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op zee zijn daarom bestudeerd met behulp van de eerder genoemde meteorologische
meetmast. Het blijkt dat low-level jets inderdaad regelmatig voorkomen op zee, en de ei-
genschappen van deze low-level jets lijken relevant te zijn voor windenergiedoeleinden
(met betrekking tot de maximum windsnelheid en de hoogte van het lokale windmaxi-
mum).

In het tweede gedeelte van dit proefschrift zijn de verkregen meteorologische resul-
taten toegepast op windenergie met behulp van numerieke simulatie software en een
referentie windturbine die vaak gebruikt wordt in onderzoek. Het gebruik van de be-
knopte set vergelijkingen inclusief atmosferische stabiliteit in vermoeiingsberekeningen
van de referentie windturbine laat zien dat richtlijnen, exclusief atmosferische stabiliteit,
resulteren in een overschatting van de gesimuleerde vermoeiingsbelasting van windtur-
bine componenten. Deze overschatting wordt niet veroorzaakt door conservatisme in
ofwel windschering ofwel de hoeveelheid turbulentie, maar door het missen van een
koppeling tussen beide condities. Deze koppeling komt in werkelijkheid wel voor en
moet dan ook meegenomen worden in de noodzakelijke ontwerpsimulaties van wind-
turbines. Daarnaast is het van belang dat de stabiliteit van de atmosfeer nauwkeurig
bepaald worden in resource assessment. Vervolgens is in detail gekeken naar de impact
van enerzijds windschering en anderzijds turbulentie, apart van elkaar, op de respons
van de referentie windturbine. Deze benadering is niet representatief voor de werkelijk-
heid waarin windschering en turbulentie gekoppeld zijn, maar resulteert wel in funda-
menteel inzicht in de respons van een windturbine op specifieke windcondities.

Met betrekking tot windschering blijkt dat het gevalideerde windprofiel van de grens-
laag een substantiéle invloed heeft op zowel de stroomproductie van een windturbine
als ook op de vermoeiingsbelasting van de bladen van een windturbine. Vooral voor
stabiele condities is er een sterke invloed omdat de grootste verschillen optreden tus-
sen het grenslaag windprofiel en eenvoudige diabatische windprofielen. Uit de simu-
laties blijkt dat de bladwortel vermoeiingsbelasting afneemt met meer dan 10% en de
stroomproductie met maximaal 2%. Omdat een eenvoudig model van low-level jets ont-
breekt, is besloten om een nieuw empirisch model te formuleren, dat eenvoudig toe-
gepast kan worden voor windenergiedoeleinden. Vervolgens is de impact van low-level
jets op de stroomproductie en vermoeiingsbelasting van een windturbine onderzocht.
Hieruit blijkt dat low-level jets een enorme impact kunnen hebben, afthankelijk van de
exacte jet karakteristieken. Zowel de stroomproductie als de bladwortel belasting nemen
substantieel af als de low-level jet exact op ashoogte van de windturbine voorkomt.

Als laatste is gekeken naar de invloed van specifieke turbulentieschalen op een wind-
turbine met behulp van numerieke simulaties. De turbulente windvelden die gebruikt
zijn in deze simulaties zijn bewust gefilterd. Hierdoor blijven specifieke turbulentiescha-
len in de windvelden behouden in de simulaties en kan in detail bekeken worden welke
turbulentieschalen relevant zijn voor een windturbine. Dit geeft ook fundamenteel in-
zichtin het modelleren van de wind en het laat zien welke turbulentieschalen zeker mee-
genomen moeten worden in windturbinesimulaties. Het blijkt dat zowel zeer kleine als
ook zeer grote turbulentiestructuren amper invloed hebben op de windturbine. Juist de
structuren in de orde van de turbulente lengteschaal bevatten veel turbulente kinetische
energie, en een deel van deze turbulente kinetische energie kan door een windturbine
in stroom omgezet worden. Tegelijkertijd dragen van alle turbulente structuren speci-
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fiek de structuren in de orde van de turbulente lengteschaal ook het meeste bij aan de
vermoeiingsbelasting van de windturbine.

Resultaten uit dit onderzoek zijn voornamelijk theoretisch van aard en verschaffen
fundamenteel inzicht in atmosferische condities op zee en de resulterende invloed op
een windturbine. De verwachting is echter dat onnodig conservatieve zekerheidsmar-
ges van windturbines aangepast kunnen worden als de verschillende bevindingen uit dit
proefschrift correct geimplementeerd worden. Dit kan direct resulteren in een afname
van de kostprijs van windenergie op zee. Daarnaast zijn een aantal resultaten bruikbaar
om de nauwkeurigheid van zowel resource assessment als wind power forecasting te ver-
hogen. Beide processen dragen bij aan de kostprijs van windenergie. Dit laat ook zien
dat het noodzakelijk is om windenergie op zee interdisciplinair te benaderen. Ondanks
het feit dat meteorologie en windenergie twee aparte onderzoeksvelden zijn, moeten
meteorologen en ingenieurs samen werken om het functioneren van windturbines te
optimaliseren.
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INTRODUCTION

The beginning is the most important part of the work;

Plato

1.1. MOTIVATION

Offshore wind energy is currently still relatively expensive compared to onshore wind
energy. To stimulate the development of new offshore wind farms, a consortium of 13
public research institutes and private companies initiated the research program FLOW
(Far and Large Offshore Wind). The primary aim of the FLOW project is to reduce the
costs of offshore wind energy by 20%, but also to increase the reliability and stimulate
the development of offshore wind farms. It is recognised that the offshore environment
poses challenges for the development of wind farms, and to overcome these challenges it
is evident that an accurate description of offshore meteorological conditions is required.
The atmosphere offshore differs substantially from the onshore atmosphere, and an ad-
ditional uncertainty arises from the lack of available observation data offshore. As such
it is deemed necessary within the framework of the FLOW project that research is ini-
tialised on the description of offshore wind conditions for wind energy purposes. To this
end a new meteorological observation mast located 85 km offshore in the Dutch North
Sea area was constructed in scope of the FLOW research program, hereafter named me-
teorological mast [Jmuiden. Obviously the observation data retrieved from meteorolog-
ical mast Jmuiden play a crucial role in this research since it is one of the few observa-
tions sites globally that is truly located far offshore in the marine environment.

It is necessary to emphasize that in this research offshore meteorological conditions
are studied for wind energy purposes. As such important meteorological processes like
for example convection, cloud formation, precipitation and large scale dynamics are not
considered here. Besides, studying all possible relevant meteorological conditions in
combination with the subsequent impact of these conditions on wind turbine perfor-
mance is not possible in scope of the available time of this PhD research. It is therefore
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decided to emphasize on conditions relevant for a wind turbine in normal operation,
while extreme conditions (such as wind gusts) as well as specific operating conditions
(such as an emergency shut down) are neglected. The resulting relevant atmospheric
conditions are wind shear (the change of wind speed with height) and turbulence (the
change of wind speed in time).

There is a fundamental difference in the approach to this research from either a me-
teorological or engineering perspective. Engineers typically prioritise that something is
working effectively and efficiently while the underlying physics are less important. In
contrary, meteorologists (or physicists in general) tend to answer research questions
with the fundamental physical laws that govern the situation studied. In this research
one might either adopt an engineering approach (empirical relations, with strong com-
putational efficiency) or a physicist approach (starting off with the governing equations
of fluid mechanics and the forces that drive the atmosphere). It should come to no sur-
prise given my background that in this thesis the second approach is adopted over an
engineering methodology that might be efficient but lack accuracy. Several examples
throughout this research will show that in absence of a physical approach to the research,
one will by definition introduce conservatism in wind turbine design, whereas with a
fundamental approach one will reduce conservatism at the expense of a reduction in ef-
ficiency (typically in terms of computational demand). As such, a crucial aspect in this
thesis is the assessment of whether one may incorporate physics in wind energy research
and wind turbine design while keeping computational demand as low as possible.

Wind turbines are designed to conform to guidelines, which for the wind energy in-
dustry are the IEC guidelines (IEC 2005). It is common practice in wind energy research
to assess the performance of a wind turbine as a function of a given hub height wind
speed. Similarly, the IEC guidelines also tend to prescribe atmospheric conditions as a
function of hub height wind speed. The change of wind speed with height for example
is typically considered with an empirical power law

T, = (i) (L.1)

Zh

where Uy, is the hub height wind speed, zj, is the wind turbine hub height, zis the height
above the surface and a is a power which for offshore sites is assumed to be 0.14 (IEC
2009). Whereas an engineer will likely say that the advantage of Equation 1.1 is its sim-
plicity, a meteorologist will likely say that the equation does not consider the fundamen-
tal parameters or processes that influence wind shear. Such parameters are for example
the roughness of the surface and the presence of vertical temperature gradients. In the
following sections the basic physical processes in the atmosphere will be discussed and
an introduction to relevant aspects of wind energy research for this thesis will be pre-
sented.

1.2. AN INTRODUCTION TO BOUNDARY LAYER METEOROLOGY

The earth’s atmosphere can generally be divided into two main regions: the lower part
of the atmosphere that is strongly influenced by surface conditions, and the upper part
of the atmosphere that does not interact with the surface in any way. The lower part,
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called the (atmospheric) boundary layer, is the atmosphere we tend to feel every day: it
stretches out from the surface up to approximately 1 km height, depending on a vari-
ety of surface and atmospheric conditions. The free atmosphere above the atmospheric
boundary layer is not discussed any further in this thesis since it is irrelevant for wind
energy purposes most of the time. Wind energy engineers might associate a boundary
layer with aerofoils and the blades of a wind turbine, however to put everything into per-
spective: whereas the atmospheric boundary layer has a thickness of approximately 1
km, the boundary layer of an aerofoil is typically several millimetres thick.

1.2.1. ATMOSPHERIC STABILITY
A crucial characteristic of the atmospheric boundary layer is its stability. For the expla-
nation of atmospheric stability it is convenient to consider the potential temperature
instead of the absolute temperature one is used to. Let us consider an air parcel with a
given absolute temperature T. Temperature depends on air pressure as is known from
thermodynamics

T=pRyP (1.2)

where p is the air density, R, is the gas constant of dry air and P is the air pressure. If the
air parcel ascends to higher altitudes (and thus the air pressure decreases), by definition
the parcel’s temperature will decrease. Besides, if an air parcel with a given air pressure
is cold, it is relatively heavy compared to a warm air parcel due to the relation between
temperature and air density. In the absence of condensation effects, the change in tem-
perature with height in an adiabatic atmosphere equals 9.8 K/km. This given change in
temperature is accounted for if one considers the potential temperature

0(z) = T (z) +0.0098z (1.3)

Similarly, humidity also has an impact on the temperature of an air parcel. Since water
vapour has a molar mass of 18 g mol™! and dry air (a combination of primarily nitrogen
and oxygen) has a molar mass of 29 g mol ™!, the addition of water vapour to dry air will
result in a reduction of the molar mass of air. A slightly humid air parcel that is advected
to very dry air is thus a bit lighter compared to the environment, even if the tempera-
ture and air pressure of the air parcel and the environment are similar. The correction of
temperature for humidity effects is adopted by introducing the virtual potential temper-
ature, which assuming the air is not saturated can be approximated as

0,=0[1+0.61r] (1.4)

where r is the mixing ratio, the ratio of mass of water vapour to the mass of dry air. The
correction for humidity effects is especially important for offshore environments where
the surface has an abundance of water available for evaporation.

We can now differentiate between three specific situations or states of the atmo-
sphere as a function of the temperature profile (see also Figure 1.1, but note that the
profiles shown in Figure 1.1 are wind profiles)

e The virtual potential temperature increases with height. If an air parcel ascends
upwards, it will be cool compared to its environment and thus relatively heavy. As
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Figure 1.1: Impression of the seasonal cycle of stability offshore and the impact on wind shear (solid lines) and
turbulence (dashed circles).

such it will descend back due to gravity effects. Such an atmosphere is called stable
since vertical motions are suppressed by buoyancy effects. The stable boundary
layer is characterised as a situation of warm air on top of a cool surface.

 The virtual potential temperature is constant with height. If an air parcel ascends
upwards it will have the same temperature as its environment, and it will continue
to ascend at the same speed as long as there is no force acting on the air parcel.
This atmosphere is called neutral.

¢ The virtual potential temperature decreases with height. If an air parcel ascends
upwards it will be warm compared to its environment and thus relatively light. As
such the air parcel will accelerate and ascend further while the cool (and heavy)
environment will slowly descend. Such an atmosphere is called unstable since
vertical motions are enhanced by buoyancy effects. It is characterised as a situa-
tion with cold air over a warm surface.

The concept of static atmospheric stability is a crucial aspect of this research, and the
impact of atmospheric stability on wind turbine performance will be studied in detail.
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Figure 1.2: Artificial example of a temperature (first) and vertical wind speed (second) signal, and the corre-
sponding total (third) and turbulent (forth) heat flux The black lines correspond to the signal mean.

1.2.2. TURBULENCE, FLUXES AND WIND SHEAR
It has been shown that air parcels can randomly move vertically, but in reality this also
occurs in the horizontal directions. The random movement of air parcels, deviating from
the mean flow, is called turbulence. The mathematical notation of turbulence is typically
done in terms of deviations from the mean state of a given variable. The upper two pan-
els of Figure 1.2 show two artificial time signals of temperature and vertical wind speed.
Both time signals can be decomposed at every time step into a mean and deviating com-
ponent, which for respectively potential temperature and vertical wind speed equals
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0()=0+0"(1) (1.5)
w)=w+w' (1 (1.6)

Here the overbars denote time averages and the primes denote fluctuating components.
At each time step, there is some transport of heat by the vertical wind. The total flux of
potential temperature, averaged with respect to time, is then computed as

wh =wl + w'o' (1.7)
since wO' = w'0 = 0. This shows that over a given amount of time there is some heat
transported by the mean flow and there is some heat transported by the turbulent flow.
Besides, even if the mean vertical wind speed is 0 m s71, there might still very well be
vertical transport of heat (see also the lower two panels of Figure 1.2). Similar reasoning
can be applied for the transport of for example momentum and moisture.

In the atmosphere the mean wind speed normally increases with height. The change
in wind speed with height, or wind shear, is a function of the stability of the atmosphere
(see Figure 1.1). If the atmosphere is unstable, vertical transport of momentum is en-
hanced and as such momentum is redistributed more evenly across the atmosphere.
This results in a flattened wind profile in which the wind speed does only slightly change
with height at heights relevant for wind energy. For stably conditions however there is
little turbulence and vertical transport is suppressed, which prevents redistribution of
momentum vertically. If the atmosphere is stable stratified there is thus strong wind
shear. This simple reasoning directly indicates the flawed simplification of guidelines
that prescribe Equation 1.1 as a valid shear profile.

1.2.3. THE OFFSHORE BOUNDARY LAYER

As mentioned in the motivation of this thesis, it is explicitly aimed to study offshore at-
mospheric conditions. Whereas the aspects discussed so far are valid and applicable
both offshore as well as onshore, it is important to understand some fundamental differ-
ences and the importance of surface characteristics.

A commonly heard motivation to construct wind farms offshore is the fact that pre-
vailing wind conditions offshore are beneficial for wind turbines since mean wind speeds
are high, while turbulence levels are low compared to onshore sites. This is true, and
can easily be understood by noting that the surface roughness is significantly reduced
compared to land surfaces. At the same time however, there is a constant interaction
between surface and atmospheric conditions offshore. Onshore the roughness of the
surface is typically either constant (urban areas), or there is a seasonal variation (nature
areas or crop fields). Offshore however the roughness of the surface is neither constant
nor changing with the seasons. Instead there is a direct interaction between the wind
speed and the surface roughness since strong winds result in high waves, thereby in-
creasing the roughness of the surface. Since turbulence is to an extent driven by friction,
this also means that turbulence levels offshore tend to increase for very high wind con-
ditions. Despite the increase in surface roughness for high wind speeds in the offshore
environment, even for very high wind conditions the offshore surface roughness is sub-
stantially less compared to onshore sites.
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As mentioned before the offshore environment is also characterised by an exces-
sive availability of water which has to be accounted for when assessing temperature and
stratification effects. If one would not consider humidity effects and extrapolate surface
observations to typical wind turbine hub heights, it can be shown that the wind speed
at hub height is overestimated by approximately 4% for stable conditions (Barthelmie
etal. 2010). Besides, if one determines atmospheric stability from regular surface obser-
vations without taking into account humidity effects, there is a tendency to determine a
reduced stability (that is, actual stable conditions will be classified as near neutral, and
unstable conditions will be classified as very unstable).

Lastly, the stability of the atmosphere is directly related to the temperature gradient
between the surface and lower atmosphere. Whereas onshore the surface temperature
has a daily cycle due to heating of the surface during the day by radiation, the offshore
surface temperature does not change significantly on a time scale of hours. Instead there
is typically a seasonal cycle offshore and the water temperature lags behind the air tem-
perature. Whereas onshore atmospheric stability has a daily cycle, offshore there is a
seasonal cycle in atmospheric stability conditions (Figure 1.1).

Due to the various differences between the onshore and offshore environment, re-
lations used onshore to describe the environment cannot simply be copied to offshore
sites without proper validation. Taking into account these fundamental differences how-
ever should result in an accurate and physical based description of offshore atmospheric
conditions.

1.3. AN INTRODUCTION TO WIND TURBINE RESEARCH

Wind energy on its own is a highly interdisciplinary field of research, but the scope of
this thesis is on those aspects that are directly dependent on the state of the atmosphere:
power production and loads induced by the wind. When a wind turbine is designed, one
has to consider a variety of atmospheric conditions as well as various operating con-
ditions (IEC 2005). Ideally the final design is efficient in power production and suffi-
ciently strong to avoid malfunctioning within the expected lifetime of the turbine, how-
ever overdimensioning of the turbine should be avoided. Eventually it is unavoidable
that some conservatism is incorporated in the design of a turbine, typically by introduc-
ing safety factors. It is my belief however that if one considers environmental conditions
as accurately as possible in the design of a new wind turbine, safety factors can be kept
at a minimum, thereby reducing the overdimensioning that typically occurs.

1.3.1. POWER PRODUCTION
It can be shown that when air is flowing through an area A, the power of the wind is
proportional to the wind speed cubed

1
Py = EpAU3 1.8)

where P, is the power of the wind. The maximum theoretical power extracted by a wind
turbine from the wind in case of an ideal wind turbine without any losses is 59.3%, also
known as the Betz limit. In practice the efficiency of state of the art wind turbines is less
than 59.3% due to various electrical and mechanical losses.
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Figure 1.3: Representation of the kinetic energy flux through a wind turbine rotor disc. On the left side the
assumption of a constant wind speed is visualised, while the impact of wind shear is shown in the middle
sliced circle.

Any wind turbine is certified with a design power curve that relates the power pro-
duction of the specified wind turbine to the wind speed experienced by the wind tur-
bine. It is commonly assumed that the hub height wind speed U}, is representative for
the overall wind experienced by the wind turbine for power production calculations. In
scope of previous equations however, it can easily be shown that for a circular rotor disc
in combination with wind shear, the power of the wind in the upper half of the rotor disc
is larger than the power of the wind in the lower half of the rotor disc (see Figure 1.3 for
a visual clarification). As such, one can question if ﬁh is indeed a representative wind
speed for power curve certification and wind turbine performance assessment (Wagner
etal. 2011). If it is assumed, for sake of simplicity, that Uy, is indeed representative, then
one only has to obtain a distribution of U}, over a given period of time to determine the
expected lifetime power production of a turbine.

The expected lifetime power production of complete wind farms also strongly de-
pends on prevailing wind directions, since wind turbines located in the wake of up-
stream turbines experience reduced mean wind speeds. This also has a significant im-
pact on the fatigue of turbines since turbulence levels increase in the wake of a turbine.
In this thesis, however, only the upstream (undistorted) wind conditions experienced by
a single turbine and the resulting response of the turbine are considered.

1.3.2. FATIGUE LOADS

Wind turbines are typically designed to withstand forces exerted on the turbine for ap-
proximately 20 years. The loads experienced by a wind turbine can be separated into
fatigue loads and extreme loads. Whereas extreme loads occur, hence the name, by rare
events like extreme gusts reoccurring only once every few years, fatigue loads occur con-
tinuously. In this research only fatigue loads are considered since extremes and gusts are
a study on its own.

Fatigue loads originate from the force exerted by the wind on the wind turbine. This
force is variable in time, not only since for example the rotor rotates and experiences
in one rotation high wind speeds and low wind speeds due to wind shear, but also due
to the randomness of turbulent motions in the atmosphere. Due to the variability of the
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force exerted by the wind on the turbine it is difficult to predict accurately how long wind
turbine components will hold before breaking down. The strength of a turbine compo-
nent is expressed in terms of a SN-curve in which the number of cycles before failure
N is related to the stress S experienced by the component due to a constant cyclic load.
For the majority of materials there is a minimum load below which fatigue is virtually
negligible. This lower limit is called the fatigue strength AFp which corresponds to Np
load cycles. For higher loads there is approximately a power law relation between the ex-
perienced load F; and the corresponding cycles before failure N;, which can be written

as
m

AFp

AF;
where m is the Wohler exponent, a characteristic property of the material of which a
turbine component is made of. Although some loads experienced by a wind turbine are
periodic, part of the loads experienced by a wind turbine are random due to turbulence.
It is common procedure in wind energy to use a rainflow counting algorithm to convert a
random load signal into an estimate of the total fatigue load experienced by the turbine.

N; = Np (1.9)

1.4. OUTLINE OF THIS THESIS

In this research the offshore atmosphere is studied primarily with the aid of observation
data taken from the meteorological mast IJmuiden. This meteorological mast is located
exceptionally far offshore compared to other offshore observation masts such as the me-
teorological mast OWEZ (located 15 km offshore), which provides a unique opportunity
to assess far offshore atmospheric conditions for wind energy purposes. The impact of
considering specific offshore atmospheric conditions on wind turbine design is analysed
with the wind energy industry software package Bladed in combination with a reference
5 MW NREL wind turbine Jonkman et al. (2009). Bladed is used on purpose since it is
widely used in both industry as well as academia, thus the results obtained in this study
are directly implementable by industry as well. The 5 MW NREL wind turbine is con-
sidered since it is a frequently used reference turbine in literature, hence it is easy to
compare results with other studies. This thesis consists of the following chapters:

Chapter 2 - A coupled framework to define atmospheric conditions offshore. In
this chapter a framework is created in which all atmospheric conditions relevant for a
wind turbine in standard operation are defined as a function of one fundamental dimen-
sionless parameter, the stability parameter {. The framework follows Monin-Obukhov
similarity theory, a scaling theory that has been validated onshore sufficiently close to
the surface. If Monin-Obukhov theory is also valid offshore one can easily describe the
offshore atmosphere with relations that have been validated onshore while taking into
account the interaction between the wind and sea.

Chapter 3 - Extending the surface layer wind shear profile. In this chapter wind
shear is studied in greater detail. Based on the work of Gryning et al. (2007) a wind shear
profile is derived theoretically that should be valid for the entire boundary layer, this in
contrast to the surface layer wind shear profile which is valid only in the lowest 10% of
the boundary layer. The theoretic boundary layer wind shear profile is validated offshore
with observation data, and the applicability of this wind shear profile for wind energy
purposes is analysed showing potential difficulties.
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Chapter 4 - The occurrence and characterization of low-level jets offshore. In this
chapter the occurrence and characteristics of low-level jets (LLJs) offshore are analysed.
LLJs are distinct wind shear profiles with a local wind maximum close to the surface, and
there is a potential significant impact for wind turbines. These jets have been studied
onshore frequently, but in absence of observation data up to a height of several hundreds
of meters it has been difficult to assess LLJs offshore. With aid of LIDAR observation
data, wind profiles up to 315 m height are studied showing the potential frequency of
occurrence of LLJs offshore.

Chapter 5 - Wind turbine fatigue loads as a function of atmospheric conditions.
This is the first chapter in which the obtained atmospheric results are directly put into
perspective of wind energy. The framework derived in Chapter 2 is incorporated in the
design software Bladed, and the impact of atmospheric stability on wind turbine fatigue
loads is analysed. Besides, it is recognised that the framework has a disadvantage in
terms of computational efficiency. As such a methodology is proposed that circumvents
this disadvantage.

Chapter 6 - The impact of deviating shear profiles on wind turbine performance. In
this chapter the impact of considering the boundary layer wind shear profile in contrast
to the surface layer wind shear profile is analysed. Besides, an engineering model of a
LLJ is presented that can easily be used for wind energy research. The impact of both of
these wind profiles on wind turbine performance is studied with respect to wind turbine
fatigue loads and wind turbine power production.

Chapter 7 - Wind turbine performance as a function of turbulence scales. In this
chapter the influence of turbulence on wind turbine performance is studied in more de-
tail. With aid of a special filter, turbulence structures are filtered out of numerical simu-
lations, to assess specifically which scales of turbulence contribute most to wind turbine
power production and wind turbine bending moments. This provides valuable insight
how to define wind turbine simulations, but it also shows the necessity to consider tur-
bulence in wind power forecasting.

Chapter 8 - Conclusions and Recommendations In this chapter the conclusions of
the previous chapters are presented in combination with recommendations for future
work.

As a final note it is pointed out that in scope of the funding of this project by the
FLOW consortium, this thesis should not only meet academic criteria but also be under-
standable and usable by engineers and consultants working in industry. As such, it has
been a challenge to write in depth meteorological and engineering research carried out
for this thesis in an understandable but still academic way. In my opinion not only en-
gineers and meteorologists should cooperate and find each other at an academic level,
but wind energy as a whole should approach the remaining challenges in an interdis-
ciplinary manner. This can only be achieved by incorporating knowledge of experts on
various disciplines into the field off wind energy, thereby stepping outside the traditional
boundaries of individual domains like aerodynamics, structural dynamics, meteorology,
electrical engineering or policy making. In the end, wind energy can only successfully
drive our future energy system if wind farms are designed taking into account all rele-
vant disciplines in a multidisciplinary methodology.



A COUPLED FRAMEWORK TO
DEFINE ATMOSPHERIC CONDITIONS
OFFSHORE

One can state, without exaggeration, that the observation of
and the search for similarities and differences
are the basis of all human knowledge.

Alfred Nobel

For several decades meteorologists use Monin-Obulkhov similarity theory (MO-theory) to
describe the atmosphere relatively close to the surface. The relations that follow from MO-
theory have been validated frequently on shore, however, offshore it has not been possible
to perform a similar extensive validation due to the limited availability of observation
data. With the construction of meteorological mast [Jmuiden there is a unique possibility
to validate MO-theory in a far offshore environment. If indeed MO-theory is valid off-
shore as well, then the knowledge obtained in the previous decades onshore can be used to
describe the offshore atmosphere as well, taking into account specific surface conditions
offshore.

In this chapter first of all MO-theory is explained, and the specifications of meteorologi-
cal mast Il/muiden are presented. Next, it is aimed to validate MO-theory, since once can
define a framework in which wind shear and turbulence characteristics are coupled as a
function of atmospheric stability if MO-theory is applicable offshore. In this chapter the
impact of MO-Theory on wind turbine performance is not discussed, and instead obtained
results will be put into perspective of wind energy in Chapter 5.

Parts of this chapter are published as: Holtslag, M. C., Bierbooms, W. A. A. M. & van Bussel, G. J. W. (2015),
"Validation of surface layer similarity theory to describe far offshore marine conditions in the Dutch North Sea
in scope of wind energy research’, Journal of Wind Engineering and Industrial Aerodynamics, 136 180-191.
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2.1. INTRODUCTION

In wind energy the IEC guidelines (IEC 2005, 2009) are typically considered to prescribe
atmospheric conditions for a variety of wind turbine operating conditions. If one would
follow these guidelines strictly, then wind shear and the turbulence intensity would be
a function of the hub height wind speed alone. For the turbulence spectra the guide-
lines consider either the Mann model (Mann 1994, 1998) or the Kaimal spectra Kaimal
et al. (1972), and the spectral model parameters are assumed to be constant or a func-
tion of hub height wind speed as well. Thus for a given hub height wind speed the entire
environment is defined according to these guidelines. As discussed in Section 1.2 this
convenient simple representation of the atmosphere is incomplete. As such it is aimed
to define a new framework in which the atmosphere is represented in a physical correct
way.

In boundary layer meteorology, Monin-Obukhov similarity theory is generally ap-
plied to describe the atmosphere close to the surface (MO-theory, Monin & Obukhov
(1954), Obukhov (1971)). In this theory it is assumed that the turbulent fluxes of heat,
moisture and momentum are independent of height for a stationary atmosphere over
horizontally homogeneous terrain. The assumption that turbulent fluxes are indepen-
dent of height is typically used for the lowest 10% of the atmospheric boundary layer
(Stull 1988), and it is expected that surface fluxes are representative for the atmosphere
close to the surface. Validation of MO-theory has started in the 1960’s, and ever since
experimental studies have shown that MO-theory is applicable for a variety of surface
conditions. A well-known example of such an experimental study is the Kansas experi-
ment (Haugen et al. 1971, Businger et al. 1971), which was performed at a horizontally
flat wheat-farming area of one square mile, with a uniform upstream fetch of 2.4 km. A
detailed reflection on the Kansas and Minnesota experiments is given by Kaimal & Wyn-
gaard (1990), in which also possible errors and distortions are discussed that might have
influenced the experiments.

The various field experiments give confidence in the applicability of MO-theory in
the lower parts of the atmosphere, but so far there is little validation performed for sig-
nificantly far offshore (> 50 km offshore) sites due to the costs involved to conduct mea-
surement campaigns far offshore. In scope of wind turbine design there is a growing
interest in accurate methodologies to describe far offshore atmospheric conditions. The
driving atmospheric conditions that are relevant here are wind shear and turbulence,
which influence power production and wind turbine fatigue loads (Sathe & Bierbooms
(2007), Miicke et al. (2011), Wagner et al. (2011)). Recent studies show that since atmo-
spheric stability has a significant impact on wind shear (Sathe et al. 2011) and turbulence
conditions (Sathe et al. 2013), both power production and fatigue loads of a wind turbine
depend on atmospheric stability as well. Although atmospheric stability is generally ne-
glected in wind turbine design (IEC 2005), it is well known that atmospheric stability
influences wind turbine performance. Sathe & Bierbooms (2007) showed that for steady
state conditions blade root fatigue loads in flapwise direction increase by a factor 6 to 24,
depending on the distribution of atmospheric stability, if one considers stability in fa-
tigue load assessment. For non steady state conditions, Sathe et al. (2013) showed that if
one follows the IEC guidelines and neglects atmospheric stability fatigue loads of a wind
turbine rotor are overestimated by 28 to 48%, and tower loads are even overestimated
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up to 96%. With respect to power production, Wharton & Lundquist (2012) showed that
wind turbines produce up to 15% more power for stable conditions compared to strongly
convective conditions.

Due to the high heat capacity of water it is often assumed that the marine boundary
layer is neutrally stratified. For the Dutch North Sea area however, Coelingh et al. (1996)
showed that very unstable conditions are prevailing for all seasons. The unstable condi-
tions occur primarily in winter and autumn when seawater is relatively warm compared
to the atmosphere. Besides, for northerly winds one can expect advection of cold polar
air over the relatively warm sea. Stable conditions are expected to occur for southerly
winds for which warm air is advected. The dependence of atmospheric stability on wind
direction for the Dutch North Sea is shown in Sathe et al. (2011) as well.

With the construction of meteorological mast IJmuiden 85 km off the Dutch coast,
the opportunity has risen to assess the applicability of MO-theory to describe the far off-
shore marine boundary layer. If MO-theory is indeed valid far offshore, then it will be
possible to define a framework of relatively simple equations that can be used to define
wind shear, turbulence intensity and the turbulence spectra as a function of atmospheric
stability. Besides, since in MO-theory wind shear and turbulence are mutually depen-
dent on atmospheric stability (as is the case in reality as well), the resulting framework
could include the coupling mechanism of atmospheric stability, which is not considered
in guidelines typically considered in wind energy research.

2.2. THEORY

The explanation of Wyngaard et al. (1971) is followed to introduce Monin-Obukhov sim-
ilarity theory. Similar as proposed by Obukhov (1946), it is expected that the wind and
temperature profiles depend on four fundamental state variables: the surface heat flux
H, the height above the surface z, the buoyancy parameter g/8, and the surface shear
stress To. These four variables can be combined to form two temperature scales, two
velocity scales and two length scales

H To
0*02— Uxg = — z
PCplsxg
- 1/3 1/3 3 e 2.1)
0,1 H 2 H u,,pcpl
or=|2e[L] iy = zé_] L= Lol
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Here cp, is the specific heat of air and « is the Von Karmén constant. These velocity and
temperature scales are not independent, since

H
- u*oe*o =uffr=— (2.2)
vr 0c,
And thus one is left with one independent temperature scale (typically 0.¢ is chosen),
one independent velocity scale (typically u.q is chosen) and two independent length
scales. As such there is only one dimensionless scale

z
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where the surface heat flux H has been converted into the surface kinematic heat flux.
In a neutral atmosphere by definition w’8), = 0 and hence ¢ = 0. For unstable conditions
w'6), > 0 (and thus ¢ < 0) while for stable conditions w’6’, < 0 (and thus { > 0). Follow-
ing Buckingham Pi theory, all variables that are non-dimensionalized with the proper
scaling variables should then be a function of { alone.

2.2.1. WIND SHEAR

In meteorology one typically considers the wind gradient 8U/dz to describe wind shear,
which can be made non-dimensional with the length scale z and velocity scale u.¢ as

z 0U
Ux0 0z

(2.4)

The Von Karmén constant x in typically included in the definition of the dimensionless
wind gradient ¢, which has to be a function of the dimensionless stability parameter {

ou
i (2.5)

Uwg 02

oM =

It has been the aim of numerous studies to first of all assess if indeed ¢); does depend
on ¢, and to subsequently find proper relations between ¢, and {. An overview of ex-
perimentally obtained ¢, functions can be found in Hogstrom (1988). With the aid of
these functions one can obtain a wind shear profile after integration of ¢»s

ﬁ(z):Mf M 4, 2.6)
K Jy z

where both u.( and x are assumed to be independent of height. The Von Karman con-
stant is defined in such a way that for neutral conditions, where { =0, ¢ps = 1. For neutral
conditions it is thus found by definition

Ulz) = ”*Oln(i) @2.7)
K 20

Equation 2.7 is known as the neutral logarithmic wind shear profile. For stable and un-
stable conditions the general expression of the wind shear profile is

Ulz) = (2.8)

1n(i) W)+ ¥ (o)

<0

K

where V¥ is a stability correction function of which the exact formulation depends on
the formulation of ¢y, and (¢ = zo/ L. Generally the last term on the right hand side is
neglected since ¥ ({) > ¥ ({o). Equation 2.8 is known as the stability dependent loga-
rithmic wind shear profile.

In this research two stability correction functions are considered for stable condi-
tions, and two stability correction functions are considered for unstable conditions. The
stability correction functions most frequently used in meteorology and wind energy are
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the Businger-Dyer stability correction functions (BD-Functions, Businger et al. (1971),
Dyer (1974))

1+x 1+ x° T
‘P(CSO):Zln( 5 )+ln( 5 )—2arctan(x)+§ 2.9
W =0)=-p (2.10)

where x = [1 - ¢{]"* and both y and f are empirical parameters. In this research it is
assumed that y = 19.3 and 8 = 6.0 in agreement with Hogstrom (1988). The derivation of
Equations 2.9 and 2.10 is given in Appendix A.

It is recognised that the BD-functions may be incorrect for very unstable or very sta-
ble conditions. For very unstable conditions where { — -0o, u.9 — 0 and the friction
velocity is thus no longer a valid state variable. Based on theoretically proposed depen-
dencies it is expected that s ox (- Y713 (see Appendix B for details on so called free
convective scaling). This results for unstable conditions, as shown in Appendix A, in
(Carl et al. 1973)

1+y+y2) (2y+1) T
Y(=<0)=15I (— —V3arct +— (2.11)
(4 n 3 arctan 7 /3

where y = [1 - y¢]'/3 and y = 12.87 for the free convective formulation in line with Fairall
et al. (1996) (note the difference compared to the value of 19.3 for the Businger-Dyer
equation). True free convective conditions do not occur in reality, and Equation 2.11
has been validated in various studies for moderate unstable conditions (-2 < { <0, see
Hogstrom (1988) for details). In this chapter however Equation 2.11 is assumed to be
valid for all unstable conditions. The validity of the -1/3 power proportionality for very
unstable conditions is questioned by Kader & Yaglom (1990) who adopts directional scal-
ing arguments, however the applicability of direction scaling for wind shear in the free
convective limit is questionable as discussed in Appendix B. As such the commonly used
-1/3 scaling is adopted for unstable conditions in this research, and the resulting wind
shear profile is compared to the Businger-Dyer equations shown in Equation 2.9.

For stable conditions the linearity of ¥ in Equation 2.10 results in an overestimation
of wind shear for strongly stable conditions (see Holtslag (1984), Vickers & Mahrt (1999),
Cheng & Brutsaert (2005)). As such the formulation of Holtslag & de Bruin (1988) is con-
sidered in this research as well, which should be applicable up to at least { = 10, defined
as

b
‘I’M(KEO):—a(—b[(—g]exp(—d()—gc 2.12)

With coefficients a = 1, b = 2/3, ¢ = 5, d = 0.35 (Beljaars & Holtslag 1991). The corre-
sponding non-dimensional wind gradient is shown in Appendix A. The proposed theo-
retic wind shear profiles will be validated in Section 2.4.1 where 'Businger-Dyer’ corre-
sponds to Equations 2.9 and 2.10 (for unstable and stable conditions respectively), 'Free
Convection’ corresponds to Equation 2.11 and 'Holtslag’ corresponds to Equation 2.12

2.2.2. SECOND-ORDER MOMENTS
In MO-theory the standard deviation of the wind is non-dimensionalized with the fric-
tion velocity. Similar as was found for wind shear, the non-dimensional second-order
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moments are constant for neutral conditions (Stull 1988)

Ox

= Ay (2.13)
Usx0

Where x denotes the three wind components. The constant coefficients Ay range from

1.7 to 2.9 for the horizontal components and from 1 to 1.6 for the vertical component

(Busch 1973, Stull 1988).

As mentioned before u.( is not a proper scaling parameter for very unstable condi-
tions, and instead the velocity scale u ris used to non-dimensionalize the second-order
moments for such conditions. A 1/3 power law relation is therefore expected between
the non-dimensional second-order moments and { for unstable conditions, as shown in

Appendix B, which results in
Ox

o [~ (2.14)
Ux0

Various relations that follow Equation 2.14 have been proposed and validated for moder-
ate unstable conditions literature (Busch 1973, Stull 1988, Kader & Yaglom 1990, Hedde
& Durand 1994). A formulation in line with

Ox

= Ac[1-B:()'? 2.15)
Usx0o

is expected to hold, to match the behaviour of the non-dimensional second-order mo-

ments for free convective and neutral conditions. Kader & Yaglom (1990) questioned the

validity of a 1/3 power law relation for moderate unstable conditions based on direc-

tional scaling arguments. As shown in Appendix B, directional scaling might very well be

adopted for moderate unstable conditions.

For stable atmospheric conditions the non-dimensional second-order moments are
typically found to decrease with height within the boundary layer (Caughey et al. 1979,
Stull 1988). In literature one can find various relations between the non-dimensional
second-order moments and the relative height within the boundary layer as

Ox o [;]P

(2.16)
U0
where £ is the boundary layer height and p is a power of approximately 0.5. Although a
direct relation between the second-order moments and atmospheric stability is typically
not shown in literature, do note that h does depend, amongst others, on atmospheric
stability. Since it is difficult to accurately observe h in practice it is not aimed in this
research to validate a relation in line with Equation 2.16. It is expected however that for
increasing stable stratification the shear production of turbulence decreases while the
suppression of turbulence by buoyancy increases, and therefore it is assumed that the
non-dimensional second-order moments decrease with increasing stability.

2.2.3. TURBULENCE SPECTRA

For the expected turbulence spectra the derivation of Kaimal et al. (1972) is followed to
define the Kaimal spectra. Note that the IEC guidelines for design load calculations (IEC
2005) recommend the use of the Mann uniform shear turbulence model (Mann 1994,
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1998). Here however it is aimed to assess the applicability of similarity theory offshore
to describe the relevant wind parameters for wind energy research. The Mann model,
although possibly applicable offshore as well, is not derived on these scaling principles
but is derived based on linearisation of the Navier-Stokes equations. One could argue
that it is possible to fit the Mann model parameters to find stability dependences as is
done for example in Sathe et al. (2013) but then one would no longer use methodologies
based on surface layer similarity theory. As such the Kaimal spectra is considered to be
a viable turbulence spectra for the far offshore environment.

Kolmogorov’s similarity hypothesis for the inertial subrange states that the one di-
mensional spectrum of the longitudinal wind component scales as

F, (k) = ae®3 k753 (2.17)

where F,, is the longitudinal wave number spectrum, kis the wave number, € is the dissi-
pation rate of turbulent kinetic energy and a is Kolmogorov’s constant which according
to Hogstrom (1990) should be in the order of 0.5. Adopting Taylor’s hypothesis of frozen
turbulence, and relating the wave number k to the frequency n in Hz (since typically one
measures frequency), Equation 2.17 can be written as
-2/3
nS, (n) = akez’f‘z%" (2.18)

where S, is the longitudinal frequency spectrum. Next, a dimensionless dissipation rate
and a dimensionless frequency are introduced as respectively

K Z€
e =— 2.19)
uy,
nz
f== (2.20)
U
which allows Equation 2.18 to be written as
nSy (n) (425 -2/3
= (2.21)
5/3 uio [27.[1(]2/3

The advantage of this formulation is that the right hand side is independent of stability
and a function of frequency alone. As such one would expect that for various stability
conditions the turbulence spectra collapse onto one line in the inertial subrange. This is
indeed found and shown in detail in Figures 4, 5 and 6 of Kaimal et al. (1972). The spectra
separate at low frequencies however with an orderly decrease in the non-dimensional
spectral energy for increasing stability at given non-dimensional frequencies. Similar
results where found for the spectra of temperature fluctuations and the co-spectra of the
Reynolds-Stress components and the turbulent heat flux.

Since the spectra are not uniform with the scaling applied here for all stability con-
ditions, Kaimal et al. (1972) scaled the spectra with the variance of the corresponding
signal. Clearly the spectra in the inertial subrange would no longer coincide for different
stability conditions, however by introducing a modified frequency scale f/f, the col-
lapse can be re-introduced. Here f; is the intercept of nS, (n)/02 = 1 and the extrapo-
lated inertial subrange spectrum. For clarity reasons Figure 2.1 shows two examples of
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Figure 2.1: Dependence of the Kaimal spectra on the scaling frequency fj.

idealised spectra and the corresponding scaling frequencies fy. By including these scal-
ing adjustments the spectra all have the same area of 1 (due to the scaling with g2), and
all spectra have to collapse in the inertial subrange (due to the scaling with fj). In Kaimal
et al. (1972) it is shown that for stable conditions all spectra (that is, for the three wind
components and temperature) satisfy

nSy(m)  0.164f/fp

0% 1+0.164[f/f]

=3 (2.22)

In this chapter it is aimed to validate Equation 2.22 for both stable and unstable condi-
tions. If indeed Equation 2.22 is found to be applicable, then it is aimed to parametrize
fo as a function of ¢ similar as for example Kaimal (1973), Caughey (1977). It should be
noted that the coefficients of 0.164 used here are site specific and are found originally for
onshore conditions. As such it is well possible that for offshore conditions these coeffi-
cients should change.

2.3. MAST CHARACTERISTICS AND DATA POST PROCESSING

In this section the specifics of meteorological mast IJmuiden are presented, including
the precise sensor layout and sensor specifications, and possible sources of data distor-
tion are explored as well. The observation data is filtered to reduce the possible distor-
tion of data by the mast structure as much as possible. Besides, also the post-processing
of the data for the validation of MO-theory is presented, since it is recognised that MO-
theory is not valid for all conditions, and some crucial parameters have to be calculated
from the standard observations.

2.3.1. METEOROLOGICAL MAST IJMUIDEN
The 92 m high meteorological mast Jmuiden is sited 85 km off the coast of Jmuiden (N
52°50.89’ E 3°26.14’), and includes regular meteorological mast-equipment (anemom-
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Figure 2.2: Photograph of meteorological mast IJmuiden, and an overview of the control platform, taken from
Werkhoven & Verhoef (2012).

etry), a Zephir 300 LIDAR for observations up to 315 m height and a Triaxys wave buoy
for wave and surface observations. A detailed description of the mast design, the sensor
specifications and data collection procedure is found in the instrumentation report of
the meteorological mast (Werkhoven & Verhoef 2012). The meteorological mast has a
platform at 18 m height with a control room container, and horizontal booms have been
installed at 25.5, 57 and 86.5 m height pointing outward of the mast in three directions
(46.5°, 166.5° and 286.5°, called respectively NE, SSE and WNW from here on). In Figure
3 of Wessels (1983) it is shown that the ratio of the length of the horizontal booms to the
radius of the meteorological mast is an important parameter to quantify flow distortion
by the meteorological mast. This ratio equals respectively 9.1, 9.4 and 10.2 for the hor-
izontal booms at 25.5, 57 and 86.5 m height. An impression of the mast itself and the
layout of the platform with the control room is shown in Figure 2.2.

Several small wind turbines and solar panels are installed on top of the control room
container for power production, which may lead to local flow distortion of wind sensors.
A preliminary wind analysis showed that the wind observations at 25.5 m height from
the SSE boom are indeed distorted, and these observations have thus not been included
in subsequent analyses. Sensors are installed in the meteorological mast at the boom
edges (to measure wind speed and wind direction), and both on top of the control room
container as well as in the mast itself (pressure, temperature and relative humidity). The
air pressure is measured at 21 and 90 m height with a Vaisala PTB210 air pressure sensor
with an accuracy of 0.2 hPa, and the air temperature and relative humidity are observed
at similar heights with a Vaisala HMP155D with an accuracy of respectively 0.1 K and 1%.
At 85 m height the three components of the wind vector are observed with Metek USA-
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1 sonic anemometers with an accuracy of 0.1 m s™!, which are placed 1.5 m below the

horizontal booms on a vertical spigot. At 27, 58.5 and 92 m height horizontal wind speed
is measured with Thies first class advanced anemometers with an accuracy of 0.2 m s71,
and at 26.2, 57.7 and 87.2 m height wind direction is measured with Thies first class wind
vanes with an accuracy of 1°. The anemometers at 92 m height are placed on top of the
mast itself, not on vertical spigots above horizontal booms. All sensors are calibrated ac-
cording to ISO 17025. All wind, temperature, pressure and humidity observation operate
at 4 Hz, and for each 10-minute interval the mean, minimum, maximum and standard
deviation of the observations is stored. Besides, also the high frequency observation data
of the sonic anemometers are available for analyses on turbulence characteristics.

The Zephir 300 LIDAR is a continuous wave LIDAR operating at 50 Hz, and measures
the three components of the wind between 90 and 315 m height, with 10 observation
heights equally spaced out every 25 m. The accuracy of the LIDAR is 0.5% for the wind
speed observations and 0.5° for the wind direction. In this chapter LIDAR data are not
used, however in following chapters the 10-minute mean observations are used for de-
tailed assessment of wind profiles at higher altitudes.

The wave buoy measures specific wave characteristics like significant wave height
and average wave period, current direction and current speed as well as water tempera-
ture. The buoy observations are stored as 1 hour averaged observations. In the remain-
der of this thesis only surface temperature observations of the wave buoy are used, and
remaining observation data is discarded.

The fetch length to the shore is an important parameter to characterise the site, since
for limited fetches one might experience the development of internal boundary layers
(IBL) if the wind comes from land. The IBL is typically shallow if either the fetch length
is limited, or if stable conditions occur. It can be shown (see Garratt (1990)) that for
stable conditions and a fetch length of 85 km (which is the shortest fetch of the site,
eastward of the tower), the IBL depth is in the order of 40 m or larger. Since neither
easterly winds nor stable conditions prevail for the site considered, it is expected that
internal boundary layers should not influence observation data to such an extent that
Monin-Obukhov theory is no longer valid.

Flow distortion by the mast construction is expected to be less than 3% after carefully
selecting sensors that are not distorted by the wake of the meteorological mast (Wessels
1983). The dynamic pressure in front of the mast however may result in a decrease of up
to 4% of the observed wind speed. Similar, the wind direction observations are expected
to be distorted by up to 2° by tower shadow effects.

One complete year of observation data is analysed in this research unless stated oth-
erwise to assess representative site conditions that wind farms will experience in far off-
shore environments. As such seasonal effects should be accounted for. Unless stated
otherwise the observation data of 2012 is used since this is the first year during which a
complete yearly dataset is obtained.

2.3.2. DATA POST PROCESSING

Wind observations (speed and direction) are heavily distorted when the corresponding
sensor is located in the wake of the meteorological mast. This can be shown if the average
ratio of wind speed observations for two sensors at a given height are plotted against the
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Figure 2.3: Average wind speed ratios at 27 m height for two adjacent sensors. Directions of horizontal booms
are 46.5° (NE), 166.5° (SSE) and 286.5° (WNW). Vertical solid lines indicate the boundaries of wind sectors.
The sensors used for wind speed determination are given in quotation marks.

average wind direction of the three wind vanes (or sonic anemometers). Based on Figure
2.3 it can be seen that these sensors experience significantly reduced wind speeds when
located directly behind (+ 10°) the tower structure. Besides this, when one sensor is
located directly in front of the tower, both remaining sensors located more to the side
of the tower experience slightly increased wind speeds while the sensor in front of the
tower experiences a reduced wind speed. The reduced wind speeds in front of the mast
are caused by a static pressure increase that is formed due to the mast structure, and
simultaneously the mast structure causes a tower shadow effect leading to a reduction
in wind speeds observed behind the mast. The actual wind speed is determined either
with two sensors (if one sensor is located downstream of the mast) or with one sensor (if
two sensors are located slightly behind the mast at two opposing sides) since the main
wind distortion is found downstream of the mast. A similar procedure is adopted to
determine the actual wind direction. First the average wind direction is determined of
all wind vanes (or sonic anemometers), and next the actual wind direction is calculated
based on only those sensors that are in the free stream area.

The high frequency observation data (4 Hz) show that the turbulence spectra are
strongly distorted by motion of the meteorological mast itself. The eigenfrequency of
the meteorological mast is known to be 0.42 Hz (personal communication with RWE,
the owner of the meteorological mast), which corresponds to the major peak in Figure
2.4. At ahigher frequency of 1 Hz a second eigenfrequency is present, though this higher
eigenfrequency is not known from structural analysis. All data in the bandwidth 0.33
to 0.50 Hz are removed to avoid contamination of the results, as is shown in Figure 2.4.
Turbulent spectra are determined for each 10-minute interval, for which the trend of the
data is removed. The scaling frequency fy is calculated as the intercept between the ex-
trapolated inertial subrange spectra and the line nS,, (n) / Ji =1, as described by Kaimal
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Figure 2.4: Average longitudinal turbulence spectrum as a function of frequency 7 (solid line), and the filtered
(used) spectrum (dashed line). The filtered spectrum is reduced by a factor 10 and thus shifted vertically for
clarity reasons.

etal. (1972) (see Figure 2.1 for clarification). Combining the following two equations

S
Lz(") =sf23 (2.23)
u
S
"”—2(") =1 (2.24)
Uu
results in the scaling frequency
fo=s"? (2.25)

where s is a constant determined per 10-minute interval in the inertial subrange of the
turbulence spectrum. Figure 2.1 also shows that a change in f; results in a shift of the
spectral peak along the non-dimensional frequency axes: if fj is large, the spectral peak
is located at high frequencies (associated with small eddies), and vice versa if fj is small.

The Obukhov length cannot be determined with the eddy-covariance method close
to the surface since turbulent fluxes of heat and momentum are not measured. Instead
the Bulk-Richardson number (hereafter RI) can be used to estimate { (Grachev & Fairall
1997) based on 10-minute mean observations of the surface temperature, and the tem-
perature and wind speed observations at respectively 21 m and 27 m height. Both at the
surface and at 21 m height the virtual potential temperature is calculated by combining
Equations 1.3 and 1.4, which equals

0,(2) = |T(2)+0.0098z | [1+0.61r] (2.26)

where the mixing ratio ris calculated as

r= (2.27)
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Here P is the air pressure, € is the ratio of the gas constants for dry air to water vapour
which equals 0.622, and eis the vapour pressure which can be calculated with the relative
humidity and the Clausius-Clapeyron equation (Stull 2000). Note that in the conversion
of temperature to potential temperature it is assumed that the air is unsaturated since
the dry adiabatic lapse rate of 9.8 K km™! is assumed to be valid. At the sea-air interface
it is assumed that the air has a relative humidity of 100%.

One should determine RI with wind speed and temperature observations at similar
heights, however, this is not possible since the wind speed and temperature sensors have
not been installed at a similar height. It is therefore assumed that the virtual potential
temperature calculated at 21 m height is representative for 27 m height as well. This
results in

AB,A
rr= 82025 (2.28)
0,U
And subsequently ( is calculated as (Grachev & Fairall 1997)
{=10RI ifRI<0 (2.29)
10RI
(= ifRI=0 (2.30)
1-5RI

A derivation of the relation between ¢ and RI is shown in Appendix C. The singularity at
RI=0.2 in Equation 2.30 causes { = oo at RI =0.2 and { < 0 if RI > 0.2. This is incorrect,
since both RI and ¢ should have similar signs at all times (negative for unstable con-
ditions and positive for stable conditions), hence for RI > 0.2 stability is not calculated
(0.7% of all observations). Next Lis calculated as

L . (2.31)
where z’is a reference height where the Richardson number is valid. One typically con-
siders 2z’ to be equal to the observation height, which in this study is at 27 m height and
thus relatively far from the surface compared to for example = 10 m height as consid-
ered in Fairall et al. (1996) and Grachev & Fairall (1997). In contrary, if one considers the
gradient Richardson method (see for example Lange et al. (2004)) one can determine z’
as

P e (2.32)
In (Z1 /Zz)
where z; > zp are two observation heights above the surface. In this research z, = 0, and
thus z’ = 0 which is not feasible. As a compromise between the standard methodology
(2’ = 27) and Equation 2.32 (2’ = 0), it is assumed that 2z’ equals the average observation
height, thus 13.5 m.
The aerodynamic roughness length is calculated with Charnock’s equation for off-

shore conditions (Charnock 1955)

u2

zo=a—2 (2.33)
g

Where « is Charnock’s constant, taken as 1.2-1072 (Pefia & Gryning 2008). The friction
velocity is iteratively calculated by combining Equation 2.8 (neglecting the last term)
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with Equation 2.33, which results in

=xU(z) (2.34)

Ux0o

ln( =8 ) ()
0‘”*0

All relevant parameters (L, u.q, zg) are thus calculated with observation data taken be-
tween 0 and 27 m height. As such relations that describe wind shear and turbulence
relations will be validated above 27 m height to avoid self-correlation (Baas et al. 2006).

A sensitivity study is carried out to assess the accuracy of the determined parameters
(L, u+o, zo) in scope of measurement errors. It is found that the stability determination
is most sensitive to measurement errors of the temperature sensors, while the determi-
nation of u.( and z; are most sensitive to flow distortion by the meteorological mast. A
measurement error of 0.1 K for each temperature sensor, and hence a difference in AT
of 0.2 K, would result in an error of + 0.1 for z’/L for the majority of data used in this
research (90% of the data considered). Similarly if the observed wind speed is under-
estimated by 4% due to the blockage effect of the meteorological mast, u.o and z, are
underestimated by respectively 6% and 11% for 90% of the data considered.

Data in which the wind speed, wind direction or temperature observations at time
interval ¢ differ substantially from those at time intervals #-1, t+1 and #+2 are neglected
following Lange et al. (2004) since MO-theory assumes stationary atmospheric condi-
tions. The maximum allowed differences are 20% for the wind speed, 15° for the wind
direction, 0.5 K for the air temperature and 0.2 K for the sea temperature. The assump-
tion of constant fluxes is only applicable in the lowest 10% of the boundary layer. Since
for stable conditions the boundary layer can be shallow, the boundary layer depth is es-

timated as (Sathe et al. 2013)
U0

Je

Where h is the boundary layer height, f. is the Coriolis parameter, and c is an empirical
constant. It is recognised that cis a function of stability (as will be discussed in Chapter
3), and as mentioned in Pefia et al. (2010a) and Sathe et al. (2013) cincreases for unstable
conditions and decreases for stable conditions. An exact relation however is still a matter
of discussion, hence in this chapter the stability dependence of c is neglected. In line
with Pefia et al. (2010a) it is assumed that cis 0.15 for neutral conditions. Since f, =~ 10~
for the given observation site and assuming c is 0.15 is found that h can be written as

h=c

(2.35)

h~1.5u.10° (2.36)

In practice, u.o is nearly always less than 0.8 m s~!, which would imply & < 1200 m.
The measurements at the top of the meteorological mast will fall outside of the surface
boundary layer for the majority of observations. As such stable conditions where .9 <
0.2 ms~! are removed, since for such conditions the stable boundary layer is likely much
more shallow than 300 m (this equals 9% of all observations). For unstable conditions i
is generally large compared to stable conditions, hence no observation data is removed
for unstable conditions beforehand. The impact of this minimum u.( constraint will be
shown in the results when shear profiles are validated. Due to the stationary and bound-
ary layer height constraints 69% of the observation data remains for further analysis.
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Figure 2.5: Wind shear ratio as a function of atmospheric stability (z'/ L) according to observations and specific
shear models (see legend). The thin solid line is showing the bin-averaged observations with error bars indicat-
ing one standard deviation within the bin. left panel: all data. Right panel: data filtered for stable conditions.

2.4, RESULTS

The validation of MO-theory is divided into three separate sections. First the accuracy
of the stability corrected logarithmic wind profile is analysed by comparing observed
wind shear with shear models incorporating the various ¥-functions discussed in the
theory. Next the non-dimensional wind variance is assessed for the three wind speed
components separately. Finally the Kaimal spectra are validated, and the dependence of
foon{ is assessed for the three wind components.

2.4.1. WIND SHEAR
Although it is preferred to assess the dependence of ¢ s on ¢, the available data does not
allow for determination of the local wind gradient 6U/dz. As such the wind shear ratio
is analysed instead, which equals

Tz W(2)-Y@/D

Uz) ln(i—;)—‘l’(zllL)

(2.37)

Results are shown in Figure 2.5, where the wind speed ratio between 58 and 92 m height
is plotted against z’/ L. It is clear that wind shear is a function of stability, although there
is a significant amount of scatter in the observations for stable conditions. The far ma-
jority of the observations (note the error bars) follow the theoretic wind profiles for un-
stable conditions and for stable conditions up to z'/L = 0.2. In the left panel of Figure
2.5 no constraint is placed on u.¢, and the observed wind shear shows increased scatter
for near neutral and stable conditions mainly. It is found that wind shear is limited for
unstable conditions, and increases for both neutral and stable conditions. For strongly
stable stratifications however the scatter is very high, and on average the wind shear
decreases compared to moderate stable conditions. This decrease is not captured by
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the shear models. For unstable conditions differences between the Free Convection and
Businger-Dyer formulations are too small to determine which formulation performs bet-
ter, especially in scope of measurement errors. For weakly stable conditions the Holtslag
and Businger-Dyer formulations differ little, and both perform well. For stable condi-
tions around z'/L = 0.25 the formulation of Holtslag has better agreement with the bin-
averaged observations, though scatter indicates that the exact wind shear strongly varies
for a given atmospheric stability.

When u, is constrained for stable conditions by removing conditions where .o <
0.2 m s~!, scatter strongly reduces (right panel in Figure 2.5). For 0 < z'/L < 0.15 both
shear models used for stable conditions are in line with observations. For stable condi-
tions up to z'/ L = 0.4 the stability correction function of Holtslag seems to perform better
than the Businger-Dyer formulation, but scatter in observation data becomes signifi-
cant. For very strongly stable conditions wind shear again decreases, and it is expected
that for such conditions the constraint on u.q is not strong enough. Here local scaling
might be more appropriate if one wants to define wind shear at a given height. The ob-
servations considered here, especially those at 92 m height, are likely taken above the
surface layer where shear is less pronounced. Besides, it might very well be possible that
low level jets occur as will be discussed in Chapter 4, especially for those situations where
the wind speed ratio is less then 1 and the wind speed thus decreases with height.

In both panels wind shear is underestimated by the models for neutral conditions
(z’/L = 0). This can at least be partially explained by the fact that in Figure 2.5 theoreti-
cal shear models with a constant surface roughness are considered. Following Equation
2.37 the wind speed ratio is a function of both stability and surface roughness. The con-
stant surface roughness considered for the theoretical shear models is calculated with
Equation 2.33 and using the average friction velocity for all observations. Since for neu-
tral conditions wind speeds are generally high, it is found with Equation 2.34 that u.¢ is
high as well compared to the average of all observations. This is verified by the obser-
vation data in which the average u.q is 0.39 m s™! for near-neutral conditions, whereas
the average 1. of all observations is 0.31 m s~'. Subsequently, wind shear between two
heights also increases (as can be seen in Equation 2.37 by increasing zp).

With respect to the measurement uncertainties, Section 2.3.2 shows that z'/L has an
uncertainty of + 0.1, which would shift observations alongside the x-axes. This is not
relevant for strongly unstable conditions since the mean observed wind shear and the
theoretical wind shear are not sensitive to the exact value of z’/ L. For neutral and sta-
ble conditions however part of the scatter might be related to measurement errors. The
wind speed observations at 58 and 92 m height might also contain measurement errors
up to 4% due to flow distortion, however, the wind speed ratio is not distorted signifi-
cantly since the wind speed at both heights likely is distorted by a similar percentage .
The accuracy of the wind speed sensors however might influence the results, and differ-
ences up to 5% of the wind speed ratio can occur if the sensor accuracy of + 0.1 m s~!
is considered. The uncertainty in wind speed observations therefore could have a sig-
nificant impact on results, however, the mean observed wind shear follows the theoretic
wind shear well for unstable and neutral conditions, hence it is expected that wind speed
observations do not have a strong bias.
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2.4.2. SECOND ORDER MOMENTS

The non-dimensional second-order moments of the three wind speed components are
considered separately, that is in longitudinal (u), lateral (v) and vertical (w) direction.
Analyses are performed for the wind speed observations at 85 m height since only at this
height sonic anemometers are installed. For each 10-minute interval the coordinate sys-
tem is aligned with the mean horizontal wind speed at 85 m height, and the wind vector
is decomposed into three components. The artificial turbulence induced by meteoro-
logical mast movement has not been removed from the sonic observation data, hence
the observed second-order moments of the horizontal wind components are slightly
too high compared to the true atmospheric conditions. Results are shown in Figure
2.6. It is found that for unstable conditions the three non-dimensional second-order
moments have two regimes: one for weakly to moderate unstable conditions where
the non-dimensional second-order moments are constant (for -z/L < 1), and one for
strongly unstable conditions where the non-dimensional second-order moments are a
function of stability (for -z/L > 1). In order to meet both limiting conditions (constant
for neutral conditions and proportional to (—{ )13 for strongly unstable conditions), the
non-dimensional second-order moments for unstable conditions are defined as

Ox
Ux0

= A, (1- B3 (2.38)

where A, and By are empirical constants found from experimental data.

For weakly stable conditions similar results are found as for weakly unstable con-
ditions as is expected from matching constraints, while the non-dimensional second-
order moments tend to decrease with increasing stability for strongly stable conditions.
Here weakly stable conditions correspond to z/L < 0.5 and strongly stable conditions
correspond to z/L > 1.5. Note that for stable conditions the second-order moment of
the vertical wind component starts to decrease for increasing stability earlier compared
to both horizontal components, hence the difference between the definitions of weakly
and strongly stable conditions as specified here. Similar as was found for wind shear,
scatter becomes significant for strongly stable conditions. The median of the observed
non-dimensional second-order moments for stable conditions can be approximated as

Ox

= A, (1+C0)7Y? (2.39)
Ux0

This corresponds to the expected behaviour for neutral conditions, though, as men-
tioned in the theory, for strongly stable conditions the stability dependence of o /1.0
is typically not considered.

The expressions 2.38 and 2.39 could be fitted to the observation data shown in Fig-
ure 2.6 to determine the various parameters Ay, By and C,. Since the second-order
moments are non-dimenzionalized with u., and u.¢ is determined with Equation 2.34
(thus as a function of {), Figure 2.6 might be influenced by self-correlation between u.
and (. To avoid this self-correlation, Equations 2.38 and 2.39 are multiplied with .. For
neutral conditions, where { = 0, this results in 0 o< 1. A first estimate of A, is based
on approximately the 400 most near-neutral observations (= 1% of the data). With A
known, B, and C, are found with regression analyses. As a final step, it is found from




28 2. A COUPLED FRAMEWORK TO DEFINE ATMOSPHERIC CONDITIONS OFFSHORE

0 [ I T T T T
—0 /u, =CST ——0 /u, =CST
u 0 u 0
................ G, /U (-zL)'"”® T (2Ly"?
-
12
S
=
=]
b |
10° -
L . L L . L | .
102 107 10° 107 102 10 107 10° 107
-z/IL [] zIL []
4 I T T T
10 G, /u, =CST
v 0
G, g« (zLy"?
-
o
3
S
=
>
b
10°
1 1 1 1 1 1 1 1 1
102 107 10° 107 107 1072 107 10° 107
-z/IL [1] zIL []
101 T T T T ] T
o /u, =CST o, /u,, =CST
w 0 w
1/3 -1/2
............... o,/ ug* (-zlL) S, /U, (Z/L)
7
o L A 4
S .
S
Z
3
o} ;
100 F —ﬁ_. o =
<) - 0 o v 10"y = ~ .|
10° 107 10 10 10 10 107 10 10
-zIL [-]

ZIL [

Figure 2.6: Normalised second-order moments as a function of z/L (z = 85 m) for unstable(left) and stable

(right) conditions. From top to bottom the three wind components are shown separately (respectively u, vand
w). Boxes correspond to the 25 and 75 percentile, error bars to the 5 and 95 percentile.
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Table 2.1: Estimation of parameters A, Band C in Equations 2.38 and 2.39 and parameters D, E and F in Equa-
tions 2.40 and 2.41 for the three wind components.

Wind component A B C D E F
Longitudinal 1.99 0.33 1.32 0.01 0 0.03
Lateral 1.56 0.98 0.46 0.04 1.1 0.06
Vertical 1.09 1.18 2.83 0.1 2.9 0.2

the regression analyses that the first estimate of Ay is in general too high for stable con-
ditions, and too low for unstable conditions. Matching constraints however prevent a
change of A, for stable and unstable conditions separately. The coefficient A, is thus
tuned in such a way that the average regression coefficient found for stable and unstable
conditions is closest to 1. For clarification purposes the results are summarized in Table
2.1, and the regressions are shown in Figure 2.7.

Figure 2.7 shows that the equations obtained perform well to estimate the second-
order moments, though there appear to be non-linearities in the scatter data for spe-
cific wind components. For the vertical wind component it is found that the obtained
relations slightly underestimate the second-order moments for stable conditions, but
overestimate the second-order moments for unstable conditions. This is related to the
matching constraint for neutral conditions and the fixed constant A, as explained pre-
viously. The constants shown in Table 2.1 indicate that for neutral conditions o, > o,
> 0, (see Ay). The values found (respectively 1.99, 1.56 and 1.09 for the u, v, and w-
component) are just in the range of values typically found in literature (respectively 1.7
to 2.9 for the horizontal components and 1 to 1.6 for the vertical component), except
for the lateral wind direction. For unstable conditions the lateral and vertical second-
order moments are more sensitive to { (see By). For stable conditions the second-order
moments of the longitudinal and vertical components are most sensitive to { (see Cy).
This last result was also found in Figure 2.6, where for the lateral component indeed the
second-order moment is on average barely diminishing for strongly stable conditions
except for one box at z/ L =5.

As mentioned before, the uncertainty in u.¢ due to measurement errors is in the
order of 6%, which directly results in an uncertainty of the parameter A, of 6%. The un-
certainty in the parameters B, and Cy is proportional to the uncertainty in z/ L. The pre-
sented uncertainty of z’/ Lin Section 2.3.2 corresponds to an accuracy in z/ L of £+ 0.6. Itis
evident that if sensors indeed would have such a bias, the parameters By and C, would
differ substantially from the results presented in Table 2.1. A sensitivity study showed
differences by a factor 3 in the determined parameters, and as such it is concluded that
the estimation of Ay is significantly more reliable compared to the estimation of B, and
Cy.

2.4.3. TURBULENCE SPECTRA

The spectra are split in three components similar to the second-order moments, and
observation data obtained with the sonic anemometers are considered. First the Kaimal
spectrum is validated for the longitudinal wind component (the lateral and vertical com-
ponents have been validated but showed similar results as the longitudinal turbulence
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Figure 2.8: Median of the longitudinal turbulence spectra as a function of the normalised frequency f/ fp.
Stability classes are defined in the text, and the Kaimal spectrum corresponds to Equation 2.22. The right
panel is similar as the left but emphasizes on the spectral peak.

spectrum). The median of observations is considered instead of the average of obser-
vations since the spectra are sensitive to outliers. Figure 2.8 shows the median of the
longitudinal spectrum as a function of the normalised non-dimensional frequency f/ fj
for five stability classes. For every 10-minute time interval f; S, and f; are calculated
and per stability class the median of the non-dimensional spectral energy is plotted per
normalised non-dimensional frequency f/ fp.

The stability classes are defined such that the second-order moments have specific
dependencies on stability (see Table 2.2 for an overview). First neutral conditions are
defined such that o, differs no more than 10% from the neutral conditions according to
Equations 2.38 and 2.39. This corresponds to -1.01 < { < 0.18. The boundary is skewed
to unstable conditions since B, is small for the longitudinal wind component. Next, it
is found that Equations 2.38 and 2.39 for the longitudinal and lateral conditions have
intersects (for very stable and very unstable conditions o, < d,). The intersects serve
as boundaries between unstable and very unstable conditions (located at { = -3.62) and
between stable and very stable conditions (located at { = 1.10). An overview of the stabil-
ity class characteristics is presented in Table 2.2, where the convention in wind energy is
adopted to define stability classes in terms of L, not { (Pefia & Gryning 2008, Sathe et al.
2011). Since the extreme class boundary for unstable conditions is 0, and u.¢ is not con-
strained for unstable conditions, far more very unstable conditions are found compared
to similar studies.

It is clear from Figure 2.8 that the Kaimal spectrum fits the median of the spectra in
the inertial subrange for all stability classes due to the frequency scaling applied here.
The spectral peak however is located at too low normalised frequencies. This can be cir-
cumvented by altering the coefficients in Equation 2.22, and if both coefficients of 0.164
in the nominator and denominator are reduced to for instance 0.1, one would obtain a
better fit. In this validation however the Kaimal spectrum is not fitted for each stability
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Table 2.2: Stability class characteristics. For L-interval the boundaries are rounded to tens. The class charac-
teristics (L, Ux( and zp) are determined after data filtering and constraining data on u.q for stable conditions.
The mean Obukhov length for neutral conditions equals the mean absolute Obukhov length.

Stability class L-interval [m] L[m] T [ms™! Zo [m] Profiles
Very Unstable -20<L<=0 -12 0.18 0.4*107% 4666
Unstable -80 <L =-20 -45 0.28 1.01074 10165
Neutral 480 <LorL=<-80 1609 0.39 1.91074 13415
Stable 80 <L <480 221 0.35 1.5*107* 5682
Very Stable 0<L<80 55 0.25 0.8*107* 1797

class, and instead the original formulation as shown in Equation 2.22 is applied. For sta-
ble conditions the slope of the spectrum on the left hand side of the spectral peak (thus
low frequencies) gradually decreases, and for very stable conditions the slope becomes
approximately zero. Here the non-dimensional spectral energy is independent of the
normalised non-dimensional frequency. Such spectra cannot be fitted by the traditional
Kaimal spectrum, but may be obtained by altering the formulation more drastically than
just changing coefficients. For very low frequencies scatter increases significantly since
only few 10-minute intervals have such small scale frequencies (this depends on the
mean wind speed and f;). The median of all spectra shown here is thus sensitive to
outliers for low frequencies specifically.

The dependence of f; on { is assessed in a similar way as was done for the second-
order moments. Results can be seen in Figure 2.9. Despite the scatter (especially present
for both horizontal wind components, see the length of the error bars) empirical rela-
tions are fitted to the median of the observations. The general pattern that emerges is
that fy decreases when the atmosphere becomes more unstable, and increases when the
atmosphere becomes more stable. Only for the longitudinal wind component it is found
that fj is approximately constant for unstable conditions. Besides, the general pattern
emerges that for a given stability ¢ fo—, < fo-y < fo—w- The empirical relations fitted to
the median of the observations can be described by the following general equations

fo(<0)=D,(1-E, )2 (2.40)
foll=z=0)=Dy+F (2.41)

where for the longitudinal component E, = 0 since no stability dependence is found. An
overview of the parameters is presented in Table 2.1. The linear dependence of f; on
L for stable conditions corresponds reasonably well to the results obtained by Kaimal
(1973), who found a non-linear dependence for near neutral conditions and a linear de-
pendence for strongly stable conditions. It is found, similar as Kaimal (1973), that the
coefficient Fy is highest for the vertical wind component and lowest for the longitudinal
wind component.

These results show that the turbulence spectra, and the scaling frequency f, specifi-
cally, are a function of stability. Besides, the results can be used to assess the importance
of large and small eddies for either unstable or stable conditions. If f; is large, most en-
ergy is present at high frequencies (thus small fluctuations, or eddies), while for small
fo most energy is present at low frequencies (thus large fluctuations). From Figure 2.9 it
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Figure 2.9: Scaling frequency fy as a function of stability. The figure layout is similar as Figure 2.6, and the
dashed lines correspond to empirical fits.
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is found that when the atmosphere becomes more stable, f; increases and more small
turbulent structures occur. In contrary, when the atmosphere becomes more unstable
fo decreases and the fluctuations have larger scales. Besides, since in general fy_, < fo-»
< fo—w the fluctuations in the longitudinal component are typically larger than those in
the lateral direction, and vertical fluctuations are smallest. This is all in agreement with
general boundary layer theory (Stull 1988), and the Kaimal spectrum is applicable for far
offshore conditions if one considers the stability dependence of f;.

Although the empirical relations of Equations 2.40 and 2.41 work reasonably well for
neutral and moderate unstable and stable conditions, the relations do not seem to hold
for very unstable and very stable conditions. For very unstable conditions it is found
that the scaling frequency fp is very small and approximately constant, at least for the
lateral and vertical wind component. The small f; value indicates that the eddies corre-
sponding to the peak of the turbulence spectrum are very large, and it is recognised that
the largest eddies in the atmospheric boundary layer are approximately as large as the
depth of the boundary layer itself. As such there is an upper boundary to the size of the
eddies, and thus also a lower boundary to the value of f for very unstable conditions.
This might very well explain the low constant f;, value’s for very unstable conditions.
For stable conditions however this reasoning does not hold since fy becomes very large,
corresponding to very small turbulent structures. It is possible however that in the de-
termination of fy based on Equation 2.25, the slope s of the spectrum is not taken exactly
within the inertial subrange of the turbulence spectrum but more to the left within the
spectrum, including the spectral peak (see Figure 2.4). As a consequence the estimated
slope s of the inertial subrange will be too low, and hence f; will be too low as well. In
reality it might very well be that the scaling frequency for very stable conditions should
have been higher then found in Figure 2.9 which might explain the deviation of f; from
the empirical relations.

In scope of flow distortion and measurement errors, it is noted that in the determi-
nation of fj the considered variance is likely overestimated for all observations since any
contribution of tower movement to the observed wind variance is not accounted for. As
such there is likely a bias in the determined fjy, and one can see in Figure 2.1 that an
overestimation of the variance would result in an overestimation of f,. This would pri-
marily influence the parameter Dy assuming the tower movement is independent of at-
mospheric stability. The parameters E, and Fy are, similar as was found for the second-
order moment parameters B, and Cy, sensitive to the estimation of z/L. As such there
is reasonable confidence in the estimation of D, but the exact values of E, and F, are
uncertain and should be studied in more detail.

2.5. CONCLUSIONS

In this chapter observation data obtained from meteorological mast IJmuiden sited 85
km offshore has been analysed to assess if Monin-Obukhov similarity theory can be used
to describe the far offshore marine atmosphere. It is concluded that MO-theory can be
applied to describe wind shear and turbulence, unless the atmosphere has a strongly
stable stratification. Both wind shear and turbulence depend strongly on stability, ex-
pressed as the non-dimensional stability parameter (.

For wind shear various stability correction functions are proposed in literature, and
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for conditions where the boundary layer is sufficiently deep (characterized by u.o), it is
found that the Businger-Dyer functions hold. For unstable conditions there is no signifi-
cant improvement if one adopts the Free Convection formulation. For stable conditions
scatter is significant, and the formulation by Holtslag & de Bruin (1988) seems to perform
better than the Businger-Dyer relations.

With respect to turbulence, it is found that the normalised second-order moments
are proportional to (-{)'/® for unstable conditions, and proportional to {~/? for sta-
ble conditions. For neutral conditions the non-dimensional second-order moments are
small compared to results found in literature. The stability dependence for stable condi-
tions is typically not found in literature, but is clearly present in the considered data.

For the turbulence spectrum the Kaimal spectrum can be used to describe the me-
dian of all spectra quite accurately. If one changes the specific coefficients of the original
Kaimal spectrum one would increase the accuracy of the spectra in the low-frequency
regime, left of the spectral peak. For (very) stable conditions the shape of the spectra dif-
fer and do not show the theoretical linear dependence on f/ f; for low non-dimensional
frequencies. The scaling frequency fj is found to be either constant (unstable, longitu-
dinal component), proportional to (-{)~!/? (unstable, lateral and vertical component) or
proportional to { (stable conditions).

Combined, it is clear that for far offshore sites atmospheric stability is a crucial pa-
rameter, and one can approximate wind shear and turbulence with relative simple re-
lations as a function of stability. The impact of atmospheric stability on wind turbine
fatigue loads is assessed in Chapter 5, where the relations obtained in this chapter will
be considered to prescribe atmospheric conditions for wind turbine fatigue load assess-
ment.







EXTENDING THE SURFACE LAYER
WIND SHEAR PROFILE

The fundamental laws necessary for the mathematical treatment of a large part
of physics (...) are completely known, the difficulty lies only in the fact that
application of these laws leads to equations that are too complex to be solved.

Paul Dirac

In the previous chapter Monin-Obukhov similarity theory has been used to define a wind
shear profile that is a function of atmospheric stability. The underlying assumptions how-
ever are only valid close to the surface, and with the ongoing trend to increase the size
of wind turbines, there is a growing need to define a boundary layer wind shear profile
for offshore sites. In recent work Gryning derived a wind shear profile based on theoretic
arguments that should be applicable for the entire atmospheric boundary layer. The re-
sulting wind shear profile has been validated onshore and at coastal sites, but offshore no
validation has been carried out yet.

In this chapter it is aimed to derive a similar boundary layer wind profile, however, here
the wind profile is defined as a continuous function of stability, instead of the commonly
used approach to define conditions as a function of stability classes. The boundary layer
wind shear profile has to be easily usable for wind energy purposes, which should result in
a more accurate representation of atmospheric conditions in wind energy power produc-
tion and fatigue load assessment. The impact of this specific boundary layer wind shear
profile on wind turbine performance will be analysed in Chapter 6.

Parts of this chapter are incorporated in the publication: Holtslag, M. C., Bierbooms, W. A. A. M. & van Bussel,
G.]. W. (2016), 'Extending the diabatic surface layer wind shear profile for offshore wind energy’, Submitted for
publication to Renewable Energy
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3.1. INTRODUCTION

In the previous chapter it has been shown that Monin-Obukhov similarity theory (or
surface layer similarity theory) works well to describe wind shear and turbulence prop-
erties in the lowest 100 m of the offshore atmosphere. State of the art multi-megawatt
wind turbines however operate at heights well above what is typically called the surface
layer. Since wind shear has a profound effect on both power production as well as on
fatigue loads, it becomes increasingly important to accurately describe wind shear up
to maximum blade tip heights of state of the art wind turbines. It is expected that in
the near future wind turbines can reach maximum blade tip heights above 200 m, and
in this chapter it is therefore aimed to define a wind shear profile that is accurate and
applicable up to at least 200 m height.

The extrapolation of wind shear profiles to higher altitudes is not a novelty on its
own, since already in the 1960’s similar research was performed by Blackader (1962)
and Blackader & Tennekes (1968). The wind profiles however where typically derived for
simplified atmospheric conditions in absence of stratification effects. In a recent study,
however, Gryning derived a theoretic wind shear profile that covers the entire boundary
layer (Gryning et al. 2007), with specific parametrizations of the wind profile for stable
and unstable stratifications. This profile has been validated in literature for onshore and
coastal sites (Gryning et al. 2007, Pena et al. 2010a, Sathe et al. 2011). The offshore vali-
dation presented by Sathe et al. (2011) however is executed based on observations up to
116 m at most, which is too limited in scope of the dimensions of state of the art wind
turbines. Besides, the two sites considered in Sathe et al. (2011) are located relatively
close to the shore with a coastal distance of 18 km. Since in this thesis far offshore con-
ditions are considered, it is questioned if Gryning’s wind profile is applicable far offshore
as well.

As a starting point Gryning’s wind profile will be derived with slightly less simplifi-
cations as considered in Gryning et al. (2007). Next, it is recognised that the boundary
layer height his a crucial parameter in the shear profile, however, h is typically not avail-
able from regular observations. As such h will be parametrized in such a way that it
can be estimated from surface observations. The resulting wind shear profile is derived
analytically with physical based arguments, and the shear profile is completely defined
with surface parameters that can be obtained from standard observation data. An added
benefit is that with the proposed parametrization no new variables are introduced to the
shear profile compared to the diabatic shear profile resulting from surface layer scaling.
As such, there is no added complexity in terms of the amount of free variables in the
shear profile, and it should be easily implementable for wind energy purposes.

In similar studies where atmospheric stability is considered in wind profiles, stability
is typically defined into distinct but arbitrary classes. Examples found in literature show
a division of stability in three (Hansen et al. 2014), four (Penia & Gryning 2008), five (van
Wijk et al. 1990) or seven (Sathe et al. 2013) stability classes. In studies where Gryning’s
wind profile has been validated stability classes are also used (seven classes are consid-
ered in Gryning et al. (2007),Pena et al. (2010a) and Sathe et al. (2011)). Although the clas-
sification is convenient to simplify the analyses, here such a classification is discarded in
the derivation and parametrization of the wind profile. The adopted classifications are
typically subjectively chosen, and the boundaries between specific classes are thus arbi-
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trarily defined. Similarly, in Chapter 2 turbulence spectra have been plotted for 5 distinct
stability classes, however one could have used any classification set. To avoid this sub-
jective classification, stability is considered here as much as possible as a continuous
parameter. For visualisation purposes the validation of the derived shear profile will be
performed with a classification of stability since this allows for simple visualisation of
the results, however it is recognised that the arbitrary choice of stability classes might
influence the outcome of the validation of the wind shear profile.

3.2. DERIVATION AND PARAMETRIZATION OF THE WIND SHEAR

MODEL

The derivation of the boundary layer wind shear profile is based on theoretic and physics
based arguments. The required mathematical integrals and derivatives are not elabo-
rated upon explicitly here, but a more detailed assessment of the required mathematics
can be found in Appendix D. The parametrization of the wind profile is based upon one
year of observation data taken at meteorological mast IJmuiden, similar as used in Chap-
ter 2. Besides the standard observations (i.e., wind speed, temperature, humidity and air
pressure) also LIDAR observations up to 315 m height is considered. The LIDAR is set to
determine the wind speed and wind direction between 90 m and 315 m height, with an
equal spacing of 25 m in between, resulting in 10 LIDAR observation heights. Stability is
calculated similar as discussed in Section 2.3.2, and the Obukhov length L will be one of
the parameters of the wind profile. The derived wind profile will be validated with one
independent year of observation data, which will be elaborated upon in Section 3.3.

3.2.1. THEORETIC DERIVATION OF THE WIND SHEAR PROFILE

Based on dimensional analysis, wind shear in terms of the gradient dU/dz depends on a
velocity scale v and a local length scale [ as

(3.1)

Following Monin-Obukhov theory (Monin & Obukhov 1954, Obukhov 1971), one adopts
the surface friction velocity u.( as relevant velocity scale, assumed to be constant close
to the surface, and the height z as relevant local length scale. Incorporating the definition
of the dimensionless wind gradient ¢b5; to account for stability effects (see Businger et al.
(1971) or Stull (1988)) one finds

aﬁ _ u*O(PM

3.2
0z Kz 3.2)

where « is the Von Kdrman constant, assumed to be 0.4 (Hogstrom 1988). The principle
arguments proposed by Gryning are that in the atmospheric boundary layer the friction
velocity decreases linearly with height, and that the local length scale / can be decom-
posed into a summation of three specific length scales. These three specific length scales
correspond to a local surface layer length scale (assumed to be ¢y, / z, similar as in sur-
face layer scaling), a local middle layer length scale (assumed to be 1 / I5;;, which has to
be parametrized) and a local upper layer length scale (assumed to equal 1 / [h—z], where




40 3. EXTENDING THE SURFACE LAYER WIND SHEAR PROFILE

h is the boundary layer height). Incorporating these principle arguments in Equation
3.1, and taking into account the Von Kdrmdén constant, results in
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The dependence of ¢, on stability has been studied extensively in literature, and the

Kansas experiment is likely the most well-known study (Haugen et al. (1971), Businger

et al. (1971)), though more recent studies are shown in Akylas & Tombrou (2005) and

Cheng & Brutsaert (2005). For unstable conditions, one typically considers either the

Businger-Dyer formulation (Businger et al. 1971) or the so called Free-Convection for-
mulation (Paulson 1970), respectively

a ” (3.3)

Z]—1/4 (3.4)

L
z1-1/3
¢M=[1—wmz] (3.5)

with ypp = 19.3 (Hogstrom 1988) and yrc = 12.87 (Fairall et al. 1996). For stable condi-
tions, one typically considers the Businger-Dyer formulation (Businger et al. 1971) or the
formulation of Holtslag (Vickers & Mahrt 1999), respectively

v = [1—YBD

QbM:l"'ﬁ% 3.6)
¢M:1+§[a+b[exp(—d%)[l+c—d§”] (3.7

with B =6 (Hogstrom 1988), and the coefficients a, b, c and d are respectively 1, 2/3, 5
and 0.35 (Beljaars & Holtslag 1991). Integration of Equation 3.2 with respect to height
results in the diabatic surface layer profile

— Uy
U(z)=—
K

ln(i) —w () +‘I’((o)] (3.8)

20
where zj is the aerodynamic roughness length, {y = z9/L and ¥ is a stability correction
function, which originates from (Paulson 1970)

(11—
- f LM - 9 )+ o) (3.9)
ow ¢
In agreement with Gryning et al. (2007) the Free-Convection formulation is adopted for
unstable conditions, and the Businger-Dyer formulation for stable conditions, to derive
the boundary layer wind shear profile. Note that the choice of adopting specific ¢ ;-
functions has an impact on derived wind profile due to the required integration of Equa-
tion 3.3. Since two specific ¢p)s-functions are chosen for stable and unstable conditions,
also the stability correction functions typically found in surface layer scaling shear pro-
files are set. For respectively stable and unstable conditions these are

v[2)--s;
zy 3. (xX’+x+1 2x+1\ =@
\P(z):iln(T)—\/ﬁarctan( 7 )+ﬁ (3.11)
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where x = [1 —)/FC%] 3 Due to the linearity of Equation 3.10 one can write for stable
conditions

z z h
\P(z) - E\P(Z) (3.12)

Integration of Equation 3.3, and assuming zy/h = 0, leads to the following shear profile
for respectively stable and unstable conditions

U(z) = =0 ln(i)Jrl[z—E z v () (3.13)
- K 20 2 h thL L ’
UsQ z z 20 z 3x§—x[2, 1 z1z2 h
U= In[Z|-w(E)+w(2)+2]1-2 S[2-212 10 314
&= n(zo) (D253 21 21277 R | O

where the subscripts z and 0 correspond to using respectively z and zj in x. Note that
one could rewrite the term z/h h/ly; in these equations, but this is not done since a
parametrization of h/ly;; will be derived. Besides, by incorporating Equation 3.12 in
combination with the assumption that zy/h = 0, there is no ¥ (zo/L)-term in the shear
profile for stable conditions.

The parametrization will from here on deviate from the parametrization adopted by
Gryning et al. (2007). The geostrophic wind speed at the top of the boundary layer is
considered for the parametrization of /j;;. A common expression for the geostrophic
wind is obtained for barotropic, stationary conditions as (Blackader & Tennekes (1968),
Zilitinkevich & Deardorff (1974))

M*O u*O 2 2
ﬂ sz u)] + A2 (p) (3.15)

where G is the geostrophic wind speed, f is the Coriolis parameter, A and B are the re-
sistance functions that will be parametrized in Section 3.2.2 and p is the dimensionless
stability parameter u.o / fL. It is recognised however that Equation 3.15 is invalid if
the boundary layer height £ is not uniquely defined by u alone, and in practice i also
depends on other processes not taken into account in g, such as entrainment and the
vertical wind speed at the top of the boundary layer (Zilitinkevich & Deardorff (1974),
Byun (1991)). As such, an alternative formulation of Equation 3.15 is proposed in Zil-
itinkevich & Deardorff (1974) where the boundary layer height # is a unique variable,
which results in (see Equation 15 of Zilitinkevich & Deardorff (1974))

2
G= u*o\/ m(ﬁ)—B(ﬁ)] +A2(ﬁ) (3.16)
K 20 L L

Since the resistance functions now depend on the dimensionless parameter &/ L instead
of p, the parametrization of A and B will differ compared to using Equation 3.15 (Byun
1991). Evaluating Equations 3.13 and 3.14 at z = h and combining with Equation 3.16
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yields expressions for i/ljr

h h h\]? h h h
— =2 In|—|-B|=|| +A%(=|-In[—]||+¥|= (3.17)
Imr 20 L L 20 L
2 h h x2 _x2
=2\ |in(2)-(7)| +a2(F)-m() e (F)-w(2)- -3
lML Z0 L L Z0 L L 2 x?l -1
(3.18)
where the subscript & denotes the usage of i / L instead of z / Lin x.
For sake of clarity, the shear profile is rewritten as
—_— Ux0 V4
U(z) = ln(—)+Y+Q 3.19)
K 20

where the last term is similar in notation for stable and unstable conditions and given by

h h\1? h h
In|—|-B|=|| +A2|=|-In[— (3.20)

Z0 L L Z0
and all remaining terms are combined into a closing term. For stable conditions no

terms remain due to the linearity of the stability correction function. This results for
respectively stable and unstable conditions in

Q:%P—%]

Y=0 3.21)
h
Y=2 -2l (7)-w(2)] - [#(5)-w ()]
2 _ 2 2_ .2
+g% [_%;%;?-Eéj’—%ﬁ—%] (3.22)

Combined, this wind shear profile is a function of the same parameters as the surface
layer wind shear profile (thus z, zy, Land u.(), and three extra parameters: the boundary
layer height h, and the two resistance functions A and B.

In reality zj is defined by the roughness of the surface, atmospheric stability is de-
fined by temperature gradients in the atmosphere, and the wind speed at the top of the
boundary layer (assumed to equal the geostrophic wind), is defined by horizontal pres-
sure gradients. As a result u. will adjust to the other parameters, however, the wind
profile is defined as a function of u. specifically for practical purposes, since this re-
duces the amount of variables that have to be specified when using the wind profile in
simulations.

In the following two sections specific parametrizations are proposed, and the sensi-
tivity of the resulting wind profile to remaining profile parameters is shown.

3.2.2. PARAMETRIZATION OF THE RESISTANCE FUNCTIONS AAND B
It is aimed in this study to define continuous functions for A and B, as opposed to choos-
ing distinct values for a group of stability conditions as is done in Pefia et al. (2010a). The
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resistance functions A and B are parametrized following Byun (1991). Note that Byun
(1991) has a reversed definition of A and B compared to Zilitinkevich & Deardorff (1974)
and Gryning et al. (2007), and here the notation of Zilitinkevich & Deardorff (1974) is
used in line with Equation 3.16. This results in

_ q+1xKusx
== (3.23)
h
B:%ﬂ—w(%)—#ﬂp—? r(%)—r(%) (3.24)

where pand g are coefficients that vary between 1 and 3 (with g =1 if the friction velocity
decreases linearly with height and p = 1.5 for neutral conditions) and I’ is the integral of

the stability correction function
h h\ . h
(%)= (2o 625
L L] L

In absence of a proper parametrization of p as a function of stability it is assumed that p
= 1.5. For stable and unstable conditions I" equals respectively

(1)-317(3)
rlZl==22¢ (2 (3.26)
L 2L L

h\ h[_ (h 3 x5 31
I'=|==|¥Y|=|-1|-=— (3.27)
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Combined this results for stable and unstable conditions respectively in
+1 1p-1 h
B:”_+_”_\p(—)—\y(@) (3.28)
p 2 p \L L
2 _ .2
3 1 Xy — X h
p=2P* n °+\y(—)—\y(@) (3.29)
2 p x-1 L

where again it is assumed that zy/h = 0. For neutral conditions these equations match,
since

_% (3.30)
=3 .

It is thus found that for neutral conditions B = 1.67, and A is a function of the dimen-
sionless parameter u.q/ f h.

With the above parametrization, the wind profile is a function of zy, h, L and u.g. A
brief sensitivity study is performed to assess the sensitivity of the theoretic wind shear
profile to these four parameters. Results are shown in Figure 3.1, where the solid line in
the four separate panels is the same reference wind profile for neutral conditions with
290 =107* m, h = 250 m and u.( = 0.3 m s~'. With respect to the surface roughness it
is found that obviously the magnitude of the wind speed changes as a function of the
surface roughness (i.e., for a lower surface roughness the wind speed increases), but in
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Figure 3.1: Sensitivity of the theoretic wind shear profile to the aerodynamic roughness zy (upper left panel),
the boundary layer height & (upper right panel), the Obukhov length L (lower left panel) and the surface friction
velocity u«o (lower right panel). The solid black lines in the four panels are all similar as a reference profile with
20=10"%*m, h=250m, L=oo and u4p =0.3 ms L.

principle there is merely a shift in the profile along the x-axes with little change in the
local wind gradient 9U/dz at a given height. Notice that not only the wind speed close to
the surface, but also at the top of the boundary layer (here at 250 m height) is influenced
by zp, since the geostrophic drag law is a function of zy as well (see Equation 3.16). If the
boundary layer height changes the wind profile will substantially change as well, and for
shallower boundary layer the local wind gradient increases (i.e., the wind profile appears
to be steeper at a given height). Itis found that for increasing boundary layer heights (say
from 250 to 350 m height) there is very little change in the wind profile, whereas the wind
profile is very sensitive to reducing the boundary layer height below 200 m. Besides,
close to the surface (say in the lowest 10 - 20 m) the wind profile is not sensitive to h
since for z << h the wind profile simplifies to the (diabatic) surface layer wind profile.
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The impact of stability is in line with the known stability dependence of the surface
layer profile shown in Chapter 2: if the atmosphere becomes stably stratified wind shear
increases. Besides, the wind speed at the top of the boundary layer is a function of sta-
bility as well due to the dependence of the resistance function B on stability. In Equation
3.28 it is found that if the atmosphere becomes more stably stratified B will become in-
creasingly more negative, hence the geostrophic wind increases in Equation 3.16. The
sensitivity of the wind profile to the friction velocity close to the surface (below 20 m
height) is relatively straightforward, and the wind increases substantially with increas-
ing u.o. Since the diabatic wind profile is linearly dependent on u.( (assuming other
parameters of the wind profile are constant), close to the surface doubling u.o will result
in approximately twice as high wind speeds. For example, at 20 m height the wind speed
approximately increases from 6 m s~! to 12 m s™! once u.( increases from 0.2 m s~! to
0.4 m s~!. This is no longer valid at the top of the boundary layer (at 250 m the wind
speed increases from approximately 7 m s~! to 17 m s~!) since the resistance function A
depends on u.g as well. Since A increases for increasing u., Equation 3.16 shows that
the geostrophic wind increases more than linear with increasing ..

3.2.3. PARAMETRIZATION OF SURFACE ROUGHNESS AND BOUNDARY LAYER
HEIGHT

In this section it is aimed to derive a parametrization of zy and h. Similar as in Chapter 2

zp is parametrized with Charnock’s equation since offshore conditions are considered

uZ

z0=a—2 (3.31)
g

with a = 0.012 (Penia & Gryning 2008) and g is the gravitational acceleration of 9.81 m
s~2. The Rossby-Montgommery equation is used to estimate the boundary layer height
h similar to Gryning et al. (2007) which equals

Us(Q
Jfe

where c has to be parametrized, and f; is the Coriolis parameter. Although, as men-
tioned in Byun (1991), his in reality dependent on other parameters as well, here Rossby
number similarity theory is adopted and it is assumed # is defined as a function of u., fc
and L alone. Subsequently c is parametrized as a function of stability. First the sensitiv-
ity of the wind shear profile to cis assessed for stable and unstable conditions separately
before cis parametrized.

Results are shown in Figure 3.2 where wind profiles are shown with 1,0 = 0.3 ms™!,
the left and right plots corresponds to respectively unstable (L = -200 m) and stable (L
=200 m) conditions, and zy and & are parametrized with Equations 3.31 and 3.32. The
solid lines in the left and right panels clearly do not correspond to similar conditions, and
cis on purpose defined at smaller values for stable conditions in line with literature and
subsequent analyses. Besides, notice that in the lower panels the non-dimensional wind
speed is shown. The non-dimensional wind speed will as well be considered when vali-
dating the theoretic profile with observation data, hence it is sensible to know in advance
how the non-dimensional wind speed changes as a function of relevant parameters.

h=c (3.32)
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Figure 3.2: Sensitivity of the theoretic wind shear profile to the coefficient c for unstable (left panels) and stable
(right panels) conditions. The upper panels show the wind profile, the lower panels show the non-dimensional
wind profiles. Profiles are determined with u.o = 0.3 m s~! and L is -200 and 200 m for unstable and stable
conditions respectively.

In general it is found that at a given height the wind speed (and non-dimensional
wind speed) increases for decreasing c. This is in line with the upper right panel of Figure
3.1, where for a given stability and friction velocity a reduction in c results in a decrease
of h. The change in wind speed is found to be small for unstable conditions, where ¢
ranges in the shown profiles from 0.09 to 0.17. For stable conditions however the change
in cfrom 0.05 to 0.09 is found to result in a substantial change in the wind profile. Again,
this is in line with Figure 3.1, where the wind profile was found to be most sensitive to
shallow boundary layers (i.e., small / and thus a small ¢), and stable conditions. Clearly
the parametrization of c for stable conditions will be of importance for the accuracy of
the shear profile.

To assess the behaviour of the non-dimensional wind profiles for stable and un-
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stable conditions, it is recognised that for neutral conditions the diabatic surface layer
wind profile would appear as a straight line on the lower panels of Figure 3.2. The non-
dimensional wind profiles are found to differ substantially for unstable and stable con-
ditions. For unstable conditions the non-dimensional wind profiles are found to curve
leftwards from the surface to higher altitudes (i.e., the wind speed reduces compared to
the neutral surface layer profile). For stable conditions there is a substantial curvature to
the right with height (i.e., the wind speed increases compared to the neutral surface layer
profile). Notice as well that at the top of the profile, the curvature is typically opposed
to the remainder of the wind profile. For example, for unstable conditions and ¢=0.17,
the wind profile curves leftwards at z = 20 to 200 m height, however close to the top of
the profile the curvature changes and there appears to be a sudden increase in the non-
dimensional wind speed above z = 200 m. Similarly, for stable conditions and ¢ = 0.05,
the wind profile curves strongly rightwards, however near the top of the profiles around
z =~ 100 m the profiles curves slightly back to the left. The behaviour of the wind profile at
higher altitudes will be of importance when discussing the validation of the profile with
observation data.

3.2.4. PARAMETRIZATION OF C

Based on the sensitivity analyses shown in Figure 3.2 it is clear that the parametrization
of ¢ can have a substantial impact on the accuracy of the boundary layer wind profile.
As such literature parametrizations are not considered, and instead the derived theo-
retic wind shear profile is fitted to observation data to estimate c for each observed wind
profile. This should result in a parametrization that is applicable for the offshore site
considered in this research.

The same dataset is considered as used in Chapter 2, and any observation where data
are missing in the wind profile observations up to 315 m height is discarded. Besides,
also the filter for stationary conditions is adopted. After application of these filters a
total dataset of 37623 observations remains, which equals approximately 71% of all data.
The far majority of discarded data were not classified stationary following the criteria
of Lange et al. (2004). The relative occurrence of unstable and stable conditions in the
original and filtered dataset of 2012 is found to be similar (not shown in detail here),
hence it is expected that the remaining data are representative despite the applied filter.

For each timestep only observation data at or below 27 m height are used to de-
termine L and u.o. The 27 m height wind speed observation is therefore not included
when fitting the wind profile to observation data, since this could result in self correla-
tion (Baas et al. 2006). Observations are grouped as a function of stability in terms of 100
/ L, ranging from -5 to 2 with a 0.1 binsize. For each stability group the derived extended
wind shear profile is fitted to the observation data, where # is estimated with Equation
3.32. The procedure is done with ¢ =0.01 to 0.50 with increments of 0.001, to find an op-
timal fit for the given stability group. The quality of the fit is assessed by computing the
root mean square error (RMSE) between the modelled and observed wind speed, where
the RMSE is calculated as

1 _ _ 2
RMSE = ¢ > [Z [Ufit (2) = Uobs (z)] (3.33)
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Figure 3.3: Value of coefficient c as a function of stability where the theoretic wind profile has an optimal fit to
the observation data, as calculated with Equation 3.33.

in which ﬁfi ; (2) and U, (2) correspond to respectively the fitted and observed wind
speed at height z, and n is the number of observation heights considered in the fit of
the shear profile. It is assumed that c is optimal for a given stability if the average RMSE
of the fitted wind profiles is smallest. The profile is fitted to observations up to 140 m
height specifically. This is done since if either ¢ or u.( is very small, Equation 3.32 will
estimate / to be low as well, which would prevent us from fitting the theoretic wind pro-
file to several observations. This minimum boundary layer height could be raised up to
315 m height to cover all observations, however, it is recognised that for stable condi-
tions the boundary layer can be shallow. The specified 140 m is thus a compromise, to fit
the profile to several observations while also being able to parametrize c for (very) stable
conditions. The same fitting procedure has also been done with a minimum boundary
layer height of 250 m, which resulted in nearly the exact same parametrization for un-
stable and neutral conditions. The resulting optimal c-value as a function of stability is
shown in Figure 3.3, including an empirical fit to the obtained results.

It is clear that ¢ depends on stability, and ¢ equals approximately 0.15 to 0.20 for
strong unstable conditions, approximately 0.09 for neutral conditions and slightly less
then 0.05 for strong stable conditions. For situations where 100/L > 2 it was found that
¢ increases significantly again up to values around 0.20, but due to a sharp increase in
the RMSE these results are not considered to be appropriate. The empirical fit shown in
Figure 3.3 for stable and unstable conditions corresponds to respectively

100\ !
¢=0.04+0.05 1+2—L (3.34)
100\73
c=0.17-0.08 1—0.5T (3.35)

Which is forced to match for neutral conditions at ¢ = 0.09. This provides a continuous
parametrization of ¢ as a function of stability, which has limiting values of 0.04 and 0.17
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Figure 3.4: Sensitivity of the parametrized wind shear profile to stability (left panels) and u.¢ (right panels),
where upper panels show the wind profile and lower panels show the non-dimensional wind profiles. The solid
black lines are similar for the four panels and correspond to a reference wind profile for neutral conditions with
Uxg=0.3m s7L

for extreme stable and unstable conditions. The results obtained for neutral and stable
conditions are significantly smaller than proposed by Sathe et al. (2011), who used ¢ =
0.15 and c = 0.13 for respectively neutral and very stable conditions. One possible expla-
nation could be that offshore the boundary layer is more shallow compared to onshore,
and thus for similar u.( the boundary layer height will only decrease if a lower c is con-
sidered in the parametrization of &. Besides, the parametrization of A and Bin this study
differs from values considered by Pefia et al. (2010a), and as such possibly also c has to
change.

With a parametrization of ¢, the boundary layer height is a function of L, u.( and
fc alone. As such, assuming a specific latitude, the boundary layer wind shear profile
is thus defined as a function of L and u.( alone. The resulting profile will be validated
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Table 3.1: Overview of stability class characteristics used in Figure 3.5.

Class Regime L (prof) usg (prof) Nr. of Obs.
(-] [m] [m] ms™!] [-]
Very Unstable (VU) -100= L < -50 -69 0.33 5363
Unstable (U) -200=< L < -100 -135 0.38 4412
Near Neutral Unstable (NNU)  -500 < L < -200 -284 0.38 2522
Neutral (N) IIL]| > 500 -1336 0.35 2810
Near Neutral Stable (NNS) 200 < L <500 296 0.34 1950
Stable (S) 100 < L <200 141 0.26 1623
Very Stable (VS) 50 < L <100 72 0.20 952

in Section 3.3, however, let us with the complete parametrization assess how the wind
profile varies as a function of L and u.(. Results are shown in Figure 3.4, in which the
solid black lines all correspond to the same situation (i.e., neutral conditions with .o =
0.3 m s~!). With respect to stability it is found that for stable conditions the wind speed
close to the surface increases, the local wind gradient increases and the boundary layer
height decreases. This is in line with the expected behaviour of conditions in a stable at-
mosphere. With respect to the friction velocity it is primarily found that the wind speed
and boundary layer height increase with increasing u.¢, however the local wind gradi-
ent shows little change as a function of u.¢. The non-dimensional wind profiles differ
substantially as a function of stability as expected, however, for a given stability the wind
profiles nearly collapse (i.e., the lower right panel in Figure 3.4 for neutral conditions).
This is also the reason why in the validation non-dimensional wind profiles are con-
sidered, since the absolute wind speed differs substantially as a function of u.g. The
non-dimensional profiles do not perfectly collapse since various parameters of the wind
profile are still a function of . As shown in Pefia & Gryning (2008) this can be circum-
vented for the diabatic surface layer profile by introducing a stability-mean roughness
length. Do note however that in the derived boundary layer wind profile both & and zj
are a function of u.(, hence a similar procedure is not applicable here.

Next it is aimed to validate the derived wind profile, and assess the performance of
the boundary layer wind shear profile compared to commonly used wind profiles in me-
teorology and wind energy. Besides it is also analysed if part of the wind shear scatter for
stable conditions shown previously in Chapter 2 Figure 2.5 can be explained by the new
wind profile.

3.3. VALIDATION OF THE THEORETIC WIND PROFILE

A separate complete year of observation data is considered to avoid validating the para-
metrized theoretic wind profile with the same data as were used for the parametrization,
which would result in an overestimation of the accuracy of the wind profile. From Febru-
ary 2013 until May 2014 the surface observation data of the buoy were not stored, hence
a complete year of data starting at the first of June 2014 and lasting until the end of May
2015 is considered. Similar filters are used as described in the parametrization (i.e., no
missing data in the observed wind profiles as well as stationary conditions), which re-
sults in 30469 observations (approximately 58% of all observations). This is substantially
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less as was found for 2012, used in the parametrization of ¢, primarily due to an increase
in missing LIDAR wind speed observations. As such more detailed information about the
amount of unstable, neutral and stable observations considered is provided in the vali-
dation in Section 3.3.1. The various parametrizations proposed in the previous sections
all allow the extended wind shear profile to be a continuous function of atmospheric
stability. In principle there is thus no need to validate the wind profile for specific stabil-
ity classes, however, for visualization purposes as well as for comparison purposes with
literature, first the wind profile is validated for specific stability classes. Once done, the
wind profile will also be validated for a continuous range of stability

3.3.1. VALIDATION WITH STABILITY CLASSES

For visualization purposes the observation data are grouped with respect to stability, and
for comparison purposes the classification used by Pefia et al. (2010a) is adopted with a
slight modification of the stable and very stable classes (see Table 3.1). The stable and
very stable classes are on purpose modified to have similar absolute class boundaries
as used for unstable and very unstable conditions, since there is no physics based argu-
ment to adopt different class boundaries for stable and unstable conditions. The average
observed non-dimensional wind profile is determined for each stability class for those
observations where 0.1 ms™! < u,o < 0.8 ms™!. Besides, the average of the inverse of the
Obukhov length is determined for each stability group, which is used to calculate theo-
retic wind profiles. The theoretic wind profiles are forced to match the observations at 27
m height for each stability class, which provides an estimate of u. used to calculate the
theoretic wind profiles. With L and u.( calculated, the theoretic wind profiles and the
observed wind profiles are shown in Figure 3.5. The markers correspond to the average
observed non-dimensional wind speed, the solid lines correspond to the boundary layer
wind profile and the dashed lines correspond to the surface layer wind profile with the
Businger-Dyer and Free-Convection stability correction functions.

For (very) unstable conditions it is found that the surface layer wind profile corre-
sponds well to the observations up to 60 m height, but for higher altitudes the wind
speed is underestimated. The boundary layer wind profiles overall has better agreement,
especially for heights above 200 m, though in between 100 and 200 m height the bound-
ary layer wind profile also appears to underestimate the observed wind speed. Do note
however that the difference between the observed and modelled non-dimensional wind
speed is in the order of U/u.q = 0.5 for the boundary layer wind profile, which should
correspond to wind speed differences less than 0.5 m s~! assuming 1. < 1 ms~! (which
is correct for nearly all observations). For the surface layer wind profile, differences up
to Ulu.o = 1 are found around 300 m height, which thus corresponds to wind speed
difference of approximately 1 m s~! or less.

For (near) neutral conditions in general similar results are found as for (very) unsta-
ble conditions, though with different orders of magnitude. For neutral and slightly un-
stable conditions the surface layer wind profile underestimates wind speeds above 60 m
height whereas the boundary layer wind profile has a substantial higher agreement with
the average observed non-dimensional wind profile. For slightly stable conditions how-
ever the surface layer performs well up to 140 m height, and for higher altitudes there
is an overestimation of the wind speed. The boundary layer wind profile again has high




52 3. EXTENDING THE SURFACE LAYER WIND SHEAR PROFILE

40

30

L 20 L
28 29 30 31 32 33 30 35 40 45

Ulu, -] Uy, []

300

200

140
110

80

z [m]

60

40

30

20
30 35 40 45 50 55 60 65

Ulu,, [

Figure 3.5: Validation of the non-dimensional boundary layer wind profile (solid lines) and the non-
dimensional surface layer wind profile (dashed lines) compared to mean non-dimensional observed wind
profile (markers) for various stability conditions. The upper left panel shows very unstable (VU, magenta)
and unstable (U, dark red) conditions, the upper right panel shows near neutral unstable (NNU, light red),
neutral (N, yellow) and near neutral stable (NNS, light blue) conditions and the lower panel shows stable (S,
dark blue) and very stable (VS, black) conditions.

agreement with the observation data, though at 58 m height there seems to be a slight
overestimation of the wind speed compared to the observations. It is found that at 190
m height, the boundary layer profile slightly underestimates the non-dimensional wind
speed by U/ u.q = 0.5. The surface layer wind profile however causes an underestimation
of U/ u.o = 1 to 2.5 for respectively near neutral unstable and neutral conditions, and an
overestimation of U/u.q = 2 for near neutral stable conditions. Notice as well that for
neutral and slightly stable conditions the boundary layer wind profile does not continue
up to 315 m height since for the calculated values of L and u.( the top of the boundary
layer is determined below 315 m height. Besides, it is found that above 250 m height
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the average observed non-dimensional wind profile no longer increases with heigh. Al-
though one could interpret this as an indirect observation of the boundary layer height,
do note that many observations are averaged, hence the observed boundary layer height
is expected to vary a lot for the individual observations.

For (very) stable conditions result differ substantially compared to the previously dis-
cussed stability classes. First of all the average observations for both stable and very sta-
ble conditions show a wind maximum at respectively 200 and 160 m height. In Pefia et al.
(2010a) similar observations are shown for very stable conditions, which might be an in-
dication of the occurrence of low-level jets. For stable conditions the boundary layer
wind profile has a good agreement with the observation data, though there is a slight
underestimation of the non-dimensional wind speed at 140 m height. For very stable
conditions this underestimation is found at 90 m height all ready. The surface layer wind
profile corresponds well to the observation data up to 90 m height for stable conditions,
and up to 60 m height for very stable conditions, but there is a severe overestimation of
the wind speed at higher altitudes. This agrees well to the results shown in Chapter 2.
Especially at heights above 140 m the difference in the non-dimensional wind speed is
in the order of U/u.¢ = 5 or larger, which can easily correspond to wind speed overesti-

mations of more than 2.5 m s™!.

For stable and very stable conditions it is found that the boundary layer wind pro-
file does not perform as well as for other stability classes, hence these stable conditions
are examined in more detail. The observations for stable and very stable conditions are
further classified as a function of the friction velocity to assess if the wind profile per-
forms better for specific conditions. Results are shown in Figure 3.6. It is found that the
boundary layer wind profile typically performs poorly close to the top of the profile (i.e.
for heights close to the estimations of k). For u.o > 0.35 the boundary layer wind profile
performs well for most observation heights, and substantially better compared to the
surface layer wind profile at heights relevant for wind energy purposes. The poor per-
formance of the wind profile for (very) stable conditions in the vicinity of & might have
several causes, of which three possibilities are discussed.

First of all, as discussed in the parametrization of 4, it is assumed that £ is a function
of three parameters (i.e., the Coriolis parameter, the friction velocity and atmospheric
stability), while it is known that free atmosphere conditions are of influence as well. A
more accurate estimate of h could result in better agreement with the observed wind
profile. Second of all, it is mentioned in Gryning et al. (2007) that the length scale at the
top of the boundary layer is assumed, for sake of simplicity, as / - z, which thus becomes
0 m in close proximity of the top of the boundary layer. In reality the length scale near
the top of the boundary layer not necessarily has to become 0 m, as is shown for neu-
tral conditions in Pefia et al. (2010b). Finally, one also has to consider that the boundary
layer wind profile will change substantially if ¢ is small, but there is little change in the
wind profile for large values of ¢. Since c decreases for stable conditions as found with
Equation 3.34, it might very well be that a slight change in the parametrization of c would
cause substantial different results. As shown in Figure 3.2, a slight decrease in c for sta-
ble conditions would result in an increase in wind speed (though consequently # also
decreases).

The results presented here correspond well to those presented by Pefia et al. (2010a),
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Figure 3.6: Similar wind profiles as shown in Figure 3.5 for stable (S, dark blue) and very stable (VS, black)
conditions conditioned to u.g. The panels corresponds to 0.15 < u.q < 0.25 (upper left panel), 0.25 < u.g <
0.35 (upper right panel), 0.35 < u,q < 0.45 (lower left panel) and 0.45 < u.¢ < 0.55 (lower right panel).

especially for unstable conditions, though the absolute values of U/ u. differ substan-
tially since Pefia et al. (2010a) considered onshore data with a higher surface roughness.
Besides, whereas here it is found that for neutral and slightly stable conditions the gradi-
ent of the non-dimensional wind speed above 200 m height decreases with height, Pefia
et al. (2010a) shows wind profiles for similar stability classes where the gradient in the
non-dimensional wind speed still increases at such heights. This differences is expected
to be related to changes in the boundary layer height offshore and onshore, since close to
the top of the boundary layer the non-dimensional wind speed becomes nearly constant
with height (as shown both here and in Pena et al. (2010a) for (very) stable conditions).



3.3. VALIDATION OF THE THEORETIC WIND PROFILE 55

35 8
BL-profile
us. Dyer
ree Conv.
eutral
Power law

BL-profile K

6 Power law £

25

RMSE [ms’]
RMSE [ms™]

0.5

- K 1 15 2
100/L [m"] 100/L [m™"]

Figure 3.7: RMSE of various wind profiles for unstable (left panel) and stable (right panel) conditions. The
wind profiles included here correspond to the derived boundary layer wind profile (BL-profile), the surface
layer wind profile with specific stability correction functions (Bus. Dyer, Free Convection and Holtslag), the
surface layer wind profile without stability correction (Neutral) and a power law wind profile with an exponent
of 0.14 following IEC (2009).

3.3.2. VALIDATION FOR STABILITY AS A CONTINUOUS PARAMETER

The extended shear profile so far has been validated for seven specific stability classes,
however, it is aimed to define a boundary layer wind shear profile that performs well for
a continuous range of stability conditions, not for a group of stability conditions com-
bined. As such the RMSE of the wind profile including the specified parametrization is
assessed for a continuous range of stability conditions, and the performance of the ex-
tended wind profile is compared to other wind profiles commonly used in wind energy
research. Results are shown in Figure 3.7. For unstable conditions it is found that the
boundary layer wind profile performs approximately as good as the surface layer wind
profiles with stability correction. Only for near neutral conditions the boundary layer
profile starts to perform better compared to these specific surface layer wind profiles.
The neutral surface layer wind profile performs less good for unstable conditions due to
the absence of a stability correction. The power law performs very poor for unstable con-
ditions since wind shear is strongly overestimated with the exponent of 0.14 considered
here, assumed to be valid offshore following IEC (2009). For stable conditions however
the boundary layer wind profile performs far better than any of the other shear profiles.
Here it is found that the power law performs reasonably well, since wind shear is strong
for stable conditions. Besides, the surface layer wind profile with the stability correction
function of Holtslag performs substantially better compared to the Businger-Dyer cor-
rection function, in line with results shown in Chapter 2. It is remarkable that the neutral
surface layer wind profile also performs quite well for stable conditions compared to the
surface layer wind profile with the stability correction of Holtslag. It is expected here
that the neutral wind profile underestimates wind shear for stable conditions (especially
close to the surface), while the wind profile including the correction function of Holtslag
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Figure 3.8: Average RMSE of the fitted boundary layer profile to observation data for a given stability (in terms
of 100/L) and the coefficient c. Grey shading corresponds to a combination of stability and c for which there
are no observations found where £ is estimated to be larger then 140 m.

overestimates wind shear (especially at higher altitudes).

Although it is clear that the derived boundary layer performs substantially better
compared to other wind profiles considered for stable conditions, it is necessary to make
a critical remark here that for such conditions the boundary layer profile frequently re-
sults in & < 315 m height. As such, the boundary layer wind profile does not determine a
wind speed at higher altitudes whereas all other wind profiles considered do determine a
wind speed. This results in a substantial reduction in the RMSE, but one could argue this
also results in an incorrect comparison. The advantage here thus is that the boundary
layer wind profile does not determine an incorrect wind speed at high altitudes, which
results in an accurate wind profile. In scope of wind energy research however it is ex-
pected that this can pose a problem to define wind shear up to the maximum blade tip
height of state of the art wind turbines. This will be elaborated upon further in Chapter
6.

3.4. DISCUSSION

The parametrization of cis discussed in more detail since the estimation of & is especially
important for stable conditions. As mentioned previously c is parametrized specifically
with observation data where the estimate of £ is larger than 140 m. Observations with
(very) stable conditions and small u. are thus not properly included in the parametriza-
tion of ¢. This is also shown in Figure 3.8, where the mean RMSE for a given stability and
prescribed c-value is shown. For stable conditions, there clearly is an optimal c that de-
creases with increasing stability (See the light blue trace), however for 100/L > 1 (i.e. very
stable conditions) it is likely that ¢ should become smaller than 0.05. The grey colours
in Figure 3.8 however indicate that for stable conditions and ¢ < 0.05 the corresponding
RMSE cannot be calculated since there are no observations for which # > 140 m. Besides,
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the parametrization of c is likely strongly dependent on stable observations where u.
is large. This might explain why the boundary layer wind shear profile for (very) stable
conditions performs substantially better for .o > 0.35 m s~! compared to 1. < 0.35 m
s7L.

Note as well from Figure 3.8, although this is irrelevant for the discussion of the
boundary layer wind profile for stable conditions, that for unstable conditions the op-
timal c value is not obvious at all. This not only explains why for unstable conditions in
Figure 3.3 more scatter is found, but also shows that a value of ¢ = 0.3 to 0.5 might as well
have been chosen for unstable conditions without decreasing the accuracy of the wind
profile substantially.

3.5. CONCLUSIONS

In scope of the size of state of the art wind turbines it is deemed necessary to define a
wind shear profile that is valid for the whole boundary layer. As such in this Chapter a
theoretic, physics based, boundary layer wind shear profile has been derived following
the work of Gryning et al. (2007). The parametrization required to define various vari-
ables typically not observed directly during measurement campaigns is primarily based
on literature. The theoretic profile is fitted to observation data for the parametrization of
the boundary layer height (specifically for the coefficient ¢). Combined this has resulted
in a wind profile that is accurate up to substantial higher altitudes then the surface layer
wind profile, which is highly beneficial for wind energy purposes.

The average non-dimensional boundary layer wind shear profile is found to agree
well with observations, and the performance is substantially better than the surface layer
profile. This is especially the case for neutral and stable conditions. For stable conditions
the profile does not accurately describe shear at higher altitudes. This might have vari-
ous causes as discussed, and it is recommended to emphasize in future research specif-
ically on the stable boundary layer wind shear profile. It might be required to alter the
parametrization of & and c, or to consider a different approximation of the mixing length
scale at the top of the stable boundary layer.

Based on the obtained results it is also possible to assess if some scatter found in
Chapter 2 for wind shear can be explained with the newly derived profile. It is concluded
based on the derivation of the boundary layer wind shear profile that the wind speed
ratio between two specified heights is not only a function of stability, as considered in the
assessment in Chapter 2, but also of u.¢, 2o, h, A and B. It is therefore well possible that
the scatter observed is related to other variables included in the shear profile. Besides, if
the adopted parametrization of h is considered, then frequently it is found that & < 500
m, thus the heights at which the wind speed ratio is determined in Chapter 2 (i.e., 58 and
92 m height) can often fall outside the surface layer.

Although the profile derived in this chapter provides some insight in the cause of
variations in wind shear for stable conditions, the profile does not allow for a speed ratio
less then one. The wind speed profile derived here will always result in a wind speed that
increases with height, hence a wind speed ratio smaller than 1 is not explained with the
boundary layer wind shear profile. As such in the following chapter specific situations
are considered where the wind speed ratio can be less than 1.







THE OCCURRENCE AND
CHARACTERIZATION OF LOW-LEVEL
JETS OFFSHORE

I believe there are no questions that science
cannot answer about a physical universe.

Stephen Hawking

The scatter in wind shear for stable atmospheric conditions found in Chapter 2 has, to an
extent, been explained in Chapter 3: the boundary layer can be shallow for stable condi-
tions. Especially for stable conditions wind shear profiles will deviate substantially from
surface layer wind shear profiles. The second proposed cause of the scatter in wind shear,
low-level jets, has not been discussed in detail yet. The wind speed profile during a low-
level jet is characterized by a local wind maximum relatively close to the surface and de-
creasing wind speeds below and above the jet. Such conditions could have a substantial
influence on wind turbine performance. However, before the impact of low-level jets on
wind turbine performance is assessed, it is sensible to first study the occurrence and char-
acteristics of low-level jets in the far offshore environment.

In this chapter it is aimed not only to assess if offshore low-level jet characteristics can be of
influence for wind turbine performance, but also to explain what causes the occurrence of
low-level jets offshore. These jets have been studied onshore frequently, but several specific
causes of low-level jets onshore are not applicable offshore. This should aid in obtaining
fundamental insight in the physical processes of offshore low-level jets. The results ob-
tained in this chapter will be put into perspective of wind turbine performance in Chapter
6.

Parts of this chapter are incorporated in the publication: Holtslag, M. C., He, Y., Bierbooms, W. A. A. M. &

van Bussel, G. J. W. (2016), On the occurrence and characteristics of low-level jets in the Dutch North Sea
Submitted for publication to Journal of Wind Engineering and Industrial Aerodynamics
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4.1. INTRODUCTION

In Chapter 2 atmospheric conditions have been studied with aid of observation data col-
lected at meteorological mast IJmuiden, and it is found that Monin-Obukhov theory can
be used to describe offshore atmospheric conditions. With respect to wind shear, it was
found that the diabatic surface layer wind shear profile coincides reasonably well with
observations up to 90 m height for unstable and neutral conditions. For stable condi-
tions scatter was found to increase substantially, and one possible cause of the scatter
might be related to the occurrence of low-level jets. It is recognised that low-levels jets
might be of influence for offshore wind power (Nunalee & Basu 2014, Christakos et al.
2014), hence it is useful to assess if low-level jets also occur at the site considered in this
thesis.

Low-level jets are characterized as wind conditions where the wind speed profile has
a local maximum relatively close to the surface. Typically these wind maxima occur in
the lowest 300 m of the atmosphere, though it is possible they occur at substantial higher
altitudes (Stull 1988). In this chapter, however, only the lower parts of the atmosphere
are considered where wind turbines operate due to the scope of this thesis. The oc-
currence of low-level jets onshore and at coastal sites has been studied frequently in
previous decades, and an overview of commonly accepted causes of low-level jets is pre-
sented in Kraus et al. (1985). Well documented examples are for example the occurrence
of jets onshore at Cabauw (Baas et al. 2009) or at the Great Plains (Whiteman et al. 1987).
The majority of studies are executed either on shore, at coastal areas or relatively close to
the shore. Offshore low-level jets have been studied with numerical models (Christakos
et al. 2014, Nunalee & Basu 2014), but there have been few validations with observation
data offshore, similar to for example Dorenkdmper et al. (2015). This is primarily caused
by the lack of far offshore observations sites where observations are done up to at least
300 m height, and lasting several years to assess seasonal dependences. This serves as
an argument not to immediately assess the impact of low-level jets on wind turbine per-
formance (which certainly would be a useful study for onshore sites due to the common
concurrence of low-level jets on shore (Baas et al. 2009)), but first actually assess the
occurrence and characteristics of low-level jets offshore.

In wind energy research wind shear is typically considered in terms of a power law or
a diabatic logarithmic wind profile (IEC 2009). Since these profiles only describe wind
speeds that gradually increases with height, which in reality is indeed commonly true,
distinct phenomena such as low-level jets are not covered. Due to the significance of
wind shear for wind energy purposes, and the possible benefits of increased wind speeds
for wind power production, it is expected that the occurrence of low-level jets at a wind
farm site might have a profound impact on wind turbines. With the ongoing develop-
ment of offshore wind energy it is therefore questioned to what extent low-level jets
occur offshore. In a previous study, He (2014) assessed the characteristics of offshore
low-level jets, and derived an empirical low-level jet model based on a fourth order poly-
nomial fit to observed low-level jet wind profiles. In this thesis the research of He (2014)
is extended, and the meteorological aspects of low-level jets are assessed in much more
detail.

The aim of this chapter is twofold. First, it is aimed to present an overview of the oc-
currence and characteristics of low-level jets offshore. Second, it is studied in more detail
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for which physical conditions low-level jets have an increased likelihood of occurrence.
This should aid in a more fundamental understanding what causes the occurrence of
low-level jets far offshore. The quantification of the impact of low-level jets on wind tur-
bine power production and wind turbine fatigue loads will be studied in Chapter 6.

4.2. THEORY

In this section the commonly accepted physical processes that can result in the develop-
ment of alow-level jet are studied, however, specific conditions that by definition cannot
occur offshore (i.e., sloping terrain) are not discussed. Besides, formation causes related
to synoptic scales (i.e., related to weather patterns and frontal systems (Gerhardt 1963,
Kotroni & Lagouvardos 1993)) are not elaborated upon in the theory since based on the
observation data alone it is not possible to assess synoptic scale conditions in detail. As
such three distinct situations that frequently result in the occurrence of low-level jets
onshore and at coastal sites are elaborated upon. These are the inertial oscillation, baro-
clinicity and changing surface characteristics at coastal sites.

4.2.1. INERTIAL OSCILLATION

The Inertial oscillation is one of the primary causes of nocturnal low-level jets onshore.
The rapid decay of turbulence at sunset causes frictional decoupling, and the wind close
to the surface accelerates due to the force imbalance. The Coriolis force causes a deflec-
tion of the accelerating wind, and both the wind speed and wind direction will change in
time after sunset. A simplified set of equations describing such conditions is presented
in Stull (1988)

<| <l

~ Ug = Asin(fct) - Beos (f.1) 4.1)
— Vg = Acos (f+t) + Bsin (f:1) (4.2)

where U and V are the mean horizontal wind components, Fg and Vg are the mean
horizontal geostrophic wind components, f is the Coriolis parameter, ¢ is the time after
sunset and A and B are parameters depending on initial conditions. As one can see,
the resulting horizontal wind will oscillate in time around the geostrophic wind. More
elaborate relations are presented in for example van de Wiel et al. (2010) and Shapiro &
Fedorovich (2010). On shore, the inertial oscillation is triggered by the rapid decrease in
turbulent mixing at sunset, however due to the absence of a diurnal cycle offshore it is
not expected that the same phenomena occurs frequently offshore. Still, one can argue
that the inertial oscillation might be the cause of offshore low-level jets since they can
extend for hundreds of kilometres (Stull 1988). If winds are coming from shore, and if
there is some diurnal variation present in the occurrence of offshore jets, then offshore
low-level jets might well be related to the onshore inertial oscillation. Besides, as shown
in Andreas et al. (2000), if stable conditions persist for a long time offshore, low-level jet
wind profiles can occur even if the wind is not coming from shore. An overview of studies
related to the inertial oscillation caused low-level jet can be found in Blackader (1957),
Andreas et al. (2000), Baas et al. (2009) and van de Wiel et al. (2010).
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4.2.2. BAROCLINICITY

The impact of baroclinicity on wind profiles is introduced by the thermal wind relations,
which equal (Holton 1972)
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where g is the acceleration due to gravity and T is the temperature. The geostrophic
wind thus changes with height depending on horizontal temperature gradients. Tem-
perature gradients can have various origins on small scales (i.e., local differential heating
(Kottmeier et al. 2000)), large scales (i.e., orography, (Parish & Oolman 2010)) and synop-
tic scales (i.e., weather patterns and cyclones (Kotroni & Lagouvardos 1993)), however,
sufficiently far offshore only synoptic scale causes are expected to be relevant since dif-
ferential heating should not occur far offshore, and orography is absent. Example studies
where the occurrence of low-level jets are related to baroclinicity can be found in Bonner
(1968) and Doyle & Warner (2010).

4.2.3. COASTAL SURFACE CHANGES

Although far offshore conditions are considered in this research, one should not neglect
on forehand the effect of coastal surface changes. It is found in various studies that
coastal effects can cause low-level jets at least 80 km offshore (Smedman et al. 1995).
The possible effect of coastal surface changes is twofold, and in principle both effects
have been discussed previously. First, if the wind close to the surface is perpendicu-
lar directed to the shore (from land to sea), there will be a sudden reduction in surface
roughness and thus turbulence levels will suddenly decrease. At the same time the wind
close to the surface will accelerate since friction at the surface reduces. This frequently
results in the development of an internal boundary layer (Garratt 1990, Galmarini & At-
tié 2010), however, if the speed up is sufficient one might get locally an overshoot: wind
speeds close to the surface can become stronger than wind speeds at higher altitudes. A
similar effect as the inertial oscillation can thus occur: a reduction in turbulence levels,
and an increase in wind speed in the lower parts of the atmospheric boundary layer. De-
spite these similarities, the formation cause differs substantially, since there is no need
for a sudden rapid decrease in incoming short-wave radiation or for a strong stable at-
mospheric stratification. Second, due to differences in heating at sea and onshore, hor-
izontal temperature gradients can occur. If at the same time the geostrophic wind is
directed parallel to the coast, Equations 4.3 and 4.4 shows that the geostrophic wind can
decrease with height. These baroclinic conditions can trigger low-level jets at coastal
sites, however it is questioned if this also can result in the development of a low-level jet
far offshore. Various causes of coastal low-level jets are discussed in Hsu (1979), Zemba
& Friehe (1987) and Nunalee & Basu (2014).
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4.3. DATA AND METHODOLOGY

In this section an overview is provided of the data considered in this research. A more
elaborate discussion on the observation data can be found in Chapter 2. Besides, the
methodology and terminology adopted in this chapter will be discussed for clarification
purposes.

4.3.1. DATA DESCRIPTION

Wind speed, wind direction, temperature, humidity and air pressure observations are
considered to properly assess the characteristics and possible formation causes of low-
level jets offshore. Wind speed and wind direction observations of the cup anemometers
and wind vanes at 27, 58 and 92 m height are used in combination with the LIDAR obser-
vations up to 315 m height. Temperature, air pressure and relative humidity is observed
at 21 m height, and surface temperatures are measured with the wave buoy. All observa-
tions are stored as 10-minute mean conditions, and anemometer wind observations are
corrected for tower distortion effects as discussed in Chapter 2. Data has been collected
since 2012, however there have been substantial periods where observation data were
not stored. As such exactly two years of data are considered in this chapter, namely 2012
and the period from the first of June 2014 until the end of May 2015, similar as used in
Chapter 3.

Atmospheric stability is considered in terms of the Obukhov length L, calculated with
the bulk Richardson number, however, the filter for stationary conditions adopted in
Chapter 2 is not used in this chapter. The filter for stationary conditions is discarded
since a low-level jet is a dynamic condition and characteristics like shear and maximum
wind speed are expected to change in time. The cup anemometer and LIDAR wind ob-
servations are nearly overlapping at 90 m height, hence wind speed and wind direction
observed by the anemometers and LIDAR are compared. If either the wind speed differs
more than 2 ms™! or the wind direction differs by more than 30 degree, observations are
discarded. The 2 m height difference will result in a minor difference in wind conditions,
substantially smaller than the 2 m s~! and 30 degrees considered here. It is known that
a LIDAR at times can observe the wind direction at a 180 degree difference compared to
inflow conditions. As such, those observations where the wind direction observed by the
LIDAR and wind vane differs by 150 to 210 degree are not discarded.

For the subsequent wind profile analyses mast observations at 27 and 58 m height are
used in combination with LIDAR observations from 90 to 315 m height. The anemome-
ter observations at 90 m height are thus only used to validate LIDAR observations, but
not in the actual analyses of wind profiles. Only those specific observations where the
wind profile observations between 27 and 315 m height has no missing values, and where
stability could be calculated (i.e., no missing temperature, pressure and humidity obser-
vations, and RI < 0.2), are considered in the analyses. Besides, all data where at 90 m
height there is too much discrepancy between the anemometer and LIDAR observations
as discussed previously is discarded. This leaves us with 45554 observations in the first
year considered, and 39290 observations in the second year considered, which equals
respectively 86.4% and 74.8% out of all yearly observations.
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Figure 4.1: Low-level jet terminology used in this chapter (left panel), and an example observed low-level jet
with local minima and local maxima (right panel). The black arrows in the right panel correspond to the jet
height and jet falloff height determined based on specific detection criteria.

4.3.2. METHODOLOGY AND TERMINOLOGY
An overview of the adopted terminology used to describe a low-level jet is presented in
Figure 4.1, where a simplified example jet profile is shown in the left panel in combi-
nation with the terms frequently used in the remainder of this chapter. The jet height
corresponds to the height where the maximum wind speed in the wind profile is ob-
served. The jet speed corresponds to the magnitude of the wind vector at the jet height.
The jet falloff is defined as the difference between the jet speed and the minimum wind
speed observed above the jet. The jet falloff is considered both as an absolute and rel-
ative value, where the relative jet falloff is calculated with respect to the jet speed (i.e.,
a falloff of 20% means the minimum wind speed above the jet is 20% less than the jet
speed). The persistence of the jets is also considered by determining for how many con-
secutive observations the jet is present.

A set of criteria is used to detect the occurrence of jets in the observation dataset.
As explained in Kraus et al. (1985) one could choose to define jets based on the physical
origins, which provides more insight in the cause of jets, but less in the characteristics.
Since it is aimed to assess if jets are of importance for offshore wind power, the cause of
jets offshore is in this study less relevant then the characteristics. In scope of measure-
ment errors it is important to set sufficiently strong detection criteria, primarily in terms
of the jet falloff, however, setting these criteria too strict will result in discarding jets that
might be of importance for wind energy purposes. In literature various criteria are con-
sidered, and in this chapter the effect of adopting various possible criteria is assessed as
well. Examples of detection criteria used in literature are typically in terms of the ob-
served jet falloff, either absolute, relative or a combination of both. Besides, there are
often constrains specified that have to be fulfilled to consider the observed jets in sub-
sequent analyses. Examples of these constraints are related to the jet height (i.e., within
the lowest 100 or 500 m (Doérenkdmper et al. 2015, Baas et al. 2009)), the wind minimum
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above the jet (i.e., atleast 3 m s~ (Dérenkdmper et al. 2015)) or a minimum persistence
of the jet (i.e., 1.5 hour (Baas et al. 2009)).

The methodology of Baas et al. (2009) is followed to only consider a minimum to be
representative if the wind speed directly above the local minimum increases by at least
1 m s~! before decreasing again. The absolute jet falloff has to be at least 2 m s7!, and
the relative jet falloff has to be at least 20%. Also, if there is no local minimum found (the
wind speed continuously decreases), the highest observation height will be assumed to
correspond to the minimum. The example observed low-level jet shown in the right
panel of Figure 4.1 has three local minimum in the wind speed profile. The minimum
at 115 m height is not considered to be representative since the wind speed at 140 m
height is less than 1 m s~! stronger than the wind speed at 115 m height. The minimum
detected at 190 m height is also not considered since the relative jet falloff is smaller than
20%. The minimum detected at 240 m height is for this low-level jet considered as the
falloff height, since both the absolute and relative falloff at this height is in line with the
set criteria, despite the fact that at 315 m a lower wind speed is observed.

Itis recognised that in this research observation data are used of a substantial smaller
part of the atmosphere compared to the studies of for example Andreas et al. (2000) and
Baas et al. (2009). Since the LIDAR has a maximum observation height of 315 m, only
jets can be detected that have a maximum wind speed in the lowest 290 m of the at-
mosphere, and for those jets a significant minima has to be present at or below 315 m
as well. Numerous low-level jets will thus not be detected in this study that would be
detected if one would observe up to higher altitudes. Similarly, not only the amount of
jets and corresponding jet heights will be influenced by the observation setup, but also
the jet falloff estimated with the observation data. For those wind profiles where the
wind speed is gradually decreasing with height above the jet height, it is assumed that
the observed wind speed at 315 m height is a minimum in the wind profile. In reality
however, it might very well be that the wind speed decreases further above 315 m height.
This will be briefly assessed when discussing jet characteristics in Section 4.4.1. Despite
the limitations of the observation setup, it is expected that the results are still useful for
wind energy purposes, since neither jets with a jet height above 290 m, nor the exact jet
falloff above 315 m should be of substantial influence to offshore wind energy. For me-
teorological purposes however it is clear that not all low-level jets that occur offshore are
detected.

In Table 4.1 it is shown how many jets are detected in the dataset considered in this
study for various detection criteria in terms of the jet falloff. Here no constraints are con-
sidered with respect to the jet height, jet speed or persistence of the jets. The most strict
detection criteria (upper row) corresponds to the criteria used by Baas et al. (2009) with-
out a persistence criteria. There is an obvious increase in the amount of jets detected
in both years considered once the detection criteria are relaxed. Whereas for the strict
detection criteria approximately 3 - 3.5% of all observed wind profiles have jet charac-
teristics, this increases to slightly more than 10% once the detection criteria are relaxed.
The percentages shown in Table 4.1 are not extremely high (Baas et al. (2009) for example
shows that at Cabauw low-level jets occur 30% of all nights), however, do note that the
detected jets occur at many different days during the year, ranging from 130 (in line with
Nunalee & Basu (2014)) to nearly 270 different days of the year. This is a first indication
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Table 4.1: Influence of specific detection criteria (first two columns) on the amount of low-level jets observed
per year.

Falloff Falloff Jets (Y1) Jets(Y2) Jets(Y1) Jets(Y2) Days(Yl) Days(Y2)

[ms~!] [%] [-] [-] [%] [%] [-] [-]
2.0 20 1417 1337 3.11 3.40 135 131
2.0 10 1738 1688 3.82 4.30 155 150
2.0 0 1739 1693 3.82 4.31 155 150
1.5 20 1878 1745 4.12 4.44 157 156
1.5 10 2651 2459 5.82 6.26 201 199
1.5 0 2706 2503 5.94 6.37 203 199
1.0 20 2380 2106 5.22 5.36 176 171
1.0 10 4065 3643 8.92 9.27 252 250
1.0 0 4561 4016 10.01 10.22 269 260

that offshore jets have a short persistence, which will be discussed in Section 4.4.2 as well

From here on the characteristics of the low-level jets detected in the dataset consid-
ered will be assessed. Although the detection criteria could be relaxed from here on to
assess the characteristics of as many jets as possible, this is not done, since one would
become more prone to incorporating jets that are influenced by measurement errors. As
such only jets are considered that have at least an absolute jet falloff of 2 m s™!, and a
minimum relative jet falloff of 20%. Besides, from here on there is no longer a differenti-
ation between the two years of data and instead simply the two years of data are simply
combined.

4.4, RESULTS

The results are divided into three sections. First jet characteristics are discussed in com-
bination with the frequency of occurrence of low-level jets as a function of time, wind
direction and atmospheric stability. Next ambient conditions are analysed in more de-
tail to explore possible causes of low-level jet occurrences offshore. Finally a specific
case study is presented of a jet that persisted for approximately 20 consecutive hours.
Although this specific jet alone might not be representative for the frequently occurring
short lasting low-level jets, it does allow for a more complete analyses of atmospheric
conditions during a long-lasting low-level jet.

4.4.1. PRIMARY JET CHARACTERISTICS

The jet characteristics analysed in more detail here are the jet speed and corresponding
jet height as well as the absolute jet falloff and the corresponding height at which the
minimum wind speed is observed. Results are shown in Figures 4.2 and 4.3. It is found
that the majority of low-level jets have a maximum wind speed of 5 to 15 m s™!. Besides,
the maximum wind speed is typically observed in the lowest 165 m. The absolute jet
falloff is found to be less than 4 m s~! for the majority of low-level jets, however, for
nearly 1800 out of the 2754 jets considered here the height at which the wind minima
is detected corresponds to the maximum observation height. The calculated jet falloff
for these 1800 low-level jets might thus very well be an underestimation compared to
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Figure 4.2: Frequency of occurrence of observed jet speed (upper left panel), jet height (upper right), absolute
jet falloff (lower left) and jet falloff height (lower right).

the actual falloff, since the wind speed above 315 m height might as well decrease even
further. Besides, it is likely that a number of low-level jets that have occurred in the years
considered are not detected due to the limited maximum observation height, since the
detection criteria are not met at or below 315 m height.

Figure 4.3 shows the jet speed and jet falloff as a function of the jet height. It is found,
in agreement with Baas et al. (2009), that stronger low-level jets occur at higher altitudes.
Similarly, also the stronger jet falloff is observed for jets that occur at higher altitudes.
Since low-level jets that occur close to the surface are typically quite weak, the absolute
falloff simply cannot be large. At higher altitudes, the low-level jets typically have higher
jet speeds and thus also must have a larger absolute jet falloff due to the relative de-
tection criteria of 20%. For the detected low-level jets above 250 m height results start
to differ. There are however very few jets observed with a jet height above 250 m (see
Figure 4.2), hence results are statistically uncertain. Besides, also the jet falloff is often
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Figure 4.3: Jet speed (left panel) and absolute jet falloff (right panel) as a function of jet height. Marks indicate
the median and error bars the 25 and 75 percentiles of observed jet characteristics.

determined at 315 m height, which might cause an underestimation of the jet falloff. It is
expected that if observations at higher altitudes would be included, the results above 250
m height would be more in line with those of Baas et al. (2009), and both the jet speed
and absolute jet falloff are expected to increase for increasing jet heights.

In scope of offshore wind energy the results obtained here indicate that the jets that
do occur offshore may very well be of influence for wind turbine performance. Not only
do the jets occur at heights where wind turbines operate (say, below 165 m height). Be-
sides, the jet speed corresponds to wind speeds at which wind turbines operate, since

most wind turbines are designed to operate at wind speeds up to 20 to 25 m s™!.

4.4.2, EXPLORATION OF FORMATION CAUSES

The conditions for which low-level jets occur most frequently are studied to find a pos-
sible cause of the occurrence of low-level jets offshore. First the time when low-level jets
occur is considered. Low-level jets that occur onshore due to the inertial oscillation show
astrong diurnal occurrence. As shown in Figure 4.4 this is not the case offshore, although
there does appear to be a slight increase in the occurrence of low-level jets at night. One
would also not expect a strong diurnal cycle of the occurrence of low-level jets offshore,
due to the absence of a diurnal cycle of the surface temperature and thermal induced
turbulence.

Figure 4.4 also shows the seasonal variation in the occurrence of low-level jets, where
it is found that in spring and summer there are far more low-level jets compared to au-
tumn and winter. This seasonal cycle is distorted by a significant peak in the occurrence
of low-level jets in March. A more detailed assessment of the data showed that in March
2015 the LIDAR was unavailable for the majority of time, and nearly all jets (and observa-
tions for that matter) in March are obtained in 2012. It appears that in March 2012 there
were an unusual high amount of low-level jets, but statistically this does not indicate
anything about the seasonal dependence, and it should thus be considered an outlier in
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Figure 4.4: Frequency of occurrence of observed low-level jets as a function of the time of the day (upper left
panel), month (upper right panel) and stability (lower left panel). The persistence of observed low-level jets for
the two years analysed is shown in the lower right panel.

the upper right panel of Figure 4.4. It is known that offshore atmospheric stability has
a seasonal cycle (Sathe et al. 2011), compared to the diurnal cycle of stability onshore.
Besides, onshore low-level jets that originate due to the inertial oscillation are related to
atmospheric stability as well. As such the frequency of occurrence of low-level jets as a
function of atmospheric stability is analysed as well.

In the lower left panel of Figure 4.4 the relative occurrence of low-level jets for a given
atmospheric stability is shown. It is found that there is a very clear relation between the
occurrence of low-level jets and the stability of the atmosphere. There is little chance for
the occurrence of low-level jets if the atmosphere is unstable, whereas for stable condi-
tions there is approximately 20-25% chance that low-level jets occur. This might serve
as a preliminary indication that the scatter in wind shear found in Chapter 2 is indeed
partially related to the occurrence of low-level jets.
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Figure 4.5: Wind rose of the 90 m height observed wind direction (upper left panel) and wind rose of the
observed low-level jet wind direction at the jet height (upper right panel). The lower panel shows the difference
in wind direction between the jet height and 27 m height.

The lower right panel of Figure 4.4 shows the persistence of low-level jets observed.
Here it is clearly found that indeed, as suggested in Section 4.3.2, the far majority of ob-
served low-level jets persist for very short times. Nearly half of the jets is present for a
single 10-minute observation, and in fact 85% of all observed low-level jets has a per-
sistence of 1 hour or less. This clearly shows a fundamental difference in the offshore
low-level jet compared to the long-lasting nocturnal low-level jet observed onshore.

The occurrence of low-level jets as a function of wind direction is considered to fur-
ther analyse for which conditions offshore low-level jets occur. Figure 4.5 shows the wind
rose based on 90 m height observations in the upper left panel, with prevailing south-
westerly winds. For most low-level jets (upper right panel) it is found that the wind di-
rection at the jet height is either south-westerly or easterly. Note that since the wind rose
at the jet height is considered, the upper right panel of Figure 4.5 has wind direction ob-
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servations at varying altitudes, and one should be careful in comparing results with the
90 m height wind rose. Results are in line with the occurrence of low-level jets onshore at
Cabauw, as shown by Baas et al. (2009). Since south-westerly wind directions prevail, it
comes to no surprise that many low-level jets have a south-westerly wind direction at the
jet height as well. The frequent occurrence of low-level jets for easterly wind directions
does not coincide with prevailing wind directions, and it is found (not explicitly shown)
that for approximately 20% of all easterly winds a low-level jet wind profile occurs. It is
expected that the low-level jets with south-westerly and easterly wind directions have
different causes, since the fetch length differs substantially for these directions. For east-
erly winds the change in surface roughness at the coast can enhance the formation of
low-level jets (Smedman et al. 1995). Besides, since low-level jets can extend horizon-
tally for more than 100 km (Stull 1988), it is well possible that jets that occur onshore
due to the inertial oscillation are present offshore as well for easterly winds. For south-
westerly winds however the fetch length is substantial longer, and inertial oscillations are
not expected to occur as frequently as onshore. It is more likely that the south-westerly
directed jets are related to synoptic scale baroclinicity and frontal systems, though it is
not possible to make any definite conclusions due to the limitations of the available ob-
servation data.

Figure 4.5 also shows the wind veer between the jet height and the 27 m height wind
(i.e., the wind turns clockwise with height), where jets with a jet height of 27 m height are
discarded since one would obviously have a 0 degree wind veer for such conditions. It
is found that the wind typically veers from the surface towards the core of the low-level
jet, and results are quite similar to those presented by Andreas et al. (2000), in which it
is proposed that Ekman dynamics control wind veer, and jet directions are related to the
geostrophic wind direction if the wind veers with height. In contrast to Andreas et al.
(2000) however, the direction of the core of the jet has strong prevailing origins (either
south-west or east) and it is expected that the jets are, at least to an extent, surface con-
trolled.

In scope of the theoretic causes of low-level jets presented in Section 4.2 and the
previously discussed results, one cannot solely contribute the observed low-level jets to
either the inertial oscillation, baroclinicity or coastal surface changes. Instead, it is likely
that a variety of causes contributes to the formation of low-level jets offshore.

4.4.3. CASE STUDY
The far majority of detected low-level jets have a very short persistence as shown in Fig-
ure 4.4. In May 2012 however, a low-level jet has been observed that persisted for a con-
secutive 20 hours, and even just before these 20 hours the wind profile had low-level
jet characteristics. Such a long persisting low-level jet provides a unique opportunity to
assess atmospheric conditions during a low-level jet in more detail. The low-level jet
considered here initiated at the 21th of May 2012 at 23:00 UTC. Weather maps provided
by the KNMI (KNMI 2015) indicate that a warm front, preceded by an occlusion front,
were present in the morning of the 21th of May 2012, and both frontal systems passed by
the observation site well before the low-level jet was observed.

Observed atmospheric conditions are shown in Figures 4.6 and 4.7. For this case
study on purpose atmospheric conditions well before the onset of the jet are considered,
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Figure 4.6: Characteristics of the examined 20 hour lasting low-level jet. The individual panels show observa-
tions starting at the 21th of May 2012 00:00 UTC until the 23th of May 2012 00:00 UTC. The individual panels
show the wind speed as a function of height and time (upper panel), the wind direction at 3 specified heights
(middle panel) and the jet speed and absolute jet falloff (lower panel).

to assess in more detail the change in atmospheric conditions well before the jet is actu-
ally present. The wind speed is plotted as a function of time and height to visualize the
characteristic shape of the low-level jet: starting at approximately 23:00 on the 21th of
May, there clearly is a separate high wind speed area close to the surface. For the ma-
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Figure 4.7: Observed air and sea virtual potential temperature (upper left panel), air pressure (upper right
panel), hourly average turbulence intensity (lower left panel) and atmospheric stability (lower right panel) for
the examined 20 hour lasting low-level jet. The time axes corresponds to the same time steps as shown in
Figure 4.6.

jority of time the wind speed below 100 m height is more then 4 m s™! stronger then the
wind speed at higher altitudes, and maximum wind speeds exceed 10 m s~ frequently.
This shows not only that this specific low-level jet is long lasting, but also well devel-
oped, and the detection criteria earlier discussed are easily reached for the majority of
time. For sake of clarity the lower panel of Figure 4.6 also shows the main jet charac-
teristics (jet height and absolute jet falloff) as a function of time. This not only serves
to easily convert wind speeds shown in the upper panel into jet characteristics, but also
shows that in fact the jet is present for a longer period of time (i.e., after 19:00 on the 22nd
of May). However, since there are several local observations where the detection criteria
are not fulfilled, the jet does not, according to the adopted detection criteria, persist for
more than 20 hours.
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In the middle panel the wind direction observed at three heights is shown. The wind
direction observed at higher altitudes is not shown to keep the panel as clear as possible,
though it is found that above 215 m height the wind direction is nearly constant with
height. For sake of clarity the wind direction is not shown in a similar height-time de-
pendence as wind speed, since the wind direction during the last hours considered here
rapidly changes. The change in wind direction in time is discussed first, and afterwards
the change in wind direction with height will be discussed. The wind direction varies
from north to east typically, and the wind initially slowly veers in time from the onset
around 23:00 on the 21th of May until 06:00 on the 22nd of May. At 215 m height the
wind veers in time all ready initiates at 15:00 UTC on the 21th of May, well before the
low-level jet is first detected. Once the jet starts to devolve (around 16:00 on the 22nd
of May), the wind direction close to the surface is backing (turning counter clockwise)
from north-east to north, while at higher altitudes the wind veers from north-east to
south-east. Afterwards, once the jet is no longer observed, the wind direction rapidly
changes at all heights. With respect to the change in wind direction with height, it is
found that the wind between 27 and 115 m height, which is often below the jet core,
veers with height at all times considered. Between 115 and 215 m height the wind either
veers or is constant with height for the majority of time.

Besides wind characteristics, also ambient conditions shown in Figure 4.7 are rele-
vant to understand the formation of the specific low-level jet studied here. It is found
that, in line with the analysed weather maps, air pressure is gradually increasing with
time. The virtual potential air temperature is primarily slowly increasing in time, while
the sea surface temperature is nearly constant in time. The atmosphere is found to be
stable at all times considered, and before the low-level jet is detected the atmosphere
has a relatively strong stable stratification with 50 < L < 100 m. Once the low-level jet is
formed, the stable conditions intensify with 0 <L < 50 m. The peaks in stability observed
between 04:00 and 00:00 on the 22nd of May are related to a combination of chang-
ing temperatures (i.e., larger temperature differences result in strong stability) as well as
changing wind speeds close to the surface (for similar temperature gradients, the atmo-
sphere is more stable if the wind gradient is low). The exact stability however is not as
important as the fact that the atmosphere is continuously stable with L < 100 m. Simi-
larly, the turbulence intensity in the first 36 hours considered is quite low, typically less
than 6% with some short lasting exceptions, until the jet starts to vanish after 18:00 on
the 22nd of May. Before the jet is formed the turbulence intensity is found to decrease
with height, however once the low-level jet occurs there is variation in the turbulence
intensity, especially at 58 and 90 m height. Once the low-level jet has dissipated, the tur-
bulence intensity increases substantially since there is a strong decrease in mean hori-
zontal wind speed (see also the upper panel of Figure 4.6).

With aid of the results presented, let us discuss the potential formation cause of this
specific low-level jet. This jet should by no means be considered a representative jet off-
shore: not only does the jet persist for substantial longer periods of time compared to the
majority of offshore low-level jets, the wind direction at the core of the low-level jet also
corresponds neither to the prevailing south-westerly nor to the frequently seen easterly
wind directions (Figure 4.5). Both the pressure and temperature change in time does not
show any signs of the passing of fronts, and since cold fronts are also not shown on the
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weather maps fronts are discarded as the possible cause of this specific low-level jet. It is
possible this jet is related to decoupling and an inertial oscillation, however, if this would
be the case it would be expected that a speed up of the wind speed close to the surface
would occur. In the 48 hours considered, there is a speed up present around 14:00 on the
22nd of May with strong winds at 130 m height, however at the onset time of the jet the
wind speed close to the surface is not increasing compared to previous hours. Besides,
the decoupling at shore typically occurs around sunset when turbulence decays and ver-
tical mixing of momentum by turbulence suddenly ceases, and this rapid decrease in
turbulence is not observed in the hours (or even 24 hours) preceding the jet. Instead, it
appears that the low-level jet is mainly the result of a sudden rapid decrease in the wind
speed above approximately 100 m height. This decrease in wind speed at higher alti-
tudes might be related to baroclinicity, where horizontal temperature gradients result in
decreasing geostrophic winds with height as shown by the thermal wind relations. It has
to be emphasized that in scope of the available observation data alone one cannot con-
clude if conditions are indeed baroclinic or not, this would require either a substantially
more elaborate measurement campaign with temperature observation at various sites
and altitudes across the sea, or one could rely on numerical weather models. The scope
of this chapter however is to assess if low-level jets offshore could be relevant for wind
energy purposes, hence these additional analyses are beyond the scope of this research.

4.5. CONCLUSIONS

Low-level jets are well studied onshore, and due to the limited amount of observation
data offshore there have been few studies that deal with the occurrence of low-level jets
far offshore. In this study it is shown that indeed low-level jets also occur frequently
offshore, and the characteristics of these low-level jets might very well be of importance
for wind turbine performance. Not only do many jets occur at or around typical wind
turbine hub heights, the jet speed is also found to coincide with operating wind speeds
of wind turbines. This serves as a first argument to assess the influence of low-level jets
on wind turbine performance for offshore wind energy purposes.

For the site considered it is found that low-level jets persist for a very short time, in
contrast to the onshore low-level jet. It is found that, depending on the detection cri-
teria used, low-level jets occur in about 3 to 10% of all 10-minute mean observations,
however, the jets have been observed approximately once or twice every 3 days (just
with a short persistence). Besides, it is recognised that the limited maximum observa-
tion height considered in this study might result in an underestimation of the amount of
low-level jets that occur offshore. Still, the frequent occurrence of low-level jets (which
is possible higher than found in this study) serves as a second argument to assess the
impact of low-level jets on offshore wind turbine performance.

It has been the aim of this study to also assess the cause of low-level jets offshore,
however it is concluded that the available data are too limited for strong conclusions in
this respect. It is found that, for the site considered, there is an increased chance for the
occurrence of a low-level jet in summer and for stable atmospheric stratification. Be-
sides, the majority of low-level jets occur when the wind direction corresponds to either
prevailing or to the shortest fetch wind-directions (i.e., respectively south-westerly or
easterly in this study). Combined, there are indications that a variety of physical pro-
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cesses result in the development of low-level jets offshore. These processes include syn-
optic scale baroclinicity and possibly the presence of frontal systems, surface character-
istics at the coast and the horizontal extent of low-level jets that are formed onshore due
to the inertial oscillation.

A distinct long lasting low-level jet is detected in the dataset, which has been studied
in more detail. This specific jet shows indications of inertial oscillations (i.e., strong sta-
ble conditions and wind veer close to the surface), but it is not accelerating in time. In
contrary, the wind speed at higher altitudes above the jet rapidly diminishes at the onset
of the jet. It is expected, in absence of frontal systems, that this jet is caused by baro-
clinicity, although it is emphasized that this is merely a hypothesis in absence of more
elaborate data.

Based on the results presented in this chapter it is recommended not only to further
study the occurrence and characteristics of low-level jets in the far offshore environment
from a meteorological point of view, but also assess in more detail the impact of low-level
jet on wind turbine performance. It is expected that the distinct shear characteristics
influence both power production and fatigue loads experienced by a turbine. The impact
of low-level jets on wind turbine performance will be further studied in Chapter 6



WIND TURBINE FATIGUE LOADS AS
A FUNCTION OF ATMOSPHERIC
CONDITIONS

What we usually consider as impossible are simply engineering problems;
There’s no law of physics preventing them.

Michio Kaku

Wind turbines are designed to withstand forces that are exerted on turbine components
for at least 20 to 25 years, and the extreme forces that may occur once every 50 years.
Part of these forces originate from dynamic atmospheric conditions, which results in non-
constant bending moments and subsequent fatigue loads that eventually will lead in com-
ponent malfunctioning or break down. A correct prescription of wind conditions in wind
turbine fatigue load assessment is thus of importance to ensure the design of a sufficiently
strong wind turbine without over-dimensioning of individual components.

It is common procedure in fatigue load assessment to separately define a turbulent wind
field that is superimposed onto a mean flow that contains wind shear. Turbulence and
wind shear are usually defined as a function of hub height wind speed, neglecting atmo-
spheric stability. In this chapter it is assessed if atmospheric conditions can be imple-
mented in fatigue load assessment in a physically correct way. Due to the added com-
plexity of prescribed atmospheric conditions, it is possible that computational expenses
increase. As such it will also be explored if it is possible to implement atmospheric condi-
tions in a computational efficient way.

Parts of this chapter are published as: Holtslag, M. C., Bierbooms, W. A. A. M. & van Bussel, G. J. W. (2014),
"Definition of the equivalent atmospheric stability for wind turbine fatigue load assessment’, Journal of Physics:
Conference series, 524 012110 and as: Holtslag, M. C., Bierbooms, W. A. A. M. & van Bussel, G. J. W. (2016), 'Wind
turbine fatigue loads as a function of atmospheric conditions offshore’, Wind Energy doi: 10.1002/we.1959.
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5.1. INTRODUCTION

Wind turbine fatigue loads originate from variations in bending moments in time expe-
rienced by wind turbine components. In previous decades fatigue loads and the proper
setup of load simulations in wind turbine design has been an important research topic
since one does not want turbine components to malfunction or even break down, but
one also does not want to over-dimension wind turbine components. The most simpli-
fied situation where a wind turbine experiences periodic loads is in a stationary atmo-
sphere with wind shear. Similarly, one could also consider non-stationary conditions
without wind shear. In either way, although such conditions are not representative to
reality, it does provide fundamental insight in the impact of wind shear and turbulence
separately on the fatigue loads experienced by specific wind turbine components. To
no surprise such simplified conditions have been considered in literature. Sathe & Bier-
booms (2007) for example assessed the importance of changing wind profiles as a func-
tion of atmospheric stability for stationary conditions, and found fatigue loads experi-
enced by the blade root increase significantly if (very) stable conditions occur frequently
at the site of interest. To study the impact of turbulence on wind turbine fatigue loads
one first has to carefully consider how to incorporate turbulent conditions in fatigue load
simulations. For a given hub height wind speed a range of turbulence intensities might
occur, and for each combinations of hub height wind speed and turbulence intensity
that is expected to occur at the site of interest one should in principle perform a fatigue
load simulation. It is shown in Hansen & Larsen (2005) that if the standard deviation of
the wind o, is log-normally distributed, one could define an equivalent turbulence (or
more precise, an equivalent standard deviation of the wind, o4) for which one will ob-
tain the same fatigue load as if one would combine load simulations of all o,-values that
occur weighted by the log-normal distribution. This conveniently reduces the amount of
simulations required to assess the impact of turbulence on fatigue loads experience by a
wind turbine. Besides, various studies have shown the non-Gaussianity of velocity incre-
ments (i.e. the difference in wind speed between two observations with a given timelag,
see for example Gontier et al. (2007), Morales et al. (2011), Miicke et al. (2011)), which is
typically neglected when turbulent conditions are prescribed for load simulations.

It would of course be more accurate to perform load simulations in which both wind
shear and turbulence conditions are prescribed simultaneously. Dimitrov et al. (2014)
used an empirical approach to conditionalise the power law wind shear profile to tur-
bulence intensity, and found that the blade root flapwise loads are most influenced by
wind shear. Besides, the effect of wind shear on extreme loads was found to be negligible.
Sathe et al. (2013) performed a load simulation in which wind shear and turbulence were
a function of atmospheric stability, and found that blade and rotor loads were highest
for stable conditions while tower base loads were highest for unstable conditions. Both
studies used the standard approach to use a stochastic model to create a 3-dimensional
turbulent wind field that can be superimposed onto the mean wind conditions (i.e. wind
shear). In contrary, one could also consider a Large-Eddy-Simulation (LES) numerical
model to create a wind field. The advantage of a LES model, though being much more
time consuming, is that the Navier-Stokes equations are solved and boundary layer char-
acteristics are preserved in the wind field. Clearly such LES based wind fields are much
more realistic than purely stochastic based wind fields. In a comparison Sim et al. (2010)
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showed that for a neutral atmosphere the characteristics of blade root flapwise loads
were similar, while spectral characteristics of tower base loads differed, depending on
using either LES-based or stochastic-based inflow conditions. For a stable stratification
it was shown with LES-based inflow conditions that blade root flapwise loads increase,
and tower base loads decrease, when atmospheric conditions change from neutral to
stable (Sim et al. 2009).

The use of LES models to define inflow conditions for wind turbine load simulations
is promising but not considered in this thesis. Instead the importance of atmospheric
stability on fatigue loads of specific wind turbine components is assessed in a more con-
ventional way with stochastic wind fields. It is recognised however that in most studies
where atmospheric stability is considered, stability is categorized into distinct classes.
Examples found in literature show differences in the amount of stability classes adopted,
for example Hansen et al. (2014) considered 3 stability classes, van Wijk et al. (1990)
considered 5 stability classes and Pena et al. (2010a) considered 7 stability classes. A
recurring problem is that any physical based argument for these exact boundaries of
the adopted stability classes is missing. Atmospheric stability in terms of the Obukhov
length L (Monin & Obukhov 1954) is in fact a continuous parameter which can range
from -oco to +00, and in various studies (for example Sathe et al. (2013)) extreme stable (0
< L < 10) and extreme unstable (-50 < L < 0) conditions are neglected. As such one might
question if adopting a specific distinct classification system for atmospheric stability is
beneficial for wind energy purposes, besides giving general insight in the performance
of a wind turbine for stable, neutral and unstable atmospheric conditions.

Although there is a fundamental flaw in how guidelines approach the description of
the atmosphere, one has to acknowledge the practicality of reducing complexity when
defining atmospheric conditions. In scope of the number of load cases that have to
be addressed in wind turbine design (IEC 2005), adding more complexity (and thereby
probably adding more required simulations) for each load case can quickly result in a
significant computational burden. In terms of the classification system for atmospheric
stability discussed previously, it can easily be shown that incorporating stability with 7
classes causes an increase in computation demand by a factor 7. Adding such a com-
putational burden to industry standards can only be justified if there is a significant im-
provement in the accuracy of lifetime fatigue load estimations compared to simplifying
the atmosphere.

In this chapter the dependence of fatigue loads of three turbine components (blade
root, rotor and tower base) are considered for two directions per component (i.e. flap-
wise and edgewise or for-aft and side-side). Before load simulations are carried out a
methodology is proposed how to prescribe atmospheric conditions based on relations
presented in Chapter 2. Next, the impact of atmospheric stability on fatigue loads is de-
termined. A comparison with guidelines is carried out to assess if following guidelines
results in either an underestimation or overestimation of lifetime fatigue loads.

5.2. SIMULATION CONDITIONS

Due to the nature of this research simulation aspects are elaborated on before specific
atmospheric conditions applied in the simulations are discussed in detail in Section 5.3.
Wind turbine fatigue loads at three specific locations of the wind turbine are assessed.
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Figure 5.1: Coordinate system used in this research for the blades (left, subscript B), rotor (upper right, sub-
script R) and tower (lower right, subscript T). The bending moments around all three axes are shown as well.

The corresponding coordinate systems are shown in Figure 5.1, where for the blade root
and rotor a rotating reference frame is considered. The blade root flapwise and edg-
wise loads correspond to respectively the bending moments M,,g and My g assuming
the blades are not pitched. Once the blades are pitched both M), g and My, g contribute
to the flapwise as well as the edgewise loads, and the relative importance of each bend-
ing moment depends on the pitch angle. The rotor out of plane loads correspond to
My r and M, g, depending on the position of the coordinate system (i.e., rotor azimuth
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Table 5.1: Overview of primary characteristics of the NREL 5MW machine.

Rated power 5.0 MW
Number of blades 3
Rotor diameter 126 m
Hub height 90 m
Cut-in wind speed 3ms!
Rated Wind speed 11.6ms™!
Cut-Out wind speed 25ms~!
Control Variable speed, collective pitch

angle), while the rotor in plane loads correspond to M, . For the tower loads a simple
fixed coordinate system is used, and the fore-aft loads thus only correspond to My, 1, and
the side-side loads are caused by My, r.

The simulations are carried out for the 5 MW NREL reference turbine frequently used
in research (Jonkman et al. 2009), with main characteristics being summarized in Ta-
ble 5.1. Although waves cause fatigue as well, the scope of this chapter is purely on the
influence of offshore atmospheric conditions on wind turbine fatigue loads. Hydrody-
namic loads are thus not included in any of the simulations to keep the results as clear as
possible. As such not the complete IEC standard for offshore conditions is considered,
but only the sections that describe atmospheric conditions. The wind turbine tower be-
low sea level is modelled as a monopile structure with constant diameter and the water
depth equals 20 m. All simulations are carried out with the wind turbine design software
Bladed version 3.85, and fatigue load simulations are carried out for typical operating
wind speeds ranging from 4 to 25 m s~! with a 1 m s~! interval. To reduce problems with
spin-up during which the wind turbine has to adjust to the ambient conditions, the sim-
ulations are run for 630 seconds from which the last 600 seconds are used for the load
calculations. Besides, simulations are carried out in such a way that they are represen-
tative for regular operating conditions similar to IEC design load case 1.2 without sub-
optimal turbine functioning (yaw misalignment, shut down or faults) or non-standard
atmospheric conditions (extreme gusts or extreme shear). At all times simulations are
carried out for a given prescribed mean hub height wind speed U}, and for each hub
height wind speed 6 turbulence seeds are considered to reduce statistical uncertainty in
agreement with IEC standards IEC (2005).

Lifetime fatigue loads are considered in terms of the lifetime equivalent load, which
can be calculated as

ﬁauz o0
Fro-tor = f fFEQ(ﬁhr{h)P(ﬁh;(h)d(hdﬁh (5.1)

ﬁin

Here Fgg-ror is the total lifetime equivalent load, Fg( is the equivalent load for a given
hub height wind speed U}, and stability {,, and P (l_]h, ¢ h) is the joint probability of hub

height wind speed and stability. The stability parameter {;, equals z; /L where zj, is the
hub height of the wind turbine and L is the Obukhov length defined in Chapter 2. The
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Table 5.2: Overview of case specifications for the fatigue load assessment. The number of simulations corre-
sponds to the amount of simulations required for each wind turbine component as elaborated upon in Section

5.3.

Case number Case 1 Case 2 Case 3
Atmosphere IEC standards stability dependent stability dependent
Wind speed bins 22 22 22
Stability classes - 7 34
Turbulence Seeds 6 6 6

Nr. of Simulations 132 924 4488

equivalent load Fgq is calculated similar as shown in Veldkamp (2006)

ZFlmnl )1/m
_ (5.2)

with ngq is the number of equivalent cycles, taken as 107, F; and n; are the fatigue load
ranges and fatigue cycles and m is the Wohler exponent. The fatigue load and fatigue
cycles are obtained from a rainflow counting algorithm in Bladed. Since the 5 MW NREL
turbine is a hypothetical reference turbine, there are no S-N curves available to obtain m
for specific turbine components. As such Veldkamp (2006) is followed and m is assumed
to be respectively 4, 8 and 12 for the tower, the hub and the blades. This corresponds to
welded steel for the tower, cast iron for the hub and glass fibre for the blades.

To assess the impact of including a physical based representation of the atmosphere
in wind turbine design, three separate cases are defined for which all load simulations
are carried out (see Table 5.2 for a summary). These cases differ only in terms of pre-
scribed environmental atmospheric conditions while turbine characteristics are kept
constant. The first simulation case follows the IEC standards version 61400-3 for off-
shore conditions as closely as possible. A thorough explanation of the exact relations
used is presented in Section 5.3. With the considered wind speeds and turbulence seeds,
one needs to carry out 132 simulations. The second case follows the traditional way of as-
sessing the impact of atmospheric stability on wind turbine performance with arbitrary
distinct stability classes. The classification system of Pena et al. (2010b) with seven sta-
bility classes is adopted, and for each stability class one characteristic stability condition
is considered for which simulations are carried out. As such, the second case requires
seven times more simulations (924). The stability class boundaries and the representa-
tive stability for each class is shown in Table 5.3, where the representative stability L for
each stability class equals the mean of the corresponding class boundaries. The third
case aims to approach the distribution of atmospheric stability as closely as possible.
In practice it is an extension of case two, but with a significant increase in the amount
of stability classes. To keep the computational time required for all simulations man-
ageable, the continuous distribution of stability is approximated by 34 separate classes,
which increases the amount of required simulations to 4488.

The observation data used in this chapter is the same as used in Chapter 2. It is found
that the majority of observations have a stability within the range L < -9 and L = 18 (this
covers at least 90% of all observations for a given hub height wind speed). As such L= -9
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Table 5.3: Stability classification for simulation case 2, taken from Pena et al. (2010a). The stability class abbre-
viations correspond to those used in Chapter 3 Table 3.1.

Stability class ~ Stability regime (L)  Stability regime ({;) Characteristic L

VU -100 < L< -50 -1.8<{,<-09 L=-75
U -200 < L<-100 -09<{;=<-045 L=-150
NNU -500 < L < -200 -0.45< (), =-0.18 L=-350
N [IL] = 500 -0.18<({, <0.18 L=0c0
NNS 200 < L< 500 0.18<{}, <0.45 L=350
S 50 < L <200 045<({p<1.8 L=125
VS 10<L<50 1.8<{p <9 L=30

and L= 18 are in this research considered the most unstable and stable conditions in the
simulations. As will be shown later, conditions within the range L < -18 and L = 30 cause
by far most of the fatigue loads, thus those conditions that are not included specifically
should not influence the outcome of the results significantly. The 34 classes are defined
in terms of {3, ranging from -10 to 5, with a stability class size of 1, and increased density
of classes between -1 =< {;, < 1 where a class size of 0.1 is adopted. This increased density
is adopted since for near neutral conditions atmospheric conditions change rapidly with
only a slight change in atmospheric stability.

5.3. PRESCRIBING ATMOSPHERIC CONDITIONS

The atmospheric conditions that are of most importance for the lifetime fatigue loads
for non-extreme conditions are wind shear and turbulence, where turbulence is char-
acterized in terms of the turbulence intensity, the turbulence spectrum and the turbu-
lence coherence. The atmosphere is defined following the IEC standards for simulations
of case 1, and based on the framework defined in Chapter 2 for simulations of case 2
and 3. For case 1 wind shear and turbulence intensities are defined according to IEC
(2009), and the turbulence spectra according to IEC (2005). The observation data shown
in the following sections frequently include observations at 85 m height, which differs
from the hub height of the 5 MW NREL wind turbine. Since only at 85 m height sonic
anemometers are installed in the meteorological mast this is the only height at which
three dimensional turbulence characterises are observed (i.e. including the lateral and
vertical characteristics).

5.3.1. WIND SHEAR

For wind shear it is common procedure to use either a power law (used for case 1) or a
logarithmic shear profile (used for case 2 and 3), which can be written as

Ul(2) z ¢

M (5.3)
Up Zh

U(z) _ Inlz/z] - ¥I[(] 5.4)

U, Inlzp/zo) =¥




84 5. WIND TURBINE FATIGUE LOADS AS A FUNCTION OF ATMOSPHERIC CONDITIONS

to define the wind speed at a given height as a function of a reference wind speed. Here
zp, is a reference height (here the hub height), a is the power of the power law (here 0.14)
and zp and the W-functions validated in Chapter 2 are used (Equations 2.11 and 2.12).

5.3.2. TURBULENCE INTENSITY

The turbulence intensity is determined at the hub height. For the turbulence intensity,
the IEC offshore standards propose that the standard deviation of the wind o is a func-
tion of the surface roughness and wind speed, and the lateral and vertical turbulence
intensity equal respectively 0.7 and 0.5 times the longitudinal turbulence intensity. The
turbulence intensity proposed by the IEC corresponds approximately to the 90% per-
centile of o grouped to wind speed (Tiirk & Emeis 2010). This corresponds to the fol-
lowing equations

I
= 41842 (5.5)
In(zy,/zo) Uy,
TI,=0.7TI, (5.6)
TI,=05TI, (5.7)

Here I,¢ is the reference turbulence intensity, which equals the mean turbulence inten-
sity observed at a wind speed of 15 m s71 (here found to be 5.66% for the site considered)
and the subscripts x, y and z denote the longitudinal, lateral and vertical direction.

For the simulation cases that incorporate atmospheric stability, the concept of the
equivalent turbulence (Veldkamp 2006) is considered. Application of this concept is only
valid if the standard deviation of the wind is log-normally distributed for a given subset of
observations considered. Hansen & Larsen (2005) show that for a given hub height wind
speed o is approximately log-normally distributed, and as such one can use the equiva-
lent turbulence in fatigue load simulations if atmospheric conditions are grouped based
on the mean observed hub height wind speed. In this research however fatigue simu-
lations are executed as a function of hub height wind speed and atmospheric stability,
hence it is questioned if o for a given combination of U}, and L is also log-normally
distributed.

One can easily assess if a variable is normal distributed with a normal plot, where an
ordered variable follows a straight line if the variable is normal distributed. Since o is
expected to follow a log-normal distribution, In(o ) is expected to be normal distributed.
The stability classification system used for case 2 is considered to group o for similar
wind speeds and stability to maintain sufficient observations for each group of observa-
tions. The normal distribution of In(o ) is assessed with a normal plot. The assessment
is shown for four specific wind speeds (6, 10, 14 and 18 m s71), and results are shown
in Figure 5.2. It can be seen that for most wind speeds and stability classes considered,
In(o ) more or less follows a straight line on the normal plot thus o is approximately
log-normally distributed. Exceptions can be seen primarily for stable conditions where
curvatures are found. One might argue that it is therefore inappropriate to consider an
equivalent turbulence for stable conditions, however as will be shown stable conditions
do not prevail for the site considered. Besides, as was shown in Chapter 2 theoretic re-
lations used to describe wind shear, second order moments and turbulence spectra are
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Figure 5.2: Normal distribution of In(o x) grouped on stability (see legend) and wind speed for a wind speed of
6,10, 14 and 18 m s~ ! for respectively the upper left, upper right, lower left and lower right panel. The markers
and lines are shifted horizontally to achieve better spacing for visibility reasons.

simplified compared to the significant scatter observed. The simplification to assume
a log-normal distribution of o is therefore assumed to be acceptable in consideration
of representing the stable atmospheric conditions with Monin-Obukhov theory. Com-
bined it is worthy to recognise that the simulated fatigue loads for stable conditions will
be uncertain and results might deviate from reality due to the simplified representation
of the stable atmosphere.

The equivalent turbulence can be calculated as follows. For alog-normally distributed
variable x, the log-normal distribution parameters M and S are a function of the mean u
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and standard deviation o of x as

In(x) —
F(x)= ( ) (5.8)
=1 (5.9)
n(m)
(5.10)

Here @ is the cumulative distribution function of the standard normal distribution and
F is the cumulative distribution function of x. Hence if one knows o is log-normally
distributed, and the mean and standard deviation of o, are known, the distribution pa-
rameters M and S are easily calculated. The equivalent turbulence is a function of these
distribution parameters (Veldkamp 2006)

oEQ = exp (M +0.5mS?) (5.11)

This can be written with aid of the shown definitions of M and S as
0.5m—0.5

2
0EQ = Mo (1+—‘2’) (5.12)
Ho
In Chapter 2 y, (i.e. the mean of the standard deviation of the wind) has been defined
with Equations 2.38 and 2.39. Here it is explored if o (i.e. the standard deviation of the
standard deviation of the wind) has a similar dependence on stability as y,. Both s
and o, are shown in Figure 5.3, where the non-dimensional standard deviation of the
longitudinal wind component is shown as a function of 85/L, where 85 coincides with
the height of the observations of o,. Results for the lateral and vertical wind component
are in fact found to be similar. It can be seen that in general both the mean and standard
deviation of o, have a similar dependence on stability for all unstable conditions, and
for stable conditions for 85/L < 1. It is therefore assumed that the following relation
holds between the mean and standard deviation of o

Oy =€lUgy (5.13)

Where € is a constant of approximately 0.2 to 0.25 (found to be 0.23, 0.25 and 0.20 for
the longitudinal, lateral and vertical wind components). This conveniently simplifies

Equation 5.12 as
Z)O.Sm—O.S

OpQ=Ho(1+€ (5.14)

Do note that for strong stable conditions o g is underestimated based on Figure 5.3. In-

corporating Equations 2.38 and 2.39 and the diabatic surface layer wind profile provides
an equation for the equivalent turbulence intensity

Ak (1-Bp'®
T <O = e e —w g 6
Axx (1+ Cx(h)_llz

_ 2
TLe G >0 = In(zp/z9) — ¥ [(}] [ex+1

]O.Sm—O.E (5.15)

]0.5m—0.5

(5.16)
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Figure 5.3: Mean and standard deviation of the non-dimensional second order moments of the longitudinal
wind component for unstable (left) and stable (right) conditions.

which is used to prescribe the turbulence intensity for simulation cases 2 and 3. For
the turbulence intensity of the lateral and vertical wind component only the constants
Ay, By, Cy and €, change, the remainder of Equations 5.15 and 5.16 is kept constant.
With Equations 5.15 and 5.16 it is assumed that the turbulence intensity is constant with
height (i.e. a function of hub height, but constant across the rotor disc), which in prac-
tice is not true, however the simulation environment used does not allow for prescribing
the turbulence intensity as a function of height. Also, because the turbulence intensity
is a function of m, and m differs for the three turbine components considered, simula-
tions cases 2 and 3 mentioned in Table 5.2 require additional simulations for each wind
turbine component considered. As such, whereas the 132 simulations of case 1 suffice
for all three wind turbine components, for case 2 and 3 respectively 2772 and 13464 sim-
ulations are needed to cover the three wind components.

5.3.3. TURBULENCE SPECTRUM

For the turbulence spectrum the three dimensional Kaimal spectrum (Kaimal et al. 1972)
is considered, which is one of the suggested spectra of the IEC standards. The general
form for the spectrum is given as (IEC 2005)

fo (f) — 4fo/ﬁh (5.17)

2 — 15/3
0% [1+6fo/Uh

where Ly is a turbulent length scale. The IEC standards propose that the turbulent length
scale above 60 m height equals respectively 340.2, 113.4 and 27.7 m for the longitudinal,
lateral and vertical direction. This notation differs from the notation used in Chapter 2,
in which the scaling frequency fj is considered. After rewriting to confirm to the notation
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Figure 5.4: Weibull distribution (upper left panel), stability class distribution (upper right panel) and the joint
probability distribution of wind speed and stability (lower panel).

of the Kaimal spectrum as shown in Equation 5.17, L, is a function of stability as

Ly(L<0)=0.041—— 1 (5.18)
Dx[l_Ex(h]
Zn
Le(L>0)=0.041—2 5.19
x ( ) Det Fuly (5.19)

where the constants Dy, Ey and Fy are found in Chapter 2.

5.3.4. PROBABILITY DISTRIBUTIONS
As shown in Equation 5.1, the lifetime fatigue loads depend on the joint probability dis-
tribution of wind speed and stability, which is given by

P(ﬁh,ih) = P(ﬁh)P((Mﬁ) (5.20)
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Figure 5.5: Probability density function of stability (85/L) for specific wind speeds (left panel) and the distri-
bution parameters as a function of wind speed (right panel). The distributions on the left side for 10 and 14 m
s~ ! are shifted vertically by a factor 10 and 100 respectively for clarity reasons.

where P(U},) is the distribution of the hub height wind speed and P({}, I77) is the distribu-
tion of stability conditionalized by hub height wind speed. If stability is neglected as is
done for case 1, one does not consider the probability distribution of stability and hence
the distribution of P(U},) suffices. Based on the observation data presented in Chapter
2 it is found that the Weibull distribution at a height of 85 m has a scale parameter of
10.52 and a shape parameter of 2.18. For case 2 the joint probability distribution equals
the multiplication of the probability distribution of the wind speed and the relative oc-
currence of each stability class. Figure 5.4 shows in the upper panels the distribution
of the wind speed and the occurrence of stability conditions, which are used to deter-
mine P(U}, () for case 1 and 2. For case 3 the joint probability distribution of stability
equals the multiplication of the previously determined Weibull distribution P(U},) and
the probability distribution of stability conditionalized by wind speed P({|7;) which has
to be determined from observations. In recent work Kelly & Gryning (2010) modelled the
distribution of L by separating the distribution into two tails, one for stable conditions
and one for unstable conditions with distinct different characteristics. By definition their
model has a peak in the PDF of L at neutral conditions. Although this is appropriate for
various observation datasets (as shown in their validation), it is recognised that in this
study the conditionalized distribution of L does not necessarily have a maximum in the
distribution at neutral stratification. This is also found from observation data (see Figure
5.5), where the probability distributions shown in the left panel indeed do not necessar-
ily have a maximum for 85/L = 0. The observed distributions do follow a Gaussian distri-
bution reasonably well, although for moderate to high wind speeds there are insufficient
observations to properly assess the behaviour of the stability distribution for moderate
to strong stable and unstable conditions. Despite this uncertainty it is assumed P ((}, Iz
is Gaussian distributed for all wind speeds, and the distribution parameters as a function
of wind speed are shown in the right panel of Figure 5.5. It is found, as expected, that the




90 5. WIND TURBINE FATIGUE LOADS AS A FUNCTION OF ATMOSPHERIC CONDITIONS

mean stability converges to neutral conditions for moderate to high wind speeds. Be-
sides, for low wind speeds the variance of stability increases, and moderate to strong
stable and unstable conditions occur more frequently for low wind speeds. Multipli-
cation of the Weibull distribution with the modelled Gaussian distribution of P({ nlg)
results in the required joint probability distribution of stability and wind speed for case
3, shown in the lower panel of Figure 5.4.

Comparing the stability class distribution and the joint probability distribution of
stability and wind speed, note that adopting the stability classification of Table 5.3 results
in the classification of many stable and very stable conditions for wind speeds ranging
from 1 to 10 m s~!. In contrary, the joint probability distribution shows there are pre-
dominantly unstable conditions for these wind speeds. This difference is caused by the
choice of class boundaries in Table 5.3, and conditions with -50 < L < 0 are neglected
in the classification. It can be seen that such conditions (which equal {; < -1.8) in fact
occur very frequently. It is expected that neglecting these unstable conditions in the
classification system of simulation case 2 will have a significant impact on the simulated
lifetime fatigue loads.

5.4. FATIGUE LOAD ASSESSMENT

To understand the importance of the dynamic coupling of wind shear and turbulence for
fatigue load assessment, first the dependence of the fatigue load of various turbine parts
on atmospheric stability is assessed. As will be shown in Section 5.4.1, the fatigue load
of the various turbine components depend differently on atmospheric stability since
the sensitivity of these components to respectively wind shear and turbulence differs.
Next the bending moment spectra of the specific turbine components considered in this
study are shown in Section 5.4.2 to assess if the variation of the bending moments oc-
cur primarily at multiples of the rotational frequency, at eigenfrequencies of the turbine
components or at other frequencies. Since fatigue is caused by varying loads, the spec-
tra can be used to reason if wind shear or turbulence is expected to cause the majority of
turbine fatigue loads (although clearly the spectra cannot be substituted for fatigue loads
directly, it serves as an indication). In Section 5.4.3 lifetime fatigue loads are compared
for the three cases specified earlier, and a methodology is proposed how to incorporate
stability in fatigue load assessment in a computational efficient way.

5.4.1. SENSITIVITY OF FATIGUE LOADS TO ATMOSPHERIC STABILITY

The results of case 3, including the continuous distribution of stability, are used for the
sensitivity analyses to consider as much stability conditions as possible. Only the equiv-
alent loads of the blade root flapwise, the rotor out of plane and tower base fore-aft bend-
ing moment are shown in detail since the remaining loads are predominantly caused by
gravitational forces and turbulence. The coupling between wind shear and turbulence
is thus far less relevant for the loads not shown in detail in this section. Figure 5.6 shows
in the left panels the equivalent load as a function of hub height wind speed and at-
mospheric stability for the blade root, the rotor and the tower base. The right panels
show the equivalent load multiplied with the joint probability distribution of hub height
wind speed and atmospheric stability, indicating which combination of hub height wind
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speed and atmospheric stability contributes most to the lifetime fatigue loads of the spe-
cific wind turbine components.

For the blade root flapwise equivalent load it is found that the highest loads occur
for a combination of very strong wind speeds and strong unstable conditions. There is
a clear tendency that for a given atmospheric stability the blade root equivalent load
increases with increasing wind speed. The effect of atmospheric stability however is
less straight forward, and for a given hub height wind speed there is typically a min-
imum in the blade root equivalent load for near neutral conditions. When the atmo-
sphere changes from neutral to unstable conditions the equivalent loads increase. For
a changing atmosphere from neutral to stable conditions a similar result is found (see
mainly for the contour of 2600 kNm), though for low wind speeds the increase in equiv-
alent load is limited. Note as well that for very strong stable conditions (where {j > 3)
equivalent loads actually decrease with increasing stability (this is best seen for Uy, > 20
m s!). The included contour line of 2600 kNm also shows that the blade root equiv-
alent loads obtained for strong unstable conditions (with {j; = -10) and Up=12ms™!
are equal to the equivalent loads experienced for stable conditions (with {; = 5) and a
hub height wind speed of 21 m s™! . This serves as an indication of the substantial influ-
ence of atmospheric stability on the equivalent loads experienced by the blade root, at
least in flapwise direction. After multiplication of the equivalent load distribution with
the joint probability distribution of wind speed and atmospheric stability it is found that
those situations that result in the highest equivalent load hardly contribute to the life-
time equivalent loads experience at the blade root since such conditions do not occur
frequently. Instead, those conditions that occur frequently (near neutral conditions with
10 < Uy, < 15) contribute most to the lifetime equivalent loads. This is also shown by the
similarity between the lower panel of Figure 5.4 and the upper right panel of Figure 5.6.
It is expected based on these results that both wind shear and turbulence are significant
for the blade root flapwise loads, since the equivalent loads tend to increase if the at-
mosphere changes from neutral to stable (here wind shear increases) and the equivalent
loads also increase if the atmosphere changes from neutral to unstable (here turbulence
levels increase).

For the rotor out of plane equivalent loads it is found, similarly as for the blade root
flapwise loads, that highest loads occur for high wind speeds in combination with very
strong unstable conditions, and the rotor loads also increase with increasing hub height
wind speeds. It is also found that for a given hub height wind speed a minimum equiv-
alent load is found for near neutral conditions, and loads increase if the atmosphere
becomes either unstable or stable stratified. This increase in rotor equivalent loads for
increasing stability is also found for low wind speeds (i.e. see the contour of 800 kNm),
and it is found again that if the atmosphere becomes very stable stratified with {7, > 3
equivalent loads decrease with increasing stability, though the decrease is minimal. Af-
ter multiplication of the rotor equivalent loads with P(U}, () similar results are found as
where shown for the blade root loads, and those conditions that occur most frequently
also contribute most to the lifetime loads. For the rotor loads however there is a slight
increase in the contribution of stable conditions to the lifetime equivalent loads com-
pared to the blade root loads. Based on these results there clearly is similarity between
the dependence of blade root and rotor loads on atmospheric stability and hub height




92 5. WIND TURBINE FATIGUE LOADS AS A FUNCTION OF ATMOSPHERIC CONDITIONS

6500kNm

5200

3900

2600

1300

4000kNm

3200

2400

1600

3500kNm

2800

2100

1400

5 10 15 20 25
U, Ims’]

e

U [ms’]

35kNm

15kNm

15kNm

Figure 5.6: Equivalent load of the blade root (upper panels), rotor (middle panels) and tower base (lower
panels) as a function of hub height wind speed and atmospheric stability (left panels, Fgg) and the same
equivalent load multiplied with the joint probability distribution of wind speed and stability (right panels,

FeQPWUp, ().



5.4. FATIGUE LOAD ASSESSMENT 93

wind speed.

The tower fore-aft equivalent loads show a similar dependence on hub height wind
speed, and an increase in hub height wind speed tends to result in higher tower loads.
It is also found in agreement with the previous results that for a given hub height wind
speed the highest tower loads occur when the atmosphere is very unstable stratified,
however the lowest loads do not occur for neutral conditions but for stable conditions.
The decrease in loads is in fact so substantial that similar loads occur for strong unsta-
ble ({;, = -10) and stable ({};, = 5) conditions at hub height winds speeds of respectively
7 and 24 m s~ !. Based on this severe decrease in tower loads for increasing stable strat-
ifications, and recognizing that for stable conditions wind shear increases substantially,
it is concluded that wind shear has little impact on tower loads. This is in line with the
hypothesis of Sathe et al. (2013), which states wind shear does not cause a dynamic mo-
ment at the tower base. Incorporating the joint probability distribution of wind speed
and stability shows similar results as found for the blade root and rotor loads with the
exception that stable conditions with {j > 1 hardly contribute to the lifetime tower base
equivalent loads.

Overall it is found that highest loads for all turbine components considered occur
for strong wind speeds and very unstable conditions, however, since such conditions
hardly ever occur the relative contribution of these conditions to the lifetime fatigue
loads is limited. Wind shear is expected to be important for the blade root and rotor
loads, whereas turbulence is expected to be important for all three components consid-
ered, seeing that for all three components loads increase substantially if the atmosphere
changes from neutral to unstable stratification. The site specific joint probability dis-
tribution of wind speed and stability has a significant impact on the estimated lifetime
equivalent loads, and if one would consider a different site with more stable conditions
results would likely also differ substantially. Results are in line with those presented in
Sathe et al. (2013), who found qualitatively similar results using other turbulence and
wind shear models. During resource assessment it is thus of importance that an accu-
rate joint probability distribution of wind speed and atmospheric stability is obtained to
estimate the lifetime loads experienced by various wind turbine components.

5.4.2. SPECTRAL ANALYSES OF BENDING MOMENTS

With the previous assessment it is clear for which conditions, in terms of hub height
wind speed and atmospheric stability, highest equivalent loads occur for various com-
ponents, and which conditions contribute most to the lifetime equivalent loads expe-
rienced by these turbine components. Previous results can be considered an indirect
indication of the importance of wind shear and turbulence for the loads of these com-
ponents, however, more insight can be obtained with spectral analyses of the bending
moments experienced by the turbine components. Despite the fact that the spectra of
the bending moments do not translate directly into equivalent loads, fatigue is caused
by variation of the bending moment, and changes in the spectra can be used as an in-
dication which physical processes (i.e. shear or turbulence) contribute to the fatigue of
turbine components. An overview of relevant frequencies is shown in Table 5.4. In the
following analyses the same three components are considered as previously discussed,
and spectral analyses are carried out for a hub height wind speed of 7 m s™! with an
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Figure 5.7: Spectra of the blade root flapwise bending moment (upper panel), the rotor out of plane bending
moment (middle panel) and tower fore-aft bending moment (lower panel) determined for a hub height wind
speed of 7 ms™!. Stable corresponds to {}, = 2, unstable to {}, = -5.
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Table 5.4: Rotational frequencies and eigenfrequencies of the turbine for Uy, = 7 m s7L

Period/frequency type Frequency [Hz]
1P rotational frequency 0.13
2P rotational frequency 0.26
3P rotational frequency 0.40
First flapwise blade eigenfrequency 1.10
Second flapwise blade eigenfrequency 4.07
First fore-aft tower eigenfrequency 0.28
Second fore-aft tower eigenfrequency 1.88

atmospheric stability of {j, = 2 for stable conditions and {j, = -5 for unstable conditions.

The following reasoning is considered for the interpretation of the turbulence spec-
tra. It is expected that spectral peaks will be found at rotational frequencies (1P in a rota-
tional frame, 3P in a fixed frame) as well as at eigenfrequencies of turbine components.
If only the turbulence intensity is changed, it is expected that as a result the spectra of
the bending moment will shift upward (for increasing turbulence levels) or downward
(for decreasing turbulence levels), since turbulence acts on all frequencies. A change in
wind shear however not necessarily influences the spectrum considered. If wind shear
is of importance for the bending moment considered, than an increase in wind shear
and decrease in turbulence levels (thus from unstable to stable conditions) will cause
the spectral peak at rotational frequencies to become narrow and sharp defined. For
such conditions the majority of variation in the bending moment occurs at the exact ro-
tational frequency where a peak is observed. If however wind shear is not of importance
for the component consider, then the variation in the bending moment will occur at all
frequencies, not only at the rotational frequencies. This is expected to be valid even if
there is high wind shear and little turbulence. The spectra can thus be used to make
an interpretation of the importance of wind shear for the components considered. The
turbulence spectra obtained from the simulations are shown in Figure 5.7.

For the blade root flapwise bending moment the spectra of stable and unstable con-
ditions show distinct peaks at the 1P and 2P frequencies. The small peaks that occur at
higher frequencies in fact correspond to two eigenfrequencies of the blade. For the rotor
out of plane bending moment similar results are found, though the peaks at higher fre-
quencies are limited. For both components the 1P and 2P peaks differ in shape (width
and height) for the spectra corresponding to stable and unstable conditions. At the same
time the spectra obtained for the unstable atmosphere are shifted vertically since the tur-
bulence intensity increases for unstable conditions. The combined interpretation is that
the blade root flapwise bending moment and the rotor out of plane bending moment are
influenced substantially by both wind shear and turbulence.

The spectra of the tower fore-aft bending moment has a relatively broad peak at the
3P frequency. The majority of this 3P spectral peak does not differ substantially in shape
for the stable and unstable spectra, in contrast to the pronounced 1P and 2P peaks of the
blade root flapwise and rotor out of plane bending moments. There is however for stable
conditions a slight narrow peak at the exact 3P frequency. This distinct small peak might
be an indication of a minor shear effect, however the far majority of the tower fore-aft
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Figure 5.8: Relative lifetime equivalent loads of various wind turbine sections (left panel) based on the specified
cases, and the sensitivity of the lifetime fatigue loads to the distribution of stability.

bending moment spectra is simply a vertical shift, which is caused by a substantial in-
crease in turbulence intensity for unstable conditions. As such, while wind shear is of
importance for blade root and rotor loads, it does not appear to be of significant influ-
ence for tower loads. This corresponds to previous results, where it was found that tower
fore-aft equivalent loads significantly decrease if the atmosphere changes from unstable
to stable stratification. Since turbulence is of importance for the tower fore-aft loads,
it is surprising that there is no distinct peak visible at the first tower fore-aft eigenfre-
quency. In contrary, at approximately 1.1 Hz there is a spectral peak not related to any of
the multiples of the rotational frequency. In scope of the presented eigenfrequencies in
Table 5.4, it is unclear what causes the spectral peak specifically at 1.1 Hz, which should
be studied in future research. Still it is clear that turbulence is the driving cause of the
tower fore-aft loads.

The results obtained from the spectral analyses are in line with the preliminary inter-
pretation discussed before: all three wind turbine components are substantially influ-
enced by turbulence, but wind shear is only relevant for the blade root flapwise bending
moment and the rotor out of plane bending moment.

5.4.3. LIFETIME FATIGUE LOADS

The lifetime fatigue loads that a 5 MW NREL wind turbine would experience for the wind
speed and stability distribution is determined for the three specified cases. The left panel
of Figure 5.8 shows the relative lifetime fatigue loads of all components considered, and
the percentages are also shown in Table 5.5. The absolute numbers are not relevant since
a hypothetical wind turbine is considered, and fatigue loads are converted to equivalent
loads for comparison purposes. For each component the determined lifetime equiva-
lent load is normalised with those obtained in case 3. It is found that lifetime equiva-
lent loads of the blade root (both in flapwise and edgewise direction) are comparable
for case 1(IEC standards) and case 3 (continuous stability distribution). Using the dis-
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Table 5.5: Equivalent load for various wind turbine components for the cases considered, relative to the loads
obtained for case 3.

Case B.flap B.edge R.outofplane R.inplane T.fore-aft T.side-side

1 100.8 100.6 106.3 113.7 127.5 111.3
2 93.8 99.5 90.2 88.4 87.4 94.8
3 100.0 100.0 100.0 100.0 100.0 100.0
Cn :Zh 99.0 100.6 88.4 109.8 110.6 100.0
(p=0 92.4 100.0 80.3 95.8 95.2 94.6
-0.5u 95.4 99.3 98.1 85.4 84.3 95.5
050 98.7 100.2 93.6 103.9 104.4 99.7

tinct stability classes results in an underestimations of the flapwise fatigue loads by 6%,
while edgewise loads are similar as for both other cases. The similarity between the three
cases for determining the lifetime blade root edgewise equivalent loads is caused by the
dominant contribution of gravitational loads, and shows shear and turbulence have lit-
tle effect on the lifetime blade root edgewise loads. The out of plane and in plane rotor
loads are overestimated by the IEC by respectively 6% and 14%, while using the seven
stability classes results in an underestimation of respectively 10% and 12%. The fore-aft
tower loads are overestimated by 28% by the IEC, and underestimated by 13% follow-
ing the stability classes, while the side-side tower loads are overestimated by 11% by the
IEC, and underestimated by 5% following the stability classes. It is recognised that if hy-
drodynamic loads would be included differences in tower loads would likely be smaller
between the three cases.

The lifetime equivalent loads depend strongly on the relative occurrence of stable
and unstable conditions and as such the sensitivity of lifetime fatigue loads to the distri-
bution of atmospheric stability is assessed briefly. For this assessment the distribution of
stability for each hub height wind speed is adjusted artificially by either imposing pure
neutral conditions, or by changing the mean or standard deviation of stability for each
hub height wind speed. Results are shown in the right panel of Figure 5.8 and in Table
5.5. The bar in the right panel of Figure 5.8 corresponding to the mean stability will be
elaborated upon in the next paragraph. It is shown that if one would consider a site with
purely neutral conditions fatigue loads decrease by 4 to 8% for most turbine compo-
nents besides the rotor out of plane loads. This decrease is caused by a typical reduction
in turbulence levels compared to the conditions observed in reality, where unstable con-
ditions occur most frequently (see the lower panel of Figure 5.4). If the mean stability for
each hub height wind speed is multiplied by a factor -0.5 (thus from strong unstable to
slight stable, indicated by -0.5 x ¢t in the legend of Figure 5.8) loads decrease substantially
for the rotor in plane and tower fore-aft loads. When the standard deviation of the sta-
bility distribution is multiplied by a factor 0.5 (indicated by 0.5 x ¢ in the legend) loads
differ by about 2 to 7% from those determined with the original observation data. Com-
bined this shows that it is important to recognise the offshore atmosphere is not neutral
stratified by default, and it is important to accurately determine probability distribution
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Figure 5.9: Equivalent stability as a function of hub height wind speed for the blade root loads (left panel), rotor
loads (middle panel) and tower loads (right panel).

parameters of atmospheric stability.

For each hub height wind speed one can calculate based on the load simulations an
equivalent stability {gq. The equivalent stability is defined as the stability for which one
computes the exact same equivalent load as if one would perform a full set of load sim-
ulations, represented in this study with the 34 stability classes of case 3. The equivalent
stability is thus a function of hub height wind speed and is expected to vary depending
on wind turbine specifications and site conditions. It is questioned if the mean of the
stability distribution for each wind speed resembles a good approximation of the equiv-
alent stability for the blade root loads. Figure 5.9 shows the equivalent stability for the
wind turbine components considered. As can be seen, the mean stability corresponds
quite well to the equivalent stability for the blade root flapwise loads and the tower side-
side loads, but not for the other components. For the rotor out of plane loads results
deviate significantly, and the equivalent stability is much more unstable compared to
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the mean stability, even for very strong wind speeds. For the remaining components the
equivalent stability for wind speeds above 15 m s~! corresponds well to the mean sta-
bility, with deviations of {; = +0.2 at most. For wind speeds below rated the equivalent
stability differs significantly more from the mean stability. As such, it is concluded that
for each component assessed in a fatigue study one should consider a specific equiva-
lent stability. For comparison purposes, the lifetime fatigue loads that one would obtain
using the mean stability as a representative substitute for the equivalent stability is in-
cluded in the right panel of Figure 5.8. As can be seen, for most components it would be
an improvement to consider the mean stability instead of 7 distinct stability classes, and
only for the rotor out of plane loads the results are worse. It therefore appears that for fa-
tigue load assessment, one might be able to neglect the specification of stability classes
and incorporate only the mean stability in the load assessment. This significantly re-
duces the computational demand of fatigue load assessment if one wants to incorporate
atmospheric stability.

It is assumed in the analyses that since the representation of the atmosphere is most
elaborate when considering a continuous distribution of stability, the resulting simu-
lated equivalent loads of case 3 correspond best to equivalent loads experienced by a
wind turbine in reality. It clearly is of importance to validate if this is indeed true, how-
ever this falls outside the scope of this research.

5.5. DISCUSSION

From the previous results it is clear that if one follows the IEC standards one will overes-
timate the fatigue loads for all wind turbine components considered in this study. Based
on the used equations for wind shear and the longitudinal turbulence intensity one can
find that the relations that incorporate stability frequently result in higher wind shear
or turbulence intensity compared to the relations prescribed by the IEC. As such one
cannot conclude that the IEC standards simply overestimate wind shear or turbulence
levels. As a clarification, Figure 5.10 shows observations of wind shear and the turbu-
lence intensity. One can see here that indeed the determined shear and turbulence lev-
els following the IEC are not by definition too strong compared to either the observation
data or the stability dependent relations. For stable conditions shear is frequently higher
compared to IEC standards, and for unstable conditions turbulence is frequently higher
compared to the IEC standards. For neutral conditions however (the intersection of the
blue and red line in Figure 5.10), both wind shear and the turbulence intensity are less
than the conditions prescribed by the IEC standards. Besides, whenever wind shear is
high turbulence is low (upper left corner of Figure 5.10) and vice versa when turbulence
levels are high wind shear is limited (lower right corner of Figure 5.10). There is never
an occurrence of both high wind shear and high turbulence levels (upper right corner
of Figure 5.10). This shows that indeed wind shear and turbulence are coupled, and by
considering atmospheric stability this coupling can be included in wind turbine load
assessment.

When adopting the stability classes the dynamic coupling is included, however for
the majority of wind turbine components fatigue loads are underestimated compared to
considering a continuous distribution of stability. This is primarily caused by the choice
of class boundaries, since stable conditions up to L = 10 and unstable conditions up to
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Figure 5.10: Observed and modelled wind shear and turbulence intensity. The solid blue and red lines corre-
spond to Equation 5.4 (for wind shear) and respectively Equations 5.15 and 5.16 (for the TI) with m = 12, the
dashed lines are determined with m = 4 and 8. The black line corresponds to the IEC standards with wind
speeds ranging from 3 to 25 ms™ 1.

L =-50 are chosen as the stability limits. From the load figures shown in this research it
is evident that unstable conditions of -10 < {}, < -1.8 contribute significantly to the life-
time fatigue loads, while for very stable conditions with {j, > 2 fatigue loads are limited.
As such incorporating the arbitrary choice of class boundary limits causes an underes-
timation of lifetime fatigue loads, and it is recommended to include more significant
unstable conditions in fatigue load assessment as well.

It is recognised that the results obtained are wind turbine specific, and results might
differ if the wind turbine design is changed. Especially the material considered for the
various wind turbine components are of crucial importance since the results are cer-
tainly dependent on the choice of the Wohler exponent m. The equivalent load Fgg
obviously depends on m (see Equation 5.2), but the equivalent turbulence for cases 2
and 3 (i.e. the stability dependent cases) is a function of m as well (see Equations 5.15
and 5.16). If one would consider materials that correspond to a lower Wohler exponent,
for example welded steel instead of cast iron for the hub, then the equivalent turbu-
lence would decrease. Since the equivalent load ranges are in first approximation lin-
early proportional to the standard deviation of the wind (Veldkamp 2006), the equivalent
load would also decrease (besides the obvious change based on Equation 5.2). It would
therefore be valuable to assess the sensitivity of the results presented in this study to the
Wohler exponent and specific wind turbine designs.

5.6. CONCLUSION

Wind turbine fatigue loads are predominantly caused by wind shear and turbulence lev-
els, which both are influenced by atmospheric stability. It is shown that the offshore
site considered is not neutral stratified by default, especially for low wind speeds. The
impact of atmospheric stability on wind turbine fatigue loads is assessed for the 5 MW
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NREL wind turbine for three wind turbine components. For all three components high-
est loads occur when the atmosphere is unstable stratified since for such conditions tur-
bulence levels are high. Fatigue loads decrease when the atmosphere changes from an
unstable to a neutral stratification since turbulence levels decrease and wind shear does
not increase substantially. When the atmosphere becomes stable stratified, wind shear
rapidly increases while turbulence levels rapidly diminish. The impact on fatigue loads
differs for the three components considered. The tower loads decrease strongly when
the atmosphere becomes stable stratified, which indicates shear is not contributing sub-
stantially to the tower loads. The blade root flapwise loads and rotor loads increase if the
atmosphere becomes stable stratified, but if the atmosphere becomes very stable this
increases in simulated fatigue loads stops.

The lifetime fatigue loads experienced by a wind turbine depend strongly on the joint
probability distribution of hub height wind speed and atmospheric stability, and typi-
cally IEC standards are followed in which atmospheric stability is neglected, which has
significant benefits in terms of computational demands for the load simulation. It is
also possible not to adopt IEC standards, and instead consider a limited set of stabil-
ity classes with arbitrary class boundaries. In this study both approaches are compared
to a computational heavy set of simulations where the continuous distribution of sta-
bility is approximated. Here it is assumed that fatigue loads simulated with the contin-
uous distribution of stability are most comparable to reality, however there clearly is a
need for validation with fatigue load observations. It is found that if one neglects at-
mospheric stability following the IEC standards lifetime fatigue loads are overestimated,
while adopting several stability classes results in an underestimation of lifetime fatigue
loads. The overestimation by the IEC standards is not caused by conservatism in wind
shear or turbulence levels. Instead, the coupling of wind shear and turbulence by atmo-
spheric stability is missing. By incorporating atmospheric stability in the fatigue load
assessment one prevents simulating an atmosphere with both high levels of wind shear
and turbulence. This coupling is included in the load assessment when stability is con-
sidered in several stability classes, however the classification system used in this study
neglected strong unstable conditions with {;, < -1.8. Such conditions were found to occur
frequently at the site considered here, and for such conditions typically highest fatigue
loads occur. As such, neglecting strong unstable conditions in fatigue load assessment
results in an underestimation of the lifetime fatigue loads experienced by a wind turbine.

If one approaches the continuous distribution of atmospheric stability with many
small stability classes one approaches reality at the cost of heavy computational ex-
penses. It is found that one can significantly reduce computational expenses by adopt-
ing one mean stability for each hub height wind speed. The error in lifetime fatigue
loads does not increase substantially compared to using several stability classes. This
approach has the same computational expenses as if one follows the IEC standards, but
the error in lifetime fatigue loads is significantly reduced, especially for the tower loads.
Combined, there are significant benefits in considering atmospheric stability in a smart
and computational effective way in wind turbine fatigue load assessment.







THE IMPACT OF DEVIATING SHEAR
PROFILES ON WIND TURBINE
PERFORMANCE

Measure what is measurable, and make measurable what is not so.

Galileo Galilei

In the previous chapter is has been shown that atmospheric stability has a substantial
influence on wind turbine fatigue loads. It is recognised, based on Chapters 3 and 4, that
simple wind profiles no longer suffice to describe wind shear in the offshore environment
for state of the art wind turbines. As such, it is questioned to what extent these deviating
wind profiles influence wind turbine performance.

An extended boundary layer wind shear profile has been derived in Chapter 3 for stan-
dard conditions where the wind speed increases with height. So far no simple engineering
model has been defined yet that can be used to assess the effect of low-level jets on wind
turbines. As such, it is aimed in this chapter to derive a new simple empirical low-level
Jjet wind profile. If a simple low-level jet model is obtained one can assess how both wind
models (the extended boundary layer wind shear profile and the low-level jet wind profile)
influence wind turbine performance. Although in the previous chapter only fatigue loads
have been considered, one can also consider wind turbine performance in terms of power
production. Considering both aspects of wind turbine performance provides valuable in-
sight in how wind turbines will respond to various shear conditions that occur in reality,
which are not necessarily covered in current resource assessment or wind turbine design.

This chapter is based on one paper that will be submitted for publication as: Holtslag, M. C., He, Y., Bierbooms,
W. A. A. M. & van Bussel, G. J. W. (2016), 'Derivation and implementation of an empirical low-level jet wind
shear model for wind energy purposes, and on the publication: Holtslag, M. C., Bierbooms, W. A. A. M. &
van Bussel, G. J. W. (2016), 'Extending the diabatic surface layer wind shear profile for offshore wind energy’,
Submitted for publication to Renewable Energy
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6.1. INTRODUCTION

It is well known that wind turbine loads are substantially influenced by wind shear, hence
wind turbines are designed with specific shear conditions in mind following standards
(IEC 2005, 2009). Not only does the fatigue of wind turbine components differ for varying
shear conditions (Sathe & Bierbooms 2007), but the power production of a wind turbine
also depends on the amount of wind shear (Wagner et al. 2011). For fatigue loads there
is a clear relation between high shear conditions and high turbine loadings, at least for
blade root and hub loads as shown in Chapter 5, hence wind shear is an undesirable
characteristic of the atmosphere. Wagner et al. (2011) has shown with respect to power
production that both low wind shear and high wind shear can result in an increase in in-
flow of kinetic energy through the rotor disc area. As such, potentially wind shear can be
favourable for power production of wind turbines. The results presented in Chapter 5,
in Sathe & Bierbooms (2007) and in Wagner et al. (2011) are all obtained assuming valid-
ity of simple wind profiles, either diabatic surface layer wind profiles or empirical power
laws. Despite the simplification of wind shear, they do provide a qualitative relation be-
tween the amount of wind shear and the resulting fatigue loads and power production.

In Chapter 3 it has been shown that surface layer wind profiles do not represent off-
shore atmospheric conditions accurately for state of the art wind turbines. Especially for
neutral and stable conditions, wind shear is incorrectly prescribed by the surface-layer
wind profiles, and observed wind shear is much better represented with the proposed
boundary layer wind shear profile. As such, it is investigated in this chapter if using dia-
batic surface layer wind profiles for wind energy purposes results in a correct representa-
tion of wind turbine fatigue loads and power production compared to considering more
accurate boundary layer wind shear profiles. It is hypothesized that especially for stable
conditions, where the boundary layer wind profile is found to be much more accurate,
the diabatic wind profile will result in an overestimation of fatigue loads (and potentially
a slight overestimation of power production).

In Chapter 4 low-level jets have been discussed, and the occurrence and character-
istics of low-level jets offshore have been quantified. So far however there is little known
on the impact of low-level jets on wind turbine performance. Recent studies have shown
the impact of low-level jets on resource assessment (Nunalee & Basu 2014) and wake
characteristics (Lu & Porté-Agel 2011, Bhaganagar & Debnath 2015). Besides, Kelley et al.
(2004) assessed the potential impact of low-level jets on wind turbine performance qual-
itatively, but a similar quantitative study in terms of wind turbine power production and
experienced fatigue loads as a function of low-level jet wind profiles is lacking. This is
likely to an extent related to the complexity of existing low-level jet models, which are
impractical to use in terms of time dependence and the need of specific input parame-
ters (i.e., see the models of Shapiro & Fedorovich (2010) and van de Wiel et al. (2010)). A
simple empirical low-level jet model has been proposed by He (2014), who also assessed
the subsequent influence of the modelled low-level jets on wind turbine power produc-
tion. It is found however that the proposed model has undesirable characteristics far
above the low-level jet, and if a jet occurs close to the surface this can pose problems to
accurately define wind shear at heights relevant for wind energy purposes.

In scope of the principle relations between wind shear and wind turbine perfor-
mance described before, it is expected that low-level jets result in high fatigue loads and
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high power production. Based on a to-be derived simplified model of a low-level jet, it
will be explored in which way the primary characteristics of low-level jets (i.e., the jet
speed and jet height, but also the width of the jet) influence wind turbine performance.
Here again the impact of low-level jet characteristics on power production as well as
wind turbine fatigue loads is considered.

It is noted that in this chapter a highly simplified representation of the atmosphere
is adopted, in which turbulence is discarded. As such in Chapter 7 the effects on turbu-
lence on a wind turbine will explicitly be studied. Combined, this should provide fun-
damental insight how specific meteorological processes influence wind turbine perfor-
mance.

6.2. WIND SHEAR MODELS

In this chapter two shear conditions discussed previously are considered that deviate
from the commonly used theoretic profiles used in wind energy research. These are the
boundary layer wind shear profile (BL-profile) derived in Chapter 3, and the low-level
jet wind profile (LLJ-profile) discussed in Chapter 4. The BL-shear profile has been fully
derived and validated in Chapter 3, hence in this section only the exact relations used
in subsequent analyses are provided without discussing the derivations. With respect
to the LLJ-profile however so far only the characteristics of offshore low-level jets have
been quantified and discussed. As such in Section 6.2.2 an empirical low-level jet model
will be derived that can be used for wind energy purposes.

6.2.1. DIABATIC SHEAR PROFILES
As shown in Chapter 3, offshore wind profiles at heights relevant for wind energy pur-
poses can deviate substantially from commonly used surface layer wind profiles. In this
section the equations used to define the BL-profile and SL-profile (surface layer shear
profile) will be briefly summarized.

The surface layer wind profile is taken from Chapter 2 Equation 2.8, and is defined as

UsxQ
K

Ulz) = (6.1)

ln(i) ~W () +¥ (o)
20

in combination with Charnock’s equation to parametrize zj, and the Businger-Dyer and
Free Convection stability correction functions for respectively stable and unstable con-
ditions

Y({(=0)=-p 6.2)
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Combined, the SL-shear profile is defined as a function of u.o and L, however, the wind
profile can also be defined with a specified hub height wind speed and corresponding
hub height in combination with L.
The boundary layer wind profile is taken from Chapter 3 Equation 3.19, and defined

as
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20

(6.4)
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where Q has a similar function for stable and unstable conditions
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Besides, the parametrization of the resistance functions A and B is incorporated as
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where Equations 6.9 and 6.10 correspond to respectively stable and unstable conditions.
Charnock’s equation is considered to parametrize zp, and the Rossby-Montgommery
equation is used to parametrize h as h = cu.o/ f. with the parameter c¢ a function of
stability as

100\ 7!
c=004+0051+277 (6.11)
100)73
c=0J7—0081—057T (6.12)

for respectively stable and unstable conditions. The stability correction functions used
in the BL-shear profile are the same functions as used in the SL-shear profile. Combined,
also the BL-shear profile is a function of either u.o and L or a function of the hub height
wind speed and corresponding hub height in combination with L.

From here on first a LLJ-model is derived before the impact of specific shear models
on wind turbine performance is assessed.

6.2.2. DERIVATION OF AN EMPIRICAL LLJ-MODEL

It is aimed in this section to formulate a steady-state LL]-model in which the main char-
acteristics of the jet correspond to observed low-level jets characteristics. In wind en-
ergy research, one typically defines the wind speed at a reference height (usually at hub
height), and wind shear is than defined as a function of this reference wind speed. A
similar approach is adopted in the derivation of a LL]-model, however, the hub height
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Figure 6.1: Non-dimensional wind speed as a function of the non-dimensional height of all observed low-level
jet profiles.

wind speed is no representative wind speed since it can vary depending on jet charac-
teristics. Instead it is aimed to consider the jet height and jet speed as primary input
parameters to control the LLJ-profile. As a starting point, it is recognised that at least for
low-level jets related to the inertial oscillation, the jet can be considered a speed-up of
the wind in time. As such it is assumed that the low-level jet can be considered a super-
position on top of a neutral wind profile, which will be used as a starting wind profile.
Besides, as shown in Chapter 4 it can be convenient to assess wind profiles in terms of
the non-dimensional wind speed. Clearly the observed non-dimensional wind speed
of low-level jet wind profiles are not expected to collapse onto each other since the jet
height differs for the observed jets. As such, the non-dimensional wind speed is consid-
ered as a function of the non-dimensional height R = z/z;, where z; is the jet height. The
same observation data as used in Chapter 4 is used in this chapter, and the statistics of
the 2754 low-level jet profiles detected in the two years of observation data are shown.

Results are presented in Figure 6.1, in which the clear shape of low-level jet profiles is
shown with by definition a local maximum at R = 1. Besides, there is no local maximum
observed above the jet for the specific percentiles shown. The width of the shaded area
that corresponds to the specific percentiles indicate there is a substantial scatter in the
non-dimensional wind speed for the observed low-level jets. It is expected that this is, at
least partially, related to the various causes of low-level jets offshore discussed in Chapter
4. While for surface layer wind profiles one might expect a collapse of non-dimensional
wind profiles onto each other, this is not found here for the low-level jet profiles. It is
expected that the wind speed at the jet height is not only a function of u.q, but also of
atmospheric stability and possibly other parameters depending on the formation cause
of specific low-level jets.

In scope of the previous assumption to consider a simplified model with the super-
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position of a low-level jet on a neutral logarithmic wind profile, a principle model of
the non-dimensional low-level jet wind profile is formulated as a function of the relative
height z/z; as

ULy (R) _ % [ln( R (6.13)

—) + X (R)
Ry
where X (R) has to be modelled yet and Ry = z;/zy. The following requirements of the

model are specified that at all times have to be met

Ux0

¢ Close to the surface (z << z;) the wind profile has to coincide with the logarithmic
wind profile. As such X will be defined in such a way that limg_.¢ X (R) = 0.

¢ Far above the jet (z >> z;) the wind profile has to coincide with the logarithmic
wind profile. Note that this is not necessarily complying to observations, how-
ever it prevents that the LLJ-model far above the jet has unrealistic large or small
(negative) non-dimensional wind speeds. As such X is defined in such a way that
limg_.o, X (R) = 0.

* There has to be a local maximum specifically at the jet height, where the jet speed
is obtained. As such the first and second derivatives of Equation 6.13 to R have to
be respectively 0 and negative at R = 1.

To comply with the first two constraints a general model of X (R) is defined with aid of a
log-normal distribution, which can be written as

X(R) = %exp (=cz [In(R) - c512) (6.14)

Where the three coefficients ¢, ¢; and c3 originate either from constraints or parametriza-
tions. Incorporating Equation 6.14 into Equation 6.13 provides a general LL] wind profile

ULy (R)

ln(ﬁ) + %exp (=c2 [In(R) - ¢31%) (6.15)

1
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Next, in line with the third constraint formulated, the first derivative of Equation 6.15 is
considered, which equals
iﬁm (R) _ 1 cl2c(n(R) —csl+ 1exp (—cz [In(R) - c31%)
0R u.o R R?

and has to be 0 at R = 1. This subsequently results in

(6.16)

a1 exp (czcg) 6.17)

B 1- 262 C3
and it is thus found, based on the formulated constrains, that ¢; can be written as a
function of ¢, and c3, which reduces the number of independent coefficients to two.

Here the equations are briefly rewritten for sake of convenience in the subsequent
derivations and analyses. Incorporating Equation 6.17 into Equation 6.15, and defining
Py =2cyc3 and P; = ¢, results in

— U0 z Zj z z\]?
Urpj(2) =— [ln —) + ———exp (Plln(—)) -pP [ln(—)] ] (6.18)
K 20 z[1-Pq] zj zj
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Figure 6.2: Sensitivity of the derived low-level jet model to the model parameters P (left panel) and P; (right
panel). All profiles are defined with 40 =0.2ms™! and z j =60 m. The solid black line in both panels is the
exact same profile with P; =0.86 and P = 2.

This will be the LLJ-model used in the remainder of this chapter. However, in line with
the last constraint it is recognised that the second derivative of Equation 6.15 has to be
negative at R = 1. The second derivative is found to equal

0 Uy R) _2a [143c2 [In(R) - c3]— 2 + 265 [In(R) — c3)*] exp (—c2 [In (R) — ¢31%) 1

OR? U R3 (6_15_)2

and has to be negative at R = 1. This results in
—1+2¢ [1-3cac3— e +2¢5¢5] exp (—cac5) <0 (6.20)
and it is found, with the aid of Equation 6.17 and incorporating the newly proposed pa-

rameters P; and P, that
[2-3P; —2P, + P?]
+ <0

- 6.21
=P, (6.21)
The parameters P; and P, therefore have to be constrained as
2P, > [1-Py)? (6.22)

Let us now place the various coefficients and terms of Equation 6.18 into perspective.
First of all, the low-level jet is superimposed onto a neutral logarithmic wind profile that
hereafter will be referred to as the background wind profile. It is assumed, similar to
previous chapters, that the aerodynamic roughness length z, can be parametrized with
Charnock’s equation as a function of u.q (see Equation 2.33). At the jet height, thus R =
1, it is found with Equation 6.18 that the difference between the low-level jet wind profile
and the background wind profile is proportional to 1 / (1 — P;). This can also be seen in
the left panel of Figure 6.2, where for a given u.( an increase in P; causes an increase
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Figure 6.3: Dependence of the low-level jet model parameters P (left) and P, (right) on atmospheric stability.

in the jet speed. One also has to specify the second coefficient P, which controls the
width of the jet if P; has been specified as well. This is also shown in the right panel of
Figure 6.2, where it is found that an increase in P, results in a narrow, or thin low-level jet.
There can be peculiar shapes in the jet profile below the jet core since a superposition
of a simple jet model onto a logarithmic wind profile is considered. For example, there
is a slight bump in the wind profile in Figure 6.2 around 25 m height. Combined, an
empirical model has been defined that can be used to assess the impact of low-level
jets on wind turbine performance. It is a flexible model in which one can specifically
adjust jet characteristics (speed, height, width and in principle the falloff indirectly) as
preferred.

Although it is not aimed to formulate a parametrization that follows the underlying
physics of low-level jets, it is expected that the shape and strength of low-level jets is in-
fluenced by the stability of the atmosphere. As such it is briefly assessed if a parametriza-
tion of the coefficients P; and P, could be formulated as a function of the Obukhov
length L. This parametrization will not be used when assessing the impact of low-level
jets on wind turbine performance. The number of free parameters in the LL]-model
could be further reduced if indeed the coefficients P; and P, are a function of stability.
A similar approach as discussed in Section 3.2.4 is followed, and the derived model will
be fitted to observation data to find for a given stability an ideal value of the coefficients
P; and P, for which the root mean square error is smallest. For this assessment obser-
vation data obtained at the meteorological mast [Jmuiden is used. All observation data
starting at the first of January 2012 until the 31th of May 2015 are considered, and the
terminology and detection criteria discussed in Chapter 4 is adopted. Next, only stable
conditions with 0 < 100/L < 10 are considered since the far majority of low-level jets oc-
curs during stable conditions. The profile is fitted for values of P; of 0.6 to 0.99 (with a
0.005 spacing) and P, from 0.5 to 8 (with a 0.05 spacing). The resulting optimal values
of P; and P, as a function of stability are shown in Figure 6.3. Here it is found that P;
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is approximately 0.8 for neutral conditions, and increases to values up to approximately
0.92 for very stable conditions. The exceptional high value of 0.96 at 100/L = 10 m~! is
expected to be an outlier with high uncertainty due to the limited amount of observa-
tions with 100/L = 10 m~!. For P; it is found that P, is approximately constant for the
majority of stable conditions, varying typically between 1.5 and 2.5 for stable conditions,
while for neutral conditions P, is higher (slightly higher than 4). As such, in scope of the
sensitivity shown in Figure 6.2 it appears that for stable conditions the jets are at least
stronger and more narrow.

Itis possible to parametrize the dependence of P; and P, as a function of stability, but
this is not done in this research. First of all, the proposed LL]J-model is empirical, and not
based on theoretic arguments on the formation of low-level jets. Second of all, the low-
level jets considered here originate from a variety of atmospheric conditions as discussed
in Chapter 4, and not all these conditions are related to atmospheric stability. As such P;
and P, are not parametrized as a function of stability explicitly, and instead the impact
of the specific deviating wind profiles on wind turbine performance is assessed. First a
theoretic assessment is done in terms of the flux of energy that flows through the wind
turbine rotor disc for the diabatic wind profiles and the low-level jet model. Afterwards
numerical simulation data are analysed to assess the impact of shear profiles on wind
turbine performance in more detail.

6.3. EQUIVALENT WIND SPEED AND HUB HEIGHT WIND SPEED

The aim of this chapter is to assess the influence of various shear profiles on wind tur-
bine performance, which will be assessed based on simulation data obtained with the
simulation software Bladed (similar as used in Chapter 5) for the 5 MW NREL reference
wind turbine. However, before the simulation data are analysed, it is recognised that
for power production purposes the hub height wind speed might not be a representa-
tive wind speed experienced by the wind turbine. It is recognised in Wagner et al. (2011)
that wind shear has a profound impact on the energy flux across the rotor disc of a wind
turbine (i.e., the resource of a wind turbine for power production). This is also shown
in Wharton & Lundquist (2012) implicitly, who found that power production increases if
the atmosphere has a stable stratification. In contrary however, Elliot & Cadogan (1990)
show that wind turbine power production decreases when turbulence levels are low (i.e.,
stable conditions), which they contribute to shear effects. Similarly, in Vanderwende &
Lundquist (2012) it is found that wind turbine power production increases for unstable
conditions and decreases for stable conditions compared to neutral conditions. In all
these studies however, observation data of wind turbine power production are consid-
ered, and since in practice a wind turbine is influence by both turbulence and wind shear
it unclear to what extent results are caused by wind shear specifically. Due to the con-
flicting conclusions of the studies mentioned here, it is worthwhile to perform an ide-
alised simulation experiment in which solely wind shear is consider while turbulence is
neglected, Though this is not representative for actual conditions, it does provide funda-
mental insight in the influence of wind turbine power production as a function of wind
shear alone.

In absence of wind shear, the flux of kinetic energy across the rotor disc of a wind
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turbine is defined as 1
KE=3 pU; A (6.23)

Here p is the air density, A is the rotor disc area and U}, is the mean hub height wind
speed. Incorporating the effect of wind shear, one has to consider a height dependence
of U and a corresponding height dependent area A

KEg, = %p[ﬁ(zﬁA(z) dz (6.24)

where KEjy, is the shear dependent flux of kinetic energy. Note that implicitly it is as-
sumed that the air density is constant across the rotor disc, though in principle one could
extend the derivation to include a height dependent air density as well. If one divides the
rotor disc area into a finite number of areas to approximate the integral with a summa-
tion, one can determine at each height z the corresponding wind speed with the derived
shear profile (as a function of stability). Since the segment of a circle above a horizontal
line at a distance d of the centre of the circle can be analytically calculated as

A /RZ _ d2
Aseg = Rzasin (T) —-dv R2 -2 (6.25)

it follows that the area of a segment confined by two horizontal lines at a distance of
respectively d; and d» of the centre of the circle equals

R R

A(2) = R? |asin ~asin —di\[R2 -2+ dy\[R* -} (6.26)

In the following assessment the shear dependent energy flux is assessed relative to the
uniform shear. Combing Equations 6.23 and 6.24, and approximating the integral with a
summation, one finds

U2)?® A
KEy=100) _(—?% (6.27)
z Uh 7T

where the area in Equation 6.23 is rewritten as 7tR? and K Eq is the relative kinetic energy
flux that is used in the following analyses.

With aid of the previous equations it is possible to define a representative equivalent
wind speed ﬁeq by combining Equations 6.23 and 6.24, which corresponds to (Wagner
etal. 2011)

1 —3
KEg, = szqu (6.28)
Hence the equivalent wind speed is defined as
Ueg=|U(2) p— (6.29)

Whether or not there is a need to consider the equivalent wind speed instead of the hub
height wind speed for wind turbine power production assessment depends on the dif-
ference between both wind speeds.
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Figure 6.4: Relative kinetic energy flux assuming the conventional diabatic wind shear profile (left panel) and
assuming the proposed boundary layer wind shear profile (right panel) for a given hub height wind speed and
atmospheric stability.

The relative kinetic energy flux and the equivalent wind speed will be assessed in the
following sections for the diabatic profiles previously discussed in Section 6.2.1 and for
the low-level jet model previously discussed in Section 6.2.2.

6.3.1. KINETIC ENERGY FLUX FOR DIABATIC WIND PROFILES
For the diabatic wind profiles, the relative kinetic energy flux is assessed as a function of
hub height wind speed and stability. Results are shown in Figure 6.4.

It is found that for unstable and neutral conditions there is a minor difference in
the relative kinetic energy flux when using either of the considered shear profiles. For
such conditions the relative kinetic energy flux is less than 100% for both diabatic wind
profiles, ranging from 97.8 to 99.8% depending on stability. This is in agreement with
the results found by Wagner et al. (2011) who showed that for low wind shear, which
corresponds to unstable and neutral conditions, the relative kinetic energy flux is less
than 100%.

For stable conditions however there is a significant difference in the results obtained
depending on the shear profile considered. If one determines the relative kinetic energy
flux with the diabatic surface layer shear profile, one finds that for stable conditions the
relative kinetic energy flux is well above 100% with a maximum of 110% for high wind
speeds. If one however considers the newly derived boundary layer wind shear profile,
one finds a relative kinetic energy flux well below 100% with a minimum of 95%. Com-
bined, this results in a difference of 15% in the relative kinetic energy flux depending on
the shear profile considered.

For low wind speeds and stable conditions, the relative kinetic energy flux is not cal-
culated for the boundary layer shear profile in Figure 6.4. For such conditions, Equation
6.11 determines & below the maximum blade tip height, hence the shear profile cannot
be determined up to the maximum blade height. This is an obvious drawback of the
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Figure 6.5: Relative kinetic energy flux using the low-level jet model for a given jet height and jet speed. The
individual panels correspond to P; and P, are respectively 0.8 and 1 (upper left), 0.9 and 1 (upper right) 0.8
and 3 (lower left) and 0.9 and 3 (lower right).

BL-shear profile derived in Chapter 3, since for low wind speeds one cannot determine
a representative wind shear profile, and thus power production and fatigue load assess-
ment cannot be carried out. It thus shows that for offshore conditions it is necessary
to consider the inversion layer at the top of the boundary layer, and possibly even free
atmospheric conditions above the boundary layer.

6.3.2. KINETIC ENERGY FLUX FOR LL] WIND PROFILES

For the low-level jet wind profiles the relative kinetic energy flux is assessed as a function
of the jet speed and the jet height. Besides, it is also assessed how K Ey, varies depending
on model parameters. The hub height wind speed is included in solid contours since it is
a common procedure in wind energy to assess wind turbine characteristics as a function
of the hub height wind speed. Results are shown in Figure 6.5.
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The influence of changing the model parameters P; and P, is shown in the four in-
dividual panels (see the caption of Figure 6.5 for details). It is found in all four panels
that the relative kinetic energy flux is typically lowest when the jet height equals the hub
height of the wind turbine. The decrease in the kinetic energy flux can be as large as
25%, which is an indication of the potential severe impact of low-level jets on wind tur-
bine power production. In contrary, if the low-level jet is situated sufficiently far above
wind turbine hub, the kinetic energy flux can be larger than 100%. For such situations a
low-level jet might cause an increase in power production.

It makes sense to also specifically consider the change in kinetic energy flux for a
given constant hub height wind speed, since the jet height does not correspond to the
hub height wind speed. By following the contour of a fixed hub height wind speed, for
example the 10 m s™! contour, it is found that depending on the jet height there can be
either an increase or decrease in the flux of kinetic energy through the rotor disc. The
exact increase or decrease is highly dependent on the model parameters P; and P,. An
increase in either of the parameters P; or P, has similar results: the low-level jet becomes
sharper, either by increasing the distance between the jet speed and the background
wind speed (i.e., through an increase in P), or the jet becomes narrow (i.e., through an
increase in P,). In either way, the change in the kinetic energy flux becomes larger.

Itis interesting to note that if the jet height is located close to the surface (say, around
50 m in Figure 6.5), the relative kinetic energy flux can become larger than 100% again.
The effect of a jet either far above or below the hub is similar: there is a substantial in-
crease in the kinetic energy flux in either the upper or lower part of the rotor disc. The
hub height wind speed is no longer representative for the kinetic energy flux through
the rotor disc. Similarly, if the jet is positioned exactly at the hub, the hub height wind
speed is also not representative. This provides an indication that it is sensible to assess if
arepresentative wind speed that the wind turbine experiences can be defined for power
production assessment.

6.3.3. EQUIVALENT WIND SPEED FOR DIABATIC WIND PROFILES

The assessment of the equivalent wind speed for the diabatic shear profiles is on pur-
pose constrained to hub height wind speeds up to 16 m s~!. This is done since for rated
power production it is irrelevant whether or not there is a difference between both wind
speeds. The results are shown in Figure 6.6, where positive values indicate hub height
wind speed larger than the equivalent wind speed. It is expected that results are in line
with previously shown kinetic energy flux (Figure 6.4), taking into account a possible sign
change.

Itis indeed found that for neutral and unstable conditions there is virtually no differ-
ence between the hub height wind speed and the equivalent wind speed (i.e., differences
less than 0.1 m s™!). One can thus safely assume the hub height wind speed to be rep-
resentative in power production assessment for unstable and neutral conditions. For
stable conditions differences increase, and in line with Figure 6.4 it is found that the hub
height wind speed is smaller than the equivalent wind speed for the surface layer wind
profile (i.e., one underestimates the amount of kinetic energy in the rotor disc area), and
vice versa for the boundary layer wind profile. If the absolute differences between the
equivalent wind speed and the hub height wind speed are considered, than in general
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Figure 6.6: Difference between the hub height wind speed and the equivalent wind speed for the surface layer
wind profile (left panel) and the boundary layer wind profile (right panel) as a function of hub height wind
speed and atmospheric stability.

one finds differences to be less than 0.3 m s™!. As such, it is expected that only in rare
situations (very stable and near rated wind speeds) adopting the equivalent wind speed
for power production assessment will be of influence.

6.3.4. EQUIVALENT WIND SPEED FOR LLJ WIND PROFILES

For the low-level jet model also the difference between the equivalent wind speed and
the hub height wind speed is assessed. Results are shown in Figure 6.7. It is found that
for the low-level jet wind profiles, the difference between the hub height wind speed
and the equivalent wind speed is substantially larger as was found for the diabatic wind
profiles. For low-level jets situated exactly at the hub height, the hub height wind speed
can be up to 2 m s~! larger than the equivalent wind speed (though one can question
if the wind turbine does not operate at rated power for such conditions). For low-level
jets situated far above the wind turbine however, the hub height wind speed can be up
to 1 m s~! smaller than the equivalent wind speed. If the results shown in Figure 6.7 are
compared to those presented in Figure 6.6, then it is clear that in the case of a low-level
jet the equivalent wind speed differs much more from the hub height wind speed than
for diabatic wind profiles. It is therefore expected that the introduction of the equivalent
wind speed is especially useful when assessing the influence of low-level jets on wind
turbine power production.

The effect of the specific shear profiles on both wind turbine power production as
well as blade root bending moments will be considered in the following analyses of sim-
ulation data. For the bending moment assessment it is not sensible to consider the
equivalent wind as a representative wind speed (the loads experienced by a wind tur-
bine component do not depend on the magnitude of the flux of kinetic energy, but on
the change of the wind in space and time). As such the applicability of the equivalent
wind speed is only considered when assessing wind turbine power production as a func-
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Figure 6.7: Difference between the hub height wind speed and the equivalent wind speed using the low-level
jet model for a given jet height and jet speed. The individual panels correspond to the parameter settings
similar as used in Figure 6.5.

tion of low-level jet characteristics.

6.4. SIMULATION RESULTS

Simulations are executed with the wind turbine design software Bladed and the refer-
ence 5 MW NREL wind turbine similar as described in Chapter 5. First the influence
of diabatic shear profiles on wind turbine performance is discussed, and afterwards it
is assessed how low-level jets influence wind turbine performance. Seven specific sta-
bility conditions are considered for the diabatic shear profiles as shown in Table 6.1 to
reduce the computational expenses of the simulations. In Table 6.1 also the minimum
wind speed at which the boundary layer wind shear profile computes a wind profile for
the entire wind turbine can be found (i.e., up to 153 m height). Note that for stable con-
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Table 6.1: Specific stability conditions used in the assessment of the influence of diabatic wind profiles on wind
turbine performance.

Stability class Specific stability ~minimum U},
Very Unstable zp/ L=-2 40ms!
Unstable zpl L=-1 42ms!
Near Neutral Unstable  zj / L=-0.5 48ms!
Neutral zp | L=0 7.5ms™!
Near Neutral Stable zp/ L=0.1 8.5ms™!
Stable zpl L=02 95ms!
Very Stable zp !/ L=04 11.1ms™!

ditions, in comparison to the results presented in Chapter 3 very stable conditions are
not considered, and the analyses are limited up to z;, / L = 0.4 (i.e., L = 225 m). This
is on purpose done since for much stronger stable conditions the boundary layer pro-
file shear profile only determines a wind profile up to the maximum blade tip height for
above rated wind speeds. As such only above rated power production would be assessed
for such strong strong stable stratifications, and it is not expected that there is a signif-
icant variation in power production for above rated wind speeds. For the low-level jet
wind profiles the performance of a wind turbine will be assessed in a sensitivity study,
by altering either the hub height or one of the the model parameters P; and P,.

6.4.1. DIABATIC WIND PROFILES AND POWER PRODUCTION

The influence of the diabatic wind shear profiles on wind turbine power production is
shown in Figure 6.8. Both the absolute and relative difference in power production com-
pared to areference simulation in which the wind speed is constant with height is shown.
For high wind speeds it is found that for all stability conditions considered wind shear
does not influence power production, since the pitch controller limits power production
to rated power.

For the surface layer wind shear profiles it is found that for the majority of stability
conditions considered, the wind turbine power production is less than one would obtain
assuming constant wind speed across the rotor disc. Only if the atmosphere becomes
stable stratified with zj, / L = 0.4 the power production equals the power production as-
suming constant wind speed. It is expected that if stronger stable stratification would
be considered, it would be found that the power production is higher compared to as-
suming constant wind speed. At first sight it is remarkable to find that the surface layer
wind shear profile has a minimum power production for neutral stratification. If the re-
sults are placed in perspective of Figure 6.4 however, it is note that indeed the kinetic
energy flux through the rotor disc has a minimum for near neutral conditions. If the at-
mosphere changes from neutral to very unstable, the power production for a given hub
height wind speed slowly increases. In terms of the magnitude of the decrease in power
production, it is found that for neutral conditions the surface layer wind profile results
in a 1% decrease in wind turbine power production compared to using a constant wind
speed across the rotor disc.

For the boundary layer wind shear profile it is found first of all that there is a larger
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Figure 6.8: Difference in simulated wind turbine power production considering either constant wind speed or
wind shear across the rotor disc. The individual panels correspond to the absolute (upper panels) and relative
(lower panels) difference when using the surface layer (left panels) or the boundary layer (right panels) shear
profile. See Table 6.1 for a clarification of the colours used.

decrease in power production. For stable stratifications (and near rated wind speeds) the
boundary layer wind shear profile results in about 2% less power production compared
to asusming constant wind speed across the rotor disc. Since the wind profile cannot
be determined up to the maximum blade tip height for stable conditions and low hub
height wind speeds with the boundary layer wind profile, it is unclear if there is an even
stronger reduction in power production for stable conditions and low (< 10 m s™!) hub
height wind speeds. In contrast to the surface layer wind profile, neutral conditions do
not result in a minimum power production here. Instead, there appears to be a gradual
increase in power production (for a given fixed hub height wind speed) if the atmosphere
changes from stable to neutral or from neutral to unstable stratification. Do note as well
that, for the stabilities considered, there always is a decrease in power production com-
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pared to using a constant wind speed across the rotor disc. It is thus very well possible
that the expected lifetime power production for offshore wind turbines (assuming the
dimensions of the 5 MW NREL wind turbine) is overestimated for offshore sites.

When specifically comparing the surface layer and boundary layer wind shear pro-
file, notice that for unstable conditions power production is slightly higher when using
the boundary layer wind profile as using the surface layer wind profile. For stable condi-
tions power production is higher when using the surface layer wind profile.

6.4.2. DIABATIC WIND PROFILES AND FATIGUE LOADS

Next, the variation in the bending moment of the blade root in flapwise direction is con-
sidered. Since in this chapter simulations with constant wind conditions (i.e., no turbu-
lence) are used, there is no need to convert fatigue loads into equivalent loads as done in
Chapter 5. Besides, although it is possible to calculate fatigue loads of specific wind tur-
bine components, the simulated loads do not corresponds to actual conditions offshore
since in reality shear and turbulence combined cause variations in bending moments
and subsequently fatigue loads. As such, the variation in the bending moment of the
blade root in flapwise direction are considered instead of fatigue loads. The variation
of the bending moment, quantified with the standard deviation for a given simulation,
provides a first indication if at least the blade root fatigue loads are expected to increase
or decrease for prescribed shear conditions. Besides, for the diabatic wind profile it is
obvious that an increase in wind shear (i.e., from unstable to neutral and stable condi-
tions) results in a higher variation in the blade root bending moment. For the diabatic
shear profiles it is therefore decided to assess the change in the standard deviation of
the blade root bending moment instead of the absolute standard deviations. Results are
presented in Figure 6.9, where the standard deviation of the blade root flapwise bending
moment is shown for specific stability conditions using the boundary layer wind shear
profile relative to using the surface layer wind shear profile. As such, positive values in-
dicate the boundary layer wind shear profile results in higher variations in the bending
moment as using the surface layer wind shear profile.

The general trend that appears from Figure 6.9 is that the boundary layer wind shear
profile results in (slightly) higher variations in the bending moment for unstable con-
ditions (about 0.5-1.5%), and for near neutral conditions (up to 8% higher), while for
stable conditions the variations rapidly decrease (by up to 14%). The strong reduction in
variations of the blade root bending moment in flapwise directions for stable conditions
is obviously caused by the substantial decrease in shear when using the boundary layer
wind shear profile (see also the validation of the wind profile in Chapter 3 Figures 3.5
and 3.6).

There is a clear difference in the relative variations of the blade root bending moment
for below and above rated wind speeds, depending on stability. For unstable and neutral
conditions the relative variations of the bending moment increase with increasing wind
speed as long as the hub height wind speed is below rated. Next, for wind speeds of about
11 to 18 m s~ ! the relative variations of the bending moment decrease again slightly,
and for even higher wind speeds they increase again. For stable conditions there is in
general an increase in the relative loads for low wind speeds (say, below rated, though
the black line has a maximum at above rated wind speed), and for all higher wind speeds
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Figure 6.9: Relative difference in the standard deviation of the blade root bending moment in flapwise direction
when using the surface layer and boundary layer wind shear profiles for various stability conditions (see Table
6.1 for details). The upper left panel shows very unstable (magenta) and unstable (dark red) conditions, the
upper right panel shows near neutral unstable (light red), neutral (yellow) and near neutral stable (light blue)
conditions, and the lower panel shows stable (dark blue) and very stable (black) conditions.

the relative variations of the bending moment decreases with increasing wind speed.

6.4.3. LOW-LEVEL JET WIND PROFILES AND POWER PRODUCTION

The influence of low-level jets on the simulated power production is assessed in terms
of the hub height wind speed as well as the equivalent wind speed since it has previ-
ously been found that there is a substantial difference between both wind speeds for the
low-level jet model. First the traditional assessment is adopted and wind turbine power
production is assessed as a function of hub height wind speed. Results are shown in Fig-
ure 6.10. It is decided to assess the influence of the jet height and the influence of the
model parameters P; and P, to the power curve. The simulations are run with a low-
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Figure 6.10: Sensitivity of the wind turbine power curve (as a function of hub height wind speed) to specific
model parameters of the low-level jet. The individual panels show the sensitivity to the jet height (upper left
panel), the model parameter P (upper right panel) and the model parameter P5.

level jet fixed at the hub (i.e., z; =90 m), P; = 0.86 and P, = 2, and these parameters are
altered as shown in the legends of Figure 6.10. The solid black line shown in each panel
corresponds to the power curve in absence of wind shear.

First, it is assessed how the power curve depends on the height of the low level jet.
It is found that if the low-level jet occurs exactly at the hub, there is a severe decrease
in power production compared to the expected (dashed line) power curve assuming no
shear. Since the power production at a given wind speed is thus reduced, also the power
at the expected rated wind speed is not yet equal to the rated power. When the jet height
increases to higher altitudes, either within or above the upper half of the wind turbine
rotor disc, the power production starts to increase and can be higher compared to the
reference constant wind speed power curve. In general it is found that wind turbine
power production increases if the the jet height is located at higher altitudes. The power
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Figure 6.11: Power curve assessment similar as Figure 6.10 but as a function of the equivalent wind speed.

production also rapidly increases if the jet height decreases to heights in between the
surface and the hub height, In the upper left panel of Figure 6.10 it can be seen that the
highest power production (for a given hub height wind speed) occurs when the jet height
is well below the hub height at 45 m height.

Next, let us consider how the model parameter P; influences wind turbine power
production. The power production is for all simulates less then the reference power
curve since a constant jet height of 90 m is considered. It is found that there is a gradual
decrease in power production when P; increases. This shows that the higher the differ-
ence between the jet speed and the background wind profile (and thus the higher the
wind shear above and below the jet height), the lower the power production. For de-
creasing values of P; the deficit between the low-level jet power curve and the reference
power curve decreases.

When the model parameter P, is altered, results are similar as found for P;, and again
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Figure 6.12: Sensitivity of the variation in the blade root bending moment in flapwise direction to specific
model parameters of the low-level jet. The individual panels correspond to those presented in Figure 6.10.

the higher P, the lower the power production of the wind turbine becomes. Since a
change in P, corresponds to changing the width of the low-level jet, it is expected that
for very low P, the width of the jet increases and approaches eventually a uniform wind
speed across the rotor disc. For such conditions the reference power curve shown would
thus be approached.

The differences between the expected reference power curve and the numerous low-
level jet power curves, in combination with the previously obtained result that substan-
tial differences occur for the low-level jet model between the hub height wind speed
and the equivalent wind speed (i.e., Figure 6.7), provide an argument to assess if the
power curves are more uniform when power production is considered as a function of
the equivalent wind speed. As such, Figure 6.11 shows the power curves as a function
of the equivalent wind speed instead of as a function of the hub height wind speed. It is
found that all power curves agree very well. This shows, in line with the results presented
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in Wagner et al. (2011), that the equivalent wind speed is a much more representative
wind speed when assessing wind turbine power production.

6.4.4. LOW-LEVEL JET WIND PROFILES AND FATIGUE LOADS

The variations of the blade root bending moment in flapwise direction are assessed for
specific low-level jet conditions. Here however only the absolute variations of the blade
root bending moment are considered, since it is on forehand not clear how the blade
root bending moment depends on jet characteristics. Results are shown in Figure 6.12.

It is found that if the jet height equals the hub height, the variations in the bending
moment is substantially smaller as when the jet is located either below or above the hub.
The variation of the bending moment increases rapidly when the jet is located above or
below the hub height, but within the rotor disc (i.e., at either 45 or 135 m height). If the
jet is positioned above the wind turbine, variations in the blade root bending moment
remain high, but they will decrease. This is also expected, since if the jet is located very
far above the hub, the wind profile across the rotor disc will start to correspond to the
neutral logarithmic wind profile. For such conditions it is found (though not explicitly
shown) that the variations are substantially less (around 1200 kNm for a hub height wind
speed of 20 m s™!). The influence of both parameters P; and P; is straightforward: if
either P; or P, increases, the jet is sharper defined with more shear across the rotor disc
(assuming the jet is located at hub height), hence variations in the blade root bending
moment increase.

In all three panels of Figure 6.12 it is found that the variation in the blade root bend-
ing moment increases smoothly for increasing wind speeds unless the wind speed is ap-
proximately 12 m s~! where the profiles appear to be distorted. The wind turbine starts
to operate at rated power at this specific wind speed (i.e., see Figure 6.10), hence the
controller switches from aiming for ideal tip speed ratio to aiming for constant torque.
This change in control behaviour causes the sudden variation in o f;4, when the wind
turbine starts to operate at rated power.

6.5. DISCUSSION

The influence of diabatic shear profiles on wind turbine power production can be com-
pared to results presented in literature, and the obtained results deviate substantially
from Wagner et al. (2011) and Wharton & Lundquist (2012) who find higher power pro-
duction for stable conditions compared to unstable conditions. Both studies consider
wind shear in terms of a power law, hence it is likely that exact results differ, however it
is possible to make a qualitative comparison in terms of "low shear" (low coefficient for
the power law profile or unstable conditions for diabatic profiles) or "high shear" (high
coefficient for the power law profile or stable conditions). In Wagner et al. (2011) it is
shown that there is a minimum in the flux of kinetic energy through a wind turbine rotor
disc for low wind shear conditions, with an increase in the kinetic energy flux if wind
shear either vanishes or increases substantially. This is in line with the results presented
in this chapter for the surface layer wind shear profile, where the kinetic energy flux and
the wind turbine power production have a minimum for near neutral conditions, and
both increase for unstable (decreasing wind shear) and stable (increasing wind shear)
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conditions. However, for the boundary layer wind shear profile different results are ob-
tained. As explained, this is caused by the decrease in wind shear when using the bound-
ary layer wind shear profile. In Wharton & Lundquist (2012) observed power curves are
assessed as a function of atmospheric stability, and it is found that power production
increases for stable conditions, and decreases for unstable conditions. This is the exact
opposite of the results presented in this chapter when using the boundary layer wind
profile. Do note first of all however that since Wharton & Lundquist (2012) considers
observation data, the effect of both wind shear and turbulence is included in the power
curves, whereas in this chapter turbulence is neglected. Besides, and this is expected to
be of more importance, it is mentioned in Wharton & Lundquist (2012) that they "found
a higher rotor-averaged wind speed than hub-height wind speed under stable condi-
tions, and consequently greater energy production". Since in this study the hub height
wind speed is kept constant (and thus the equivalent wind speed differs for stable and
unstable conditions), results will by definition differ from those presented in Wharton &
Lundquist (2012).

If the results presented for the impact of low-level jets on wind turbine performance
are considered in more detail, it has to be noted that in this chapter a wide range of
conditions in terms of the jet speed and jet height has been considered. This includes
some conditions that are highly unlikely to occur: jets close to the surface with very high
jet speeds, and jets higher up in the atmosphere with very low jet speeds (see also the
dependence shown in Chapter 4 Figure 4.3). As such, in practice not all combinations
occur, and it would be valuable to assess the actual impact of LLJ on wind turbine perfor-
mance based on observed jet characteristics. Also, it is frequently assumed that low-level
jets have a possible beneficial influence on wind turbine power production due to high
wind speeds, while causing increased fatigue loads due to the occurrence of high wind
shear. Based on the results presented in this chapter, this reasoning is not necessarily
true, and in principle it is a subjective reasoning as well since it depends on what you
compare the resulting wind turbine performance to. As shown in Figure 6.10, a jet that
occurs at hub height in fact causes a decrease in wind turbine power production com-
pared to the theoretic power curve of the considered wind turbine. At the same time,
the resulting blade root bending moment decreases, and the combined effect is thus the
exact opposite of what is frequently assumed. One therefore has to be careful with con-
clusions.

6.6. CONCLUSIONS

In this chapter the influence of specific wind shear profiles on wind turbine performance
is assessed. The wind shear profiles considered are two diabatic wind profiles, and low-
level jet wind profiles with various jet characteristics. In absence of a simple engineering
low-level jet model, it has been decided to first formulate a new low-level jet model that
can be used for wind energy purposes. It is assumed that the low-level jet can be consid-
ered a superposition of a local wind maximum on top of a standard neutral logarithmic
wind profile. Besides, one can define a specific jet height and jet speed for the low-level
jet model, which is an advantageous characteristic for wind energy assessment.

The influence of the specific shear profiles on wind turbine performance is assessed
in terms of theoretic quantities (the rotor disc kinetic energy flux, and the rotor disc
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equivalent wind speed), as well as simulation data (power production and variation of
the blade root bending moment in flapwise direction). For the diabatic shear profiles
it is found that both the surface layer wind profile and the boundary layer wind profile
frequently result in a reduction in the flux of kinetic energy through the rotor disc com-
pared to uniform wind speed across the rotor disc. The simulation results confirm this,
and wind turbine power production for sheared wind conditions is reduced compared
to uniform wind conditions by up to 2.5%, depending on the exact wind shear (i.e., at-
mospheric stability). With respect to the blade root bending moment, it is found that for
unstable and (near) neutral conditions the boundary layer wind shear profile results in
higher variations in the bending moment, up to 2% for unstable conditions and up to 8%
for neutral conditions. For stable conditions however the boundary layer shear profiles
results in substantial lower variations in the bending moment, by up to 15%. The re-
sults are in line with the behaviour of the wind profiles shown in Chapter 3, where it was
shown that the boundary layer wind profile results in slightly higher shear for unstable
and near neutral conditions, but substantial lower shear for (very) stable conditions.

For the low-level jet model it is found that the hub height wind speed is not neces-
sarily a representative wind speed any longer for power production assessment, and the
kinetic energy flux through the rotor disc can differ up to 25% from uniform wind condi-
tions. This is also found when assessing the power curves obtained with simulation data.
When considering the power curves obtained with simulation data, it is found that wind
turbine power production strongly diminishes when the low-level jet is located exactly
at hub height. The hub height wind speed however is no representative wind speed for
low-level jet shear profiles, and if instead power curves are considered as a function of
the rotor disc equivalent wind speed all power curves obtained with numerical simula-
tions virtually collapse onto each other. For the blade root bending moment in flapwise
direction it is found that low level jets that occur exactly at hub height cause lowest vari-
ations. Besides, the height at which the low-level jet occurs is found to be of much higher
importance than the strength or width of the low-level jet.

It is clear based upon the obtained results that especially for resource assessment
and wind turbine power forecasting wind shear should be taken into account. The hub
height wind speed is obviously no representative wind speed, especially for low-level
jet conditions. Especially on shore, though not the scope of this thesis, jets can occur
frequently and for long periods of time (Baas et al. (2009)), and neglecting wind shear
is expected to cause a severe error both in day-ahead power forecasting as well as in
lifetime power estimations.







WIND TURBINE PERFORMANCE AS A
FUNCTION OF TURBULENCE SCALES

Forecasting is very difficult
especially if it is about the future...

Niels Bohr

The majority of research carried out in the field of wind energy aims to reduce the cost
of energy, typically by increasing wind turbine efficiency, reducing construction costs or
reducing wind turbine downtime in case of malfunctioning. However, even if a turbine
is operating at the intended efficiency and failures do not occur, there is the inherent dif-
ficulty that wind power cannot be regulated as easily as conventional power production
without operating at sub-optimal levels. Besides, for wind power forecasting one not only
has to deal with the uncertainty in weather forecasts, but also with variations in power
production for given mean wind speeds. Part of these variations have been explained in
Chapter 6, where it was found that wind shear influences wind turbine power produc-
tion. Similarly, turbulence might also cause variations in power production, hence in this
chapter the impact of turbulence on power production is assessed in more detail.

It is recognised that both the amount of turbulent energy, as well as the size of turbulent
structures, may influence wind turbine performance. With aid of numerical simulations
it is possible to control inflow conditions of a wind turbine, which will be useful for the as-
sessment. Although simulation simplifications do pose restrictions in quantitative conclu-
sions, the qualitative interpretation of results should lead to fundamental understanding
how and why wind turbine performance varies for given mean wind conditions.

This chapter will be submitted for publication as: Holtslag, M. C. & Bos, R (2016), 'Wind turbine performance
as a function of turbulence scales’.
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7.1. INTRODUCTION

Wind energy has established itself as one of the most economically viable renewable en-
ergy sources. For 2020, the European Wind Energy Association (EWEA) has estimated
that wind energy will supply between 12.8% and 16.9% of the EU’s total electricity de-
mand (EWEA’ 2014). But since large-scale energy storage is still not realised, a plant
operator has to be able to forecast the intended power generation (e.g., for the next day)
in order to compete with other energy sources. Wind power forecasts are made with sta-
tistical models of wind farms, which require meteorological input parameters obtained
from numerical weather prediction models. Not only does the need for weather forecast
data introduce uncertainty in the power forecast, but actual power production may de-
viate from the expected theoretic power production based upon power curves for known
mean wind speeds. This deviation is, apart from mechanical issues (e.g., yaw misalign-
ment), primarily caused by turbulence and wind shear: two mechanisms that influence
power production on short time scales that are typically not included in power curves.
As a result wind power forecasts will always contain some uncertainty, which is a disad-
vantage of wind power compared to conventional, regulated power production.

There have been many attempts to quantify the short-term variations in wind power.
Full scale tests indicate that higher turbulence levels generally lead to an increase in en-
ergy production, at least for below rated wind speed (Bleiber et al. 2006, Elliott & Cado-
gan 1990, Milan et al. 2013, Muljadi et al. 1997, Sumner & Masson 2006). Near and above
rated wind speed, the opposite effect is sometimes found as well (Gottschall & Peinke
2008, Honrubia et al. 2012). However, as wind shear and turbulence intensity are both
dependent on the stability of the atmosphere as shown in Chapter 2, it is difficult to un-
derstand the role of each mechanism separately based on field tests alone. The impact
of wind shear on wind turbine power production has been discussed in Chapter 6. The
effect of turbulence is not straightforward, as it involves a wide range of eddy scales that
each interact differently with a turbine. Wind tunnel tests, where scale models are placed
behind a grid, are either inconclusive (Sicot et al. 2006) or show a decrease in power with
increasing turbulence levels (Mikkelsen 2013). However, it is questionable whether such
effects can be accurately quantified with wind tunnel models, since the performance of
airfoils is known to be sensitive to turbulence at low Reynolds numbers (Devinant et al.
2002).

The aim of this chapter is to develop a better understanding of the role of turbulence
in wind power generation. In contrast to field studies or wind tunnel models, here a
numerical approach is adopted by modelling the 5 MW NREL reference turbine in a tur-
bulent wind field, without including wind shear. By filtering the wind fields over a range
of wave numbers (i.e., scales of turbulent structures) and recalculating the power pro-
duction for each step, it is possible to find out which eddy scales are relevant and which
are simply ignored by the turbine.

7.2. THEORY

The traditional way to determine the power coefficient, Cp, is by assuming the power
production of a wind turbine equals

— —3
Ps=1CppAU, (7.1)
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where P; is the average (low-speed) shaft power in a given time interval, p is the air
density (assumed to be constant in space and time), A is the rotor disc area, and U}, is
the mean hub height wind speed. Let us consider the derivation of Equation (7.1) but
now including turbulence. First, the total kinetic energy in the wind, per unit mass', is
on average

-1 - (st
KE= oo fffz(u(x) u() drdydz =} (u2+ 07+ w?) (7.2)
B

where u(x) = [u, v, w]" is the wind speed vector, x = [x, ¥ z]T is a position vector, B is a
three-dimensional domain with a volume V (B), and the overbar is used to denote aver-
aging. In scope of the turbulence assessment of this chapter, the wind vector is decom-
posed using Reynolds decomposition. Assuming absence of subsidence (i.e., W = 0) and

a coordinate system aligned with the mean horizontal wind (i.e., V = 0), one obtains
KE=}(U" +u? + 07 + w?) (7.3)

Under Taylor’s hypothesis, turbulence is considered frozen (i.e., d/d¢ = 0) and is ad-
vected with the mean wind speed U. In that case, the average power flowing through an
area A is given by

P=1pUA(U +u2+ 07+ w?) (7.4)

If the definitions of mean kinetic energy per unit mass (MKE) and turbulent kinetic en-
ergy per unit mass (TKE) are introduced as in Stull (1988),

MKE=14(T° + V" + W) (7.5)
TKE= }(u?+ 07 + w?) (7.6)

it should be easy to see that the average power in the wind is a function of both the mean
kinetic energy as well as the turbulent kinetic energy:

P = pAU (MKE+ TKE) (7.7)

since it is assumed that V = W = 0. Hence, the power production of a wind turbine may
vary depending on the amount of TKE present in the atmosphere. With the above set of
equations, the power coefficient of a wind turbine can be expressed as

P
C S

p=—= (7.8)
p AU (MKE+ TKE)

This is different from the classical definition of Equation 7.1, which only takes into ac-
count the MKE. However, since TKE only consists of quadratic terms, its contribution to

1Since it is common to treat mean kinetic energy (MKE) and turbulence kinetic energy (TKE) as mean proper-
ties, this is extended to the total kinetic energy (KE) as well to avoid confusion.
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the total kinetic energy is always positive. The question is if this is also converted into
useful power.

In addition, with aid of turbulence spectra, it is also possible to investigate the effect
of the scales of motion on wind power production. A turbulence spectrum describes
how TKE is distributed over wave number, k:

TKE:fE(k) dk (7.9)
0

where E(k) is the energy spectrum. Commonly used spectral models in wind energy in-
clude the Mann model (Mann 1994) and the Kaimal model (Kaimal et al. 1972). Because
a wind turbine has a certain response time, but also because smaller velocity fluctua-
tions cancel out over the length of a blade, it is expected that large coherent structures
are converted into power more efficiently than smaller structures.

7.3. METHODOLOGY

7.3.1. SIMULATION SET-UP

The impact of turbulence scales on wind turbine performance is analysed based on nu-
merical simulations to control inflow conditions as much as possible. All simulations
are carried out with the 5 MW NREL reference turbine in FAST v7. Specifications of the 5
MW NREL turbine have been presented in Chapter 5, and Table 5.1. In order to only take
into account the effect of turbulence on the rotor disc, the calculations are done without
tower shadow effects and with zero shaft tilt, and drive train losses are not considered.
Furthermore, the first minute of every simulation is discarded to avoid any start-up tran-
sients.

Since the effect of wind shear falls outside the scope of this research, all simulations
are carried out with a mean horizontal wind speed that is constant with height. Super-
imposed on the mean wind speed, a turbulent velocity field is generated through a 3D
FFT, leading to

U
u®=| 0 [+ Clnke*™ (7.10)
0 k

T . . . . .
where k = [ky, ky, k;]" is the wave number vector, C is a matrix of coefficients, and n is
a complex white noise vector with zero mean and unit variance. For a domain with N;

elements and a length L; in the ith dimension, the wave numbers are given by

21mTm
ki=—— (7.11)
L;

for the integers m = N;/2,...,,N;/2 — 1. The matrix C can be derived from the spectral
tensor @ (k) by

C*" (K C(k) = DK AkxAkyAk, (7.12)
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Figure 7.1: Sketch of the wind field. The TKE inside the cylinder (B) is controlled for every wind field.

with * denoting a conjugate transpose (Mann 1998). It is assumed that turbulence is in-
compressible and isotropic with the spectral tensor given by Batchelor (Batchelor 1953):

kik;
)

E(k
®;j(k) = _47ik)2 (5ij— (7.13)

where k = [kl = \/k%+ k% + k% and §;; is the Kronecker delta. Moreover, for E(k), the
isotropic energy spectrum by Von Karmén (von Karman 1948) is adopted:

ard) ok kP
- (7.14)
VAL(3) (14 k212)7

where [ is the turbulent length scale, I'(x) is the gamma function, and

E(k)

a’izsozm:ﬁ: w’Z:%Tm (715)

is the isotropic variance.
From Equations 7.12 and 7.13, the matrix C can be defined as:

0 k -k
2m2E(k z y
xXoytz ky —ky O

where Ly x L, x L is the total domain size. The downside of using a 3D FFT is that the
domain has to be large enough to properly fit the largest eddies (Mann 1998). For this
reason, the grid size is increased to 128 x 128 (= 540 x 540 m) in the lateral and vertical
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Figure 7.2: Effect of incorrectly scaling the velocities to meet a target variance. Because the largest and smallest
eddies in a numerical simulation are determined by respectively the size of the domain Ly and the grid spacing
Ax, some TKE (indicated in gray) is not resolved. The variance in the velocity field is thus less than expected.
If one erroneous corrects the velocities (blue line), this TKE is added to the medium sized eddies.

directions to perform the FFT, but only a 32 x 32 (= 135 x 135 m) subvolume is ultimately
fed to the aeroelastic model to reduce computational demand of the simulations. At a
longitudinal sampling frequency of 10 Hz, the total domain length could be increased to
3 minutes before running into memory problems (= 3-107 grid points). A sketch of the
domain is shown in Figure 7.1.

7.3.2. FILTERING FOR EDDY SIZES
In order to assess the role of different eddy sizes on wind turbine performance, an ideal
low-pass filter is used:

G(k) = H(ko— k) (7.17)

where G(k) is the spectral window, kg is the cut-off wave number, and H (k) is the Heav-
iside step function. To control the amount of TKE, each velocity field is corrected after
filtering to ensure that

ko
1 1 _
m[ffz(u(x)'u(x)) dxdydz = f E(k)dk (7.18)
B 27t/ Ly

where the triple integral is carried out over the cylinder depicted in Figure 7.1 with a
volume of V(B) = i’IIDz -120U. This takes into account that the TKE lost by filtering in
the wave number domain is correctly translated to the spatial domain. Also, any TKE
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Figure 7.3: Effect of the low-pass filter on an arbitrary velocity field.

stored in very low wave numbers (k < 27t/ Ly) or in the subgrid (k > 27t/Ax) is discarded
to make sure it is not incorrectly redistributed as shown in Figure 7.2.

The filter wave number kj is moved from low to high wave numbers, meaning that
the TKE is added to the largest turbulent structures first (see Figure 7.3 for clarification).
The filtering procedure is executed for each turbulence seed separately to directly com-
pare the effect of adding smaller eddies for a given stochastic wind field. With aid of the
filter it is possible to investigate the effect of turbulent structures of a specific scale on
wind turbine performance. In the following section, the behaviour of various parame-
ters (i.e., power production, power coefficient, etc.) will be expressed as a function of
ko.

7.4, RESULTS

7.4.1. CASE DESCRIPTION
First, a set of simulations is run to obtain the (shaft) power curve at different turbulence
intensities (see Figure 7.4), where turbulence intensity is defined as
71= 20
U

Below rated wind speed, a higher turbulence intensity (i.e., more TKE) clearly leads to
an increase in shaft power, even beyond the “classical” Betz limit (i.e., %’ of the power
available from MKE, excluding turbulence). However, the pitch controller, which limits
power production to rated power for high wind speeds, reverses this effect at near rated
and above rated wind speeds. For such wind speeds, the controller imposes an upper
limit on the generator torque, and the net effect of generator torque fluctuations caused
by turbulence will be a decrease in power production. For the wave number filter assess-
ment simulations are performed for mean wind speeds of 7.5 m s™! (below rated) and 15
m s~! (above rated). For these wind speeds the controller should aim for the ideal tip
speed ratio and a constant torque, respectively.

Four separate simulation cases are defined to assess the response of a wind turbine
to varying atmospheric conditions (see Table 7.1). A reference case (case-R) is defined
with a mean hub height wind speed of U = 7.5 m s~ (i.e., well above cut-in wind speed

(7.19)



136 7. WIND TURBINE PERFORMANCE AS A FUNCTION OF TURBULENCE SCALES
6 — ‘
] TI=5%
16
27 1
) Yy —
1pAU3 /
/ 50%
= !
Z 4 / B
=) /
I /
5 /
Z 7
Q. 1
&
= 20 TI=5% s
w
0 | | |
0 10 15 20 25

Mean wind speed, U [ms™!]

Figure 7.4: Shaft power of the 5 MW NREL at different turbulence levels, where the turbulence intensity (7]
is increased in steps of 5% from 5% to 50%. The rated wind speed is U = 11.4 m s~!. Added in black is the
power available from the mean kinetic energy (MKE), together with % of that amount (dashed line); i.e., the
Betz limit.

Table 7.1: Simulation settings for the difference cases.

case Ulms™] TI% [[m] LyxLyxL;[m] AxxAyx Az [m]
case-R 75 14 33.6 1,350x537.6x537.6  0.75x4.2x4.2
case-U 15.0 14 33.6  2,700x537.6x537.6  1.50x4.2x4.2
case-TI 75 28 33.6  1,350x537.6x537.6  0.75x4.2x4.2
case-L 7.5 14 67.2 1,350 x 537.6 x 537.6 0.75x4.2x4.2

and below rated wind speed). Furthermore, the turbulence intensity is set to TI = 14%
and the turbulence length scale is taken as [ = 33.6 m, comparable to an IEC class B
site for which the reference turbine was originally designed (Jonkman et al. 2009). The
three remaining cases are defined by doubling either U, TI, or I. First, in case-U, the hub
height wind speed is multiplied by a factor 2, which will show the effect of turbulence
on wind turbine performance for above rated wind speeds. The turbulence intensity is
kept constant, meaning that the TKE will increase by a factor 4 compared to the reference
case. Second, in case-TI, the turbulence intensity is increased by a factor 2 while keeping
the hub height wind speed constant (again resulting in an increase in TKE by a factor 4)
to investigate the effect of injecting more TKE into the system for similar mean wind
speeds. Lastly, in case-L, the turbulence length scale is increased by a factor 2, which
redistributes the TKE over the wave numbers (i.e., there will be relatively more energy
contained in large structures). To increase the statistical certainty of the results, each
case is executed with 100 turbulence seeds.
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Figure 7.5: Amount of kinetic energy (KE, left panel) and turbulence kinetic energy (TKE, right panel) in-
cluded in the simulations as a function of the filter wave number ky, relative to the theoretical maximum (i.e.,

3 1772 .3
TKEmax = 5050 and KEmax = 53U + 504s0)-

7.4.2. EFFECT OF TURBULENCE SCALES ON POWER PRODUCTION
Figure 7.5 shows that the total kinetic energy KE and the turbulent kinetic energy TKE
change as a function of filtering wave number ky. It is found that in absence of turbu-
lence (i.e., by filtering at the smallest wave number), the total kinetic energy is reduced
by 5 to 19% (depending on the case), meaning that the majority of KE originates from
the mean flow. Even if only the largest turbulent structures are included (i.e., kp is small),
there is virtually no TKE present in the flow. This indicates that the domain is sufficiently
large, and that all the relevant scales at the lower wave numbers are included. When all
turbulent structures are included (i.e., ko is large), atleast 90% of all TKE (and at least 98%
of the KE) is resolved. The remaining TKE is present in subgrid scale turbulent structures
and is thus not resolved.

Although one could easily calculate the relative contribution of TKE to the total KE
for isotropic conditions as

KE= MKE(1+3TF) (7.20)

the relative importance of turbulent structures of specific scales is not obvious. As seen
in Figure 7.5, both the mean wind speed and the turbulent length scale determine how
TKE is distributed over turbulent scales. However, the amount of TKE (i.e., case-TI) does
not change the shape of the distribution, shown by the overlapping lines of case-R and
case-TI. The mean wind speed influences the distribution since the wave number k;
(and thus the filter wave number ky as well) depends on the domain length as shown in
Equation 7.11, which is given as Ly = ¢- U. The dependence of the turbulence spectrum
on the turbulence length scale follows from Equation 7.14

Next, let us consider in more detail wind turbine characteristics as a function of tur-
bulent scales. Table 7.2 provides an overview of the main results. Figure 7.6 shows the
power production as a function of ky for each case. In absence of turbulence, the three
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Table 7.2: Overview of simulation results, showing the result of the medians of 100 seeds. Differences are taken
between the simulations without TKE and with all TKE. See Figures 7.5, 7.6 and 7.7 for details.

case AKE [%] ATKE %] Aﬁs kW] Aﬁs [%] ACp(KE) [-]
case-R 5.3 94.6 37.3 2.4 -0.015
case-U 5.1 91.5 0.3 0.0 -0.011
case-TI 18.0 94.6 151.7 9.7 -0.050
case-L 5.4 96.6 43.8 2.8 -0.013

cases with U = 7.5 m s~ ! obviously show the same power production (= 1.56 MW). At
ko = 1072 m™!, the individual simulations start to deviate from each other, and power
production generally increases when higher wave numbers are included. This corre-
sponds, at least for case-R and case-TI, to the wave number where TKE is starting to ap-
pear (see the right panel of Figure 7.5). For case-L, TKE is already present at lower wave
numbers. One would therefore expect that the increase in power production already
starts at ko < 1072 m~!, though this is not found in Figure 7.6. The increase in power
production occurs at a frequency that corresponds to ko = 27t/Ly, (with L, = L; = 540 m)
=1.17-1072 m~!. For lower wave numbers turbulence is not well defined since isotropic
turbulence is considered, and thus the coherent structures do not fit the domain in the
lateral and vertical directions. It is expected that if the domain would be expanded in lat-
eral and vertical direction, the increase in power production of specifically case-L (but
possibly also case-R and case-TI) would occur at slightly lower wave numbers. For case-
U, the variation in power production between turbulence seeds occurs at higher wave
numbers compared to the other three cases, since TKE is introduced at higher wave
numbers (i.e., at low frequencies there is simply no TKE, thus no change in power pro-
duction). Do note that the change in power production is very small compared to the
change found for the other cases, and the median of all simulations of case-U is approx-
imately constant for all k.

For case-R the total increase in power production due to the presence of turbulence
is about 37 kW (2.4%). The panel corresponding to case-TI shows a significant increase
in power production of more than 100 kW before the power production starts to flatten
around kg = 10° m~!. For case-L the total increase in power production is only slightly
higher compared to case-R, and the increase occurs primarily at low wave numbers of
1072 m™! < ky = 107! m™~! since the change in turbulence length scale redistributes TKE
to larger turbulence structures. The change in power production for case-U is negligible
since the turbine operates at rated power.

It is also found that there is a substantial increase in the spread of the simulation re-
sults for case-L compared to case-R. However, a detailed analyses of the 100 individual
turbulence seeds showed that the spread between seeds of one specific case originates
from the smaller wave numbers (i.e., the larger coherent structures), while at ky = 1071
m™! the difference between individual simulations and the median of all simulations
is more or less constant. The effect of these small turbulent structures is for all simu-
lations similar: there is a minor increase in power production for all individual seeds,
and this has very little effect on the spread observed amongst simulations of a specific
case. This effect however is not found for case-U, where the higher wave numbers do
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Figure 7.6: Shaft power as a function of filter wave-number for case-R (upper left panel), case-U (upper right
panel), case-TI (lower left panel) and case-L (lower right panel).

not influence power production at all. The corresponding small turbulence structures
do produce torque (i.e., see the small increase in power production for the other three
cases). As such, the controller appears to be able to react to these structures, and keeps
power production constant, while the largest structures do result in minor changes in
power production that the controller cannot account for.

So far, power production is assessed as a function of turbulent scales. With aid of
Equation 7.8 it is recognised that it might very well be that the power coefficient of a
turbine is a function of turbulence characteristics as well. Let us first consider the tra-
ditional way to determine C, with Equation 7.1 to assess the increase in C), due to tur-
bulence. Results are shown in the left panels of Figure 7.7. Since part of the TKE is con-
verted into power by the turbine while MKE is by definition constant, Cp increases for
below rated wind speeds once turbulence is included in the simulations. For case-U,
Cp is approximately constant since power production is nearly constant and the mean
wind speed does not change by adding turbulence. For the three other cases, it is found
that Cp increases by approximately 0.01 to 0.05, depending on turbulence characteris-
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Figure 7.7: Power coefficient based on MKE (left column) and on KE (right column) as a function of filter wave-
number for case-R (upper panels) and case-U (lower panels).

tics. The results are similar to Figure 7.6 since in Equation 7.1 only Py increases. As such
a similar assessment is done for Cp but then calculated as a function of the combination
of MKE and TKE (i.e., Equation 7.8; see the right panels of Figure 7.7).

For case-R, it is found that Cp is constant at low k. A first interpretation would be
that the wind turbine thus has a similar efficiency in converting steady state conditions
as well as the largest turbulent structures into power. Do note from Figure 7.5, however,
that for these large structures virtually no TKE is added to the simulations, and from
Figure 7.6 that there is also virtually no change in power production of the turbine. As
a consequence, Cp at very low wave numbers (ky < 1072 m™1) is still nearly fully related
to the MKE and power production of the mean flow. It is thus not clear if a turbine can
convert large turbulence structures efficiently into power. Once higher wave numbers
are added, Cp starts to decrease, but this decrease levels off for high ky. The result of
case-R is more or less the inverse of the previous power production results, and this is
also found for case-TI and case-L. For case-U, results again differ though the general
shape is again observed (i.e., constant Cp for low wave numbers and decrease Cp for
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Figure 7.7 (cont.): Power coefficient based on MKE (left column) and on KE (right column) as a function of
filter wave-number for case-TI (upper panels) and case-L (lower panels).

higher wave numbers). The absolute values however are substantially lower compared to
the relatively high values found for the other three cases since the wind turbine operates
at above rated power. Besides, there is virtually no spread in Cp between the individual
simulations for case-U.

For below rated power conditions, it is found that Cp in principle decreases when
turbulence is introduced to the simulations. This can only be the case if TKE is converted
less efficient into power than MKE.

7.4.3. EFFECT OF TURBULENCE SCALES ON BLADE ROOT BENDING MOMENT
The emphasis of this research is the impact of turbulence on power production. How-
ever, it is recognised that, since turbulence is of major importance for wind turbine fa-
tigue loads, it is a sensible extension to also assess bending moments. Due to the sim-
plified representation of the wind turbine, only blade root bending moments are con-
sidered, although one could in principle execute similar research for other components
as well. The wave number filter used in this research allows to assess if, as is frequently
stated, a wind turbine acts as a low-pass filter. If this is the case, adding small turbu-
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Figure 7.8: Standard deviation of the blade root flapwise bending moment, o for case-R (upper left panel),
case-U (upper right panel), case-TI (lower left panel) and case-L (lower right panel).

lent structures to simulations should not influence the resulting blade root bending mo-
ments. Since variations in the bending moments are the driving cause of fatigue, it is
expected that the standard deviation of the bending moment o, is a more useful param-
eter for study than the mean bending moment for a given simulation. Besides, although
large variations in bending moments contribute substantially more to fatigue compared
to small variations, the maximum bending moment was not considered. This is because
a very large number of simulations have to be run in order to obtain a reliable trend for
the extreme loads.

Results are shown in Figure 7.8, where for all four simulations cases and all turbu-
lence seeds it is very clear that the wind turbine acts as a low-pass filter. In absence of
turbulence, the blade root bending moment is approximately constant, hence o; = 0
MNm by definition for low ky. Once TKE is introduced to the simulations (thus at a sim-
ilar ky as was found for the shaft power, Figure 7.6, and for Cp, Figure 7.7), o rapidly
increases. The strong increase in o s for low wave numbers differs in shape from the
results found for the shaft power where the increase was more gradual at low ky. This is
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an indication that large turbulent structures have a significant impact on the blade root
bending moment, despite containing little TKE and contributing little to wind turbine
power production. The increase continues up to a filter wave number of approximately
ko=2-10"' m™!, and for higher wave numbers simulations o starts to become inde-
pendent of ky. Despite the addition of TKE at high wave numbers, the blade root bend-
ing moment hardly shows an increase in variation, which indicates the low-pass filter
behaviour of a wind turbine. Since all four cases have a constant o, at similar kg, there
appears to be a specific turbulent structure size for which the turbine acts as a low-pass
filter. This structure size (or low-pass filter wave number) is independent of atmospheric
conditions, otherwise the flattening found in Figure 7.8 would occur at different kj for
the four individual cases. Instead, it is expected that the low-pass filter wave number is
closely related to the dimensions of the wind turbine (especially blade length), the con-
troller response time, and dynamic wake effects. Another striking result found for all four
cases is that o s shows very little variation between the 100 turbulence seeds of a given
case. For the variation in bending moment that occurs in the simulation, it is thus not
of importance how turbulence structures are placed in the stochastic wind field (i.e., the
seed number).

7.5. DISCUSSION

Based on the results one can conclude that turbulence has a pronounced impact on wind
turbine performance, both with respect to experienced fatigue loads but also on power
production. Since only a simplified situation has been treated so far, here it is aimed to
place the results in perspective of more realistic conditions.

7.5.1. IMPLICATIONS FOR OPERATING WIND TURBINES

It is expected that the actual power production of offshore wind turbines should dif-
fer less from theoretic power curves than the power production of onshore wind tur-
bines. As shown, turbulence influences wind turbine power production, hence for a
given mean wind speed turbulence characteristics will result in scatter when validating
wind turbine power production with the theoretic power curve. Offshore, the turbu-
lence intensity is typically less than 10% (Tiirk & Emeis 2010). The simulations executed
for the reference case with a turbulence intensity of 14% resulted in a 2.4% increase in
power production. As such, it is expected that for offshore wind turbines the variation in
power production for a given mean wind speed is reasonably small, assuming one knows
exact wind conditions. Onshore however, substantially higher turbulence intensities oc-
cur, hence the deviation from theoretic power curves is likely to be large as well. As such,
it is expected that the certainty and accuracy of wind power forecasting offshore should
be higher than onshore.

Turbulence characteristics are highly dependent on the stability of the atmosphere
as shown in Chapter 2. Therefore, one can generally assume that for unstable atmo-
spheric conditions the amount of TKE increases and is predominantly present in large
structures. For stable conditions, on the other hand, there is little TKE and turbulence
is present in small structures. The results shown in this chapter thus indicate that the
influence of turbulence on power production will be substantially higher for unstable
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conditions compared to stable conditions. This should be valid both onshore as well as
offshore.

It is not expected that the obtained results have a significant impact on the design or
construction of a wind turbine, though the results indicate that load simulations can be
optimised in terms of domain and grid characteristics. For power curve validation, how-
ever, it is clear that the efficiency of a turbine is highly dependent on turbulence char-
acteristics. Besides, for practical purposes such as power forecasting the results indicate
that at least the amount of TKE present in the atmosphere has a substantial influence
on wind turbine performance. This can serve as an argument to consider atmospheric
models that resolve turbulence (i.e., LES-models) in wind power forecasting.

7.5.2. DESIGN OF SIMULATIONS AND EXPERIMENTS

The results also provide insight in how to design wind fields for wind turbine simula-
tions. It is imperative that at all scales turbulence has to be properly represented in sim-
ulations. The chosen domain size, grid spacing, and number of turbulence seeds thus all
depend on turbulence characteristics imposed into the simulations. It has been shown
that the response of a wind turbine to TKE differs depending on the scale of the tur-
bulent structures. As such, it is of importance that one does not artificially redistribute
TKE from scales outside the simulation domain (or at scales smaller than the grid reso-
lution) into scales that actually are present in the stochastic wind field, as was indicated
in Figure 7.2. Similarly, one should be careful to execute simulations with the exact same
turbulence intensity as found in resource assessment. In meteorology, turbulence inten-
sities are typically determined for 10-minute periods. Hence, if one executes simulations
at much shorter domains (say, several minutes) with similar turbulence intensities, one
will redistribute large scale TKE into smaller scales. Similarly, even if one considers a 10-
minute wind field in wind turbine simulations, the operating frequency of wind sensors
might not coincide with the grid resolution of the simulation. This could result in the
redistribution of TKE over turbulence scales as shown in Figure 7.2.

The results obtained in this chapter appear to differ from the wind tunnel experi-
ments of Mikkelsen (2013), who showed a decrease in wind turbine performance if tur-
bulence is introduced in a wind tunnel. This can be explained by conservation of energy.
It is obvious that the amount of TKE will increase behind a grid placed in a wind tun-
nel, and the law of conservation of energy thus implies that, since KE is constant, MKE
(and thus the mean wind speed) will have to decrease behind the grid. For similar free
stream conditions (i.e., in front of the grid), a wind turbine placed behind the grid will
thus experience a reduced mean wind speed compared to an experiment where no grid
is placed in the wind tunnel. It would be more accurate to keep mean wind speeds ex-
perienced by the wind turbine constant, which would imply a change in reference wind
speed of the wind tunnel between both experiments.

7.6. CONCLUSIONS

Real life wind turbine power production may deviate substantially from certified power
curves, and in this chapter it is analysed if power production depends on turbulence
characteristics of the atmosphere. Due to the simplifications imposed on the simula-
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tions with respect to atmospheric conditions and wind turbine characteristics, the ob-
tained results should be interpreted as indications.

It is found that indeed turbulence is converted into power by a wind turbine, al-
though turbulent kinetic energy is not converted as efficiently as mean kinetic energy.
Whether turbulence is beneficial or hindering the efficiency of a wind turbine depends
strongly on the definition of the power coefficient. For situations where mean kinetic en-
ergy is partially converted into kinetic energy (as is the case with placing a grid in a wind
tunnel), power production will be reduced and the efficiency of a wind turbine will de-
crease. In contrary, if the mean kinetic energy is constant but turbulence kinetic energy
is added on top of the mean kinetic energy, the energy production of a wind turbine will
increase. The contribution of turbulence to power production is not considered in the
classical definition of Cp, and it appears to be more sensible to define Cp as a function
of the total kinetic energy (i.e., the sum of mean and turbulent kinetic energy).

It has been shown that the turbulent kinetic energy present in small turbulent struc-
tures is converted less efficiently compared to the energy present in large structures.
Similarly, the small turbulent structures have very little impact on the blade root bend-
ing moments. Combined, this serves as an indication that a wind turbine acts as a low-
pass filter. Spectral characteristics and the distribution of turbulent energy over scales
are thus of importance for both power production and loads. This also serves as an ar-
gument not to scale the velocities in a turbulent wind field to meet a target turbulence
intensity in wind turbine simulations.

The results obtained can be used to better understand a wind turbine’s performance
in different atmospheric conditions. For unstable conditions, where turbulent structures
are larger and turbulence levels are higher, wind turbines should produce more power
compared to stable atmospheric conditions. For accurate wind power forecasting turbu-
lence characteristics, especially the amount of turbulent kinetic energy, has to be taken
into account. Besides, it is expected that the quality of wind power forecasts is higher for
offshore conditions. Not only are wind speeds higher (i.e., a wind turbine operates more
often at or above rated wind speed), but turbulence levels are low, which means smaller
deviations from the theoretical power curve.







CONCLUSIONS AND
RECOMMENDATIONS

There is only one good: knowledge, and one evil: ignorance

Socrates

In this thesis the interdisciplinary field of offshore wind energy meteorology has been
studied. Offshore atmospheric conditions have been defined and specified, and their
influence on wind turbine performance has been assessed. Due to the interdisciplinary
nature of this research, the work and results have been split into meteorological aspects
and wind energy related implications. In this chapter the overarching conclusions of the
individual chapters are presented, and recommendations both for future research but
also for best practices in wind energy applications are discussed. Both the conclusions
of this research and the subsequent recommendations will be discussed with respect to
offshore atmospheric conditions and wind energy implications separately.

8.1. CONCLUSIONS

8.1.1. OFFSHORE ATMOSPHERIC CONDITIONS

Wind shear, turbulence intensity and turbulence spectra are relevant for wind energy
purposes and a framework has been defined in which these conditions are coupled and
all depend on atmospheric stability. The applicability of Monin-Obukhov theory for the
offshore site considered in this research was validated. This has the advantage that wind
shear and turbulence characteristics all depend on only one additional parameter: sta-
bility. For stable conditions it is found that wind shear increases and turbulence levels
(as well as the spectral length scale) decrease, while for unstable conditions wind shear
decreases while turbulence levels (as well as the turbulence length scale) increase. Ob-
tained relations that can be used to quantify wind shear and turbulence are found to
work well for unstable and neutral conditions. For stable conditions scatter was found
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in observed wind shear and observed turbulence characteristics. Two possible expla-
nations for the scatter in wind shear (and potentially turbulence) are the shallowness
of stable boundary layers (i.e., part of the observations have been obtained above the
surface layer where MO-theory is applicable), and the occurrence of low-level jets.

Given the size of state of the art wind turbines, commonly used wind profiles are no
longer valid to describe wind shear up to maximum blade tip heights. As such a wind
shear profile is derived based on theoretic arguments in line with the wind profile pro-
posed by Gryning (Gryning et al. 2007). The boundary layer wind shear profile includes
several extra parameters not considered in commonly used surface layer wind profiles,
such as the resistance functions and the boundary layer height k. One can parametrize
these additional parameters as a function of the friction velocity and Obukhov length.
As such the derived extended wind profile has the same amount of independent vari-
ables as surface layer wind profiles. The accuracy of the wind profile is compared to the
accuracy of other commonly used wind profiles in wind energy based on LIDAR obser-
vation data. For unstable and neutral conditions it is found that the proposed extended
wind profile performs equal or better, and substantially better for (very) stable condi-
tions compared to other wind profiles It is found that for stable conditions the boundary
layer height is frequently estimated to be less than 150 m, which poses problems when
adopting this shear model in simulations of very large wind turbines. For such condi-
tions the wind profile cannot be computed up to the maximum blade tip height.

All wind profiles used in wind energy have in common that the wind speed increases
with height, hence specific situations with local wind maxima close to the surface can-
not be simulated properly. The occurrence and the characteristics of these local wind
maxima close to the surface, called low-level jets, was studied. It is known that low-
level jets occur frequently onshore, but there is little knowledge about offshore low-level
jets. Based on two years of observation data it is found that low-level jets also occur
offshore. The frequency of occurrence of offshore low-level jets ranges from 3 to 10%
of the time depending on the criteria used to detect low-level jets. The jet speed of the
detected low-level jets is found to typically vary from 5 to 15 m s~!, and the wind maxi-
mum occurs in the lowest 200 m of the atmosphere. These characteristics indicate that
offshore low-level jets could very well be relevant for wind energy purposes, which has
been studied in more detail in this thesis as well. In contrast to onshore low-level jets,
offshore low-level jets are found to persist for short periods of time, typically less than an
hour. Although onshore one typically can contribute the occurrence of low-level jets to
a site specific phenomenon, the offshore low-level jet is related to a variety of formation
causes. These include the inertial oscillation, synoptic scale baroclinicity, nearby coastal
surface changes and the presence of frontal systems.

8.1.2. IMPLICATIONS FOR WIND ENERGY PURPOSES

The proposed framework in which wind shear, the turbulence intensity and the turbu-
lence length scale depend on atmospheric stability has been applied to wind energy.
Equivalent loads of the blade root, the rotor and the tower are determined for a reference
wind turbine using wind turbine design software. Wind shear turns out to have the most
influence on blade root flapwise loads and rotor out of plane loads, while turbulence is
predominantly causing tower loads (both fore-aft and side-side) and rotor in plane loads.



8.1. CONCLUSIONS 149

If commonly used standards are followed and atmospheric stability is neglected, equiva-
lent loads of the specific components considered are overestimated up to approximately
30%. This is not caused by conservatism in either wind shear or turbulence levels in
guidelines, but by a missing coupling between both conditions. In reality the combina-
tion of high wind shear and high turbulence simply does not occur simultaneously. It is
found that the joint probability distribution of wind speed and atmospheric stability has
a profound influence on the simulated equivalent loads. As such, it is imperative that
in resource assessment stability is measured accurately. Including atmospheric stabil-
ity in wind turbine design results in a substantial computational demand. An equivalent
stability is therefore introduced, which reduces computational demand while increasing
the accuracy of load simulations. The simulation data and subsequent analyses provide
a better understanding of the influence of stability on wind turbine loads. However, it is
difficult to quantify the importance of wind shear and turbulence on wind turbine per-
formance based on simulations where both atmospheric conditions are incorporated.
As such, the influence of both processes separately on wind turbine performance has
been studied.

For wind shear the influence of specific diabatic wind profiles as well as low-level jet
wind profiles on wind turbine power production and blade root loads in flapwise direc-
tion was studied. A simplified low-level jet model is derived, which can be used for wind
energy purposes, and in which one can set specific jet characteristics. With respect to
wind turbine power production, it is found that the flux of kinetic energy through the
wind turbine rotor disc is shear dependent. Discarding this shear dependency results
in overestimation of the kinetic energy flux experienced by a wind turbine compared to
considering the boundary layer wind shear profile. The hub height wind speed does not
appear to be representative for wind turbine power production assessment, and instead
one should consider the rotor disc equivalent wind speed. Especially in the presence of
alow-level jets, the difference in wind turbine power curves is substantial. The influence
of wind shear on blade root fatigue loads has been assessed in terms of the variation of
the blade root bending moment in flapwise direction. The extended wind profile causes
a slight increase in variations in the blade root bending moment for unstable and neu-
tral conditions and a substantial decrease for stable conditions compared to adopting
the surface layer wind profile. For low-level jets the jet height has a significant influence
on the resulting wind turbine response, and both wind turbine power production and
variations in the blade root bending moment rapidly decrease if a low-level jet occurs
exactly at hub height.

Besides wind shear, turbulence is important for wind turbine design, however, there
is little known on the effect of coherent turbulence structures of specific scales on wind
turbine performance. With aid of spectral filters it has been assessed how turbulence
influences wind turbine power production and variations in the blade root bending mo-
ment. Although one typically only considers the influence of mean kinetic energy on
wind turbine power production, the flux of kinetic energy through the rotor disc also
depends on turbulent kinetic energy. In fact, a wind turbine converts part of the tur-
bulent kinetic energy into electrical power, though at lower efficiency compared to the
conversion of mean kinetic energy. It is therefore suggested to include turbulence by
separately considering mean kinetic energy (MKE) and turbulent kinetic energy (TKE)in
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the definition of the power coefficient Cp. Application of the spectral filters has shown
that small turbulent structures have little influence on wind turbine power production
and the blade root bending moment, which serves as an indication that a wind turbine
acts as a low-pass filter. One should thus be careful when scaling turbulence kinetic
energy in wind turbine simulations, since one should not redistribute turbulent energy
over various turbulent scales. It is expected that for unstable conditions, where both
the amount of turbulent kinetic energy and the size of turbulent structures increases,
wind turbine power production should increase compared to stable conditions (at sim-
ilar mean hub height wind speeds). As such turbulence characteristics should be con-
sidered in wind turbine power forecasting. Offshore wind turbines will likely show less
deviations from theoretical power curves, since turbulence levels offshore are reduced
compared to onshore conditions. This provides an additional argument why offshore
conditions are favourable for wind energy purposes.

8.2. RECOMMENDATIONS

8.2.1. OFFSHORE METEOROLOGY FOR WIND ENERGY PURPOSES

The recommendations presented in this section are formulated based on research ex-
ecuted for offshore sites, however, several recommendations are applicable for onshore
sites as well. The recommendations are formulated in general, without mentioning specif-
ically the applicability onshore and offshore.

First of all, with Monin-Obukhov similarity theory a framework has been formulated
that can be used to define the surface layer. However in scope of the shallow boundary
layer offshore and the increasing size of state of the art wind turbines, it is needed to
formulate a framework for the entire boundary layer. For wind shear a methodology was
provided to extend the surface layer wind profile up to the top of the boundary layer.
A similar methodology has not been provided to accurately describe the change in tur-
bulence intensity and spectral characteristics with height. It is thus recommended to
formulate height dependent relations for the turbulence intensity and for spectral char-
acteristics with scaling arguments. With aid of observation and simulation data these
relations can be parametrized, which extends the surface layer framework of Chapter 2
into a boundary layer framework.

As an extension of the previous recommendation, it is recognised that in this en-
tire thesis it is assumed that the Obukhov length L is constant with height. For sur-
face layer scaling this should not pose a problem as long as the atmosphere is not very
(un)stable stratified (i.e., potential temperature gradients will influence the Obukhov
length as well, besides the turbulent fluxes of heat and momentum). For the entire
boundary layer however, turbulent fluxes have to change with height, and it is only log-
ical that the Obukhov length also changes with height. This has not been considered
for example in the derivation of the boundary-layer wind shear profile. Incorporating
a height dependent Obukhov length in formulations and derivations should result in a
more accurate description of atmospheric conditions.

It is found that the stable atmosphere is radically different compared to the neutral
and unstable atmosphere, and the description of turbulence (Chapter 2) and wind shear
(Chapters 2 and 3) for heights relevant for wind energy purposes is not accurate for stable
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conditions. Discarding scaling arguments used in this research, and either considering
different scaling principles (local scaling for example) or different scaling parameters to
define the stable atmosphere might lead to a substantially more accurate description
of wind shear and turbulence in the stable atmospheric boundary layer. In scope of
the importance of wind shear and turbulence for wind energy purposes, this is not only
recommended for meteorological purposes but also for wind energy.

With respect to wind shear, it is needed to combine wind profiles within and above
the boundary layer. It has been shown that the extended wind profile of Gryning is more
accurate as surface layer wind profiles, however, for stable conditions the wind profile
cannot be computed up to he maximum blade tip height of state of the art wind turbines.
Extending wind profiles above the boundary layer is therefore a necessity to accurately
incorporate wind shear in fatigue load and power production assessment.

Lastly, it is of crucial importance to extend atmospheric measurements for wind en-
ergy purposes with the observation of turbulent fluxes. Not only does atmospheric sta-
bility depend on the turbulent fluxes of heat and momentum, but also the vertical trans-
port of heat and momentum are important for wind shear and turbulence conditions
within the boundary layer. As such, the observation of turbulent fluxes aids substan-
tially in the formulation of boundary layer wind conditions, and the height dependence
of the Obukhov length. To achieve such extension of atmospheric measurements it is
required that at several heights in the atmosphere the three components of the wind
vector are observed at high frequency (i.e., discarding the use of cup anemometers). At
the exact same height one also has to observe the air temperature, relative humidity and
air pressure at the same frequency as the wind observations. Due to the increase in high
frequency signals, the data storage capacity would have to increase as well. In scope of
the total costs involved in resource assessment, extension of the measurements as sug-
gested would result in only a minor increase in costs, while improving the accuracy of
expected lifetime wind conditions for the wind energy site of interest.

8.2.2. WIND ENERGY ASPECTS
First and foremost, based on the results obtained throughout this thesis, one can no
longer discard the importance of atmospheric stability for wind turbine purposes. It
should become standard in wind energy to consider atmospheric stability in resource
assessment, wind turbine design and wind power forecasting. Simply said, the influence
of atmospheric stability on wind turbine performance is too obvious to be ignored.
Atmospheric conditions can be defined as accurate (and complicated) as possible,
however, for wind turbine design purposes this will nearly always result in an increase
in computational expenses. As such it is needed to convert an elaborate physics based
description of atmospheric conditions into wind turbine design simulations without ex-
cessively increasing computational costs. This has been achieved in this thesis for tur-
bulence levels by defining a stability dependent equivalent turbulence. Similarly, it is
proposed to adopt an equivalent stability in wind turbine load simulations. It appears
however, that the equivalent stability is wind turbine component specific, which does
pose limitations to the applicability of the equivalent stability in wind turbine design.
As such it is recommended to assess the dependence of the equivalent stability on wind
turbine characteristics (i.e., wind turbine dimensions and material characteristics) and
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site characteristics (i.e., onshore and offshore difference, and sensitivity to the probabil-
ity distribution of wind speed and stability). This can be used subsequently to define an
equivalent stability for a given site and a given wind turbine, which allows for a compu-
tational efficient and accurate physics based description of atmospheric conditions in
wind turbine design.

In scope of wind turbine simulations, it is nearly always assumed that the standard
deviations of wind vector components are constant in space (for example in Bladed and
FAST one defines a characteristic turbulence intensity). In reality however, both the tur-
bulence intensity and the standard deviation of the horizontal wind components de-
crease rapidly with height at least in the lower half of the boundary layer (see also Figure
4 of Sullivan et al. (1998) and Figure 5 of Caughey et al. (1979)). Similar to wind shear,
one can define relations for the change in the standard deviation of the wind with height
up to the top of the boundary layer, as shown for stable and neutral conditions in Stull
(1988). Due to the importance of turbulence for both wind turbine fatigue loads as well
as wind turbine power production, it is imperative that the equations that define the
height dependence of the standard deviation of the wind are incorporated in wind tur-
bine simulations.

Wind turbine performance is nearly always assessed as a function of the hub height
wind speed, both if one is interested in wind turbine fatigue loads or wind turbine power
production. However, the hub height wind speed does not define atmospheric condi-
tions, and the hub height wind speed alone is not the cause of power production or
fatigue. Instead, it is much more sensible to assess wind turbine power production as
a function of the rotor disc kinetic energy flux or the equivalent wind speed. Wind tur-
bine fatigue loads have to be assessed as a function of wind shear and turbulence. This
provides much more insight in how wind turbine performance depends on atmospheric
conditions. Besides, one can argue that the hub height wind speed itself is also the result,
not the cause, of the state of the atmosphere.

In wind energy resource assessment, it is crucial to assess accurately all relevant at-
mospheric parameters at sufficient spatial and temporal resolutions. In scope of the
limited design of the meteorological mast used in this thesis (only one observation of
the horizontal wind speed in the lowest 50 m of the atmosphere, only turbulence ob-
servations with sonic anemometers (i.e., three wind vector separately) at one height far
above the surface, and no observations of the turbulent heat flux at all) it is question-
able if stability and turbulence characteristics have been observed in sufficient detail.
This clearly compromises the precision with which one can estimate needed parame-
ters for wind turbine design. In scope of costly offshore measurement campaigns, the
questioned capability of LIDARs to observe turbulence (Sathe 2012), tower distortion
effects (Wessels 1983), and the uncertainty in converting observed signals into useful
parameters (i.e., from the Richardson number to { for example), it is recommended to
complement actual local field observations with numerical simulations. With aid of LES
simulation data, validated with local observations, one can not only extend the spatial
resolution of observations, but also include a hindcast to substantially extend the range
of data included when assessing atmospheric conditions for the lifetime of a wind tur-
bine. This will reduce the uncertainty in lifetime atmospheric conditions experienced
by wind turbines and the subsequent lifetime power production, thereby contributing
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to reducing the cost of (offshore) wind energy. Besides, the cost of offshore measure-
ment campaigns can be reduced, since the use of a floating LIDAR with temperature
sensors is sufficient to validate a LES model. Combined, this should reduce both the
uncertainty of estimated atmospheric design parameters as well as the costs involved in
resource assessment.







SURFACE LAYER WIND PROFILES

For the derivation of the stability corrected logarithmic wind profile one considers Equa-
tion 2.6 in combination with stability dependent functions of ®;;. In this appendix the
derivation is shown for the commonly used Businger-Dyer equations as well as the Free
Convection relation for unstable conditions, and the relation of Holtslag for stable con-
ditions. To keep the derivation as general as possible all coefficients are not specified
since the coefficients vary in literature.

A.1. THE LOG-PROFILE FOR UNSTABLE CONDITIONS

The Businger-Dyer relation for @, is considered first for unstable conditions, which

equals
-1/4

Oy =[1-7¢] (A1)
Incorporating Equation A.1 into Equation 2.6 results in
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where {( = zp/ L. The first integral on the right hand side corresponds to neutral logarith-
mic wind profile, the second integral is the added stability correction. As such one can
also find in literature (do note the on purpose omitted minus sign, in consistency with
literature)
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The second integral on the right hand side of Equation A.3 is rewritten with integration
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With the aid of the following standard integrals

f%dz =1n(z) (A.6)

f 2)26 —2 dx=In(1+ xz) —2arctan (x) (A.7)
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it is found for Equation A.3 (where xo = [1—y{o] 4 s used)

Ulz) = 1xo ln(i) —2In(1+x) —In (1 + x*) + 2arctan (x)
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which can be written as
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which is the same as Equation 2.9 apart from a different integration constant, which does
not influence the logarithmic wind profile as long as one strictly considers both ¥ ({) as
well as ¥ ({p).

Next, the free convective formulation for the dimensionless wind gradient is consid-
ered

1/3

Oy =[1-y(] (A.12)

As mentioned in Chapter 2 as well, the coefficient y differs here in value from the coeffi-
cient in Equation A.1. Equation 2.6 it further derived integration by substitution as
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Applying the second substitution (thus y = [1-y{] 1/3) to the second integral on the right
hand side of Equation A.13 results in
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Next the following two standard integrals are considered
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to find for the wind shear profile, in combination with yo = [1 - (o] 13
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Where again the different notation is found compared to Equation 2.11, however this can
be explained similarly as is done for the Businger-Dyer equation before.

A.2. THE LOG-PROFILE FOR STABLE CONDITIONS

For stable conditions the derivation is less complicated than for unstable conditions,
especially if one considers the Businger-Dyer equation for the dimensionless wind gra-
dient

Dy =1+0¢ (A.20)

Combined with Equation 2.6 and considering the integration bounds, this results in
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Which is easy to integrate to obtain

U2 = ”;“ ln(z—zo) +ﬁ£—ﬁ£o] (A.22)

This can be written as
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It is decided to take the derivative of the wind profile instead of integrating the local
wind gradient to obtain the W-function of Holtslag. According to Holtslag & de Bruin
(1988) the wind profile equals
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Rewriting ¢ = z/ L and taking the derivative of Equation A.25 with respect to height, the
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dimensionless wind gradient is found to equal
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which is the same equation as shown in Vickers & Mahrt (1999).



SCALING ARGUMENTS FOR
UNSTABLE CONDITIONS

The concepts of free convection scaling with Monin-Obukhov theory and dimensional
scaling are explained in more detail here for clarification purposes. Besides, the applica-
bility of both scaling techniques is discussed.

B.1. FREE CONVECTIVE SCALING WITH MO-THEORY

The behaviour of the wind gradient dU/dz and the second-order moments o is as-
sessed as a function of stability for the unstable atmosphere. The limiting conditions
in the unstable atmosphere occur when conditions approach neutral stratification (L
— -00) or when conditions approach so called free convective conditions (L — 0). In
these limiting conditions the four state variables defined for Monin-Obukhov theory
in Chapter 2 reduce to three, since respectively the heat flux H and the surface shear
stress 7¢ vanish for neutral and free convective conditions. As a consequence the non-
dimensional stability parameter is no longer properly defined (that is, it is a function of
both the heat flux and the shear stress, hence when either vanishes it is no longer a valid
non-dimensional scaling parameter). It is expected that the wind gradient is indepen-
dent of the heat flux for neutral conditions (Stull 1988), thus

dﬁ_u*o
dz z

C (B.1)

where by definition C, = 1/x. For free convective conditions the wind gradient is inde-
pendent of the surface shear stress, hence
dUu uf
—=—0C (B.2)
dz z
where the constant C, has to be obtained from experimental observation data. In be-
tween both velocity scales u.g and uy are appropriate, hence the convention is followed
to scale the wind gradient with the friction velocity. As such for unstable conditions in
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non-limiting conditions it is found that

du .
= ”Z"f(o (B.3)

dz

The function f again has to be found from experimental data, however, it is expected that
for unstable conditions the wind gradient is proportional to the friction velocity squared
since it is known from first order closure conditions that
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where Ky is the eddy viscosity. This was al ready proposed by Prandtl in 1932, in com-
bination with dU/dz oc z7#/® (Prandtl 1932). If the definition of the Obukhov length is
considered it is found that
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Thus the expected proportionality of dU/dz o u.o® can only hold if

(B.6)

-1/3
o utyz 43 (Ki [w’@é,] )
0, s

and hereby both of the expected scaling relations of Prandtl are obtained.

For very unstable conditions it is expected that the second-order moments are inde-
pendent of u.(, which is indeed found if the second-order moments are scaled with u -
As a consequence the non-dimensional second-order moments should scale to stability
as

Ox X uf
113 (B.7)
o z_iw’ﬂ’l,s]
0y
which can only hold if
z\1/3
O u*o(—z) (B.8)

Hence for the second-order moments the expected 1/3 scaling for free convective con-
ditions is obtained.

B.2. DIRECTIONAL SCALING FOR UNSTABLE CONDITIONS

It is argued by Kader & Yaglom (1990) that Monin-Obukhov theory is a simplification of
the atmosphere, and that in fact experimentally obtained relations for wind shear and
second-order moments are only valid for moderate unstable conditions. Instead, an ex-
tension of the dimensional analyses is suggested in which directional scaling is applied,
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in which the length scale is decomposed into orthogonal components. This directional
scaling has been first proposed by Williams (1892). For simplicity reasons two directions
are considered and the longitudinal and lateral length scale are combined into one hor-
izontal scale, while separately a vertical length scale is considered. This directional scal-
ing is controversial (see Kader & Yaglom (1990) for a discussion), however it is found that
at least for the second-order moments the results presented in Chapter 2 might suggest
validity of directional scaling.

It is stated in Betchov & Yaglom (1971) that directional scaling is only applicable if
there is no coupling of energy in the horizontal and vertical direction. In other words,
if the horizontal second-order moments originate primarily from mechanical produc-
tion of turbulence by shear stress while the vertical second-order moments originate
primarily from thermal production of turbulence, and there is little exchange of energy
between the horizontal and vertical second-order moments, then directional scaling is
applicable. In contrary, if all turbulent energy is completely produced mechanically or
completely produced thermally, then directional scaling is no longer applicable. In the
unstable atmosphere one can differentiate between three cases

* The atmosphere is nearly neutral stratified, and buoyancy is absent. There is me-
chanical production of turbulence in the horizontal wind components, and the
vertical component receives turbulent energy from the mechanical production
due to pressure perturbations that redistribute turbulent energy. This regime is
called the dynamic sublayer by Kader & Yaglom (1990). Since all turbulent energy
is produced mechanically directional scaling is not applicable.

* The atmosphere is unstable stratified, and there is both buoyancy as well as shear
stress. As such there is both mechanical and thermal production of turbulence,
and thermal production causes the vertical second-order moments while mechan-
ical production causes the horizontal second-order moments. At the same time
there is some exchange of energy from the horizontal to the vertical second-order
moments and vice versa by pressure perturbations, however the exchange is ap-
proximately in balance. A first order approximation is therefore that there is no
horizontal turbulence caused directly by buoyancy, and there is no vertical turbu-
lence directly caused by shear stress. This regime is called the dynamic-convective
sublayer by Kader & Yaglom (1990). Since the horizontal and vertical second-order
moments are decoupled directional scaling is applicable.

* The atmosphere is very unstable, and shear stress vanishes. As such all turbulent
energy is produced by buoyancy in the vertical direction, and the horizontal com-
ponents receive energy from the vertical component by pressure perturbations.
This regime is called the free convective sublayer by Kader & Yaglom (1990), and
directional scaling is not applicable.

As a consequence there are also three different scaling relations expected for the wind
gradient and the second-order moments.

In the dynamic sublayer buoyancy is absent and since no dimensionless group can
be formed with the remaining scaling variables any proper non-dimensionalized vari-
able (i.e. wind shear or second order moments) have to be constant similar as proposed
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by Monin-Obukhov theory. For the wind gradient and the second-order moments it is
thus found (on purpose the horizontal and vertical second-order moments are sepa-
rately shown)

dﬁ U*O

— (B.9)
dz z

Oy X Usp (B.10)
Oy X UsQ (B.11)

In the dynamic-convective sublayer the energetic scales are decoupled and direc-
tional scaling is adopted. The dimensions of the considered variables are

du 1

- (L7t (B.12)
Oup =t (B.13)
o=t (B.14)

Next, it is necessary to obtain scaling variables with proper dimensions. One can easily
show that the dimensions of u.o correspond to [[}/2I}/*t™!]. The scaling variable uy
has dimensions [I;¢~']. Combined a horizontal velocity scale is found as u?/u, which
equals

2 -1/3
u -

0 -2 |25 w’ags] (B.15)
ur 0y

Based on dimensional scaling the following relations are expected

dU -1/3
T uyz 43 _;ng'e’vs] (B.16)
g -1/3
Oup X Usg | 2= w’@ﬁ,s] (B.17)
0y
g 1/3
Ow X z_—w’Q’Us] (B.18)

If the definition of { would be incorporated this would equal

Z—IZ] x % [-¢)~3 (B.19)
Oy X Ug (1713 (B.20)
0w X U (13 (B.21)

which also shows in fact the risk of self similarity if one would assess the relation between
non-dimensional second-order moments (non-dimensionalized with u.() and {. Here
it is found that in the unstable regime the horizontal second-order moments should in
fact not scale with a +1/3 power law relation to stability as proposed by Monin-Obukhov
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theory (see Equation B.8), but with a -1/3 power law relation. The wind gradient and
vertical second-order moment scale similarly as is proposed in Monin-Obukhov theory.

For the free convective sublayer the energetic scales are coupled again, hence direc-
tional scaling is not applicable. In absence of shear stress the only relevant velocity scale
is uf, hence it is found that

7 1/3
aU o o [_5 w'e’m] (B.22)
dz 0,
g 1/3
Oy, X z_—w’Hﬁ,S] (B.23)
0y
g 1/3
O X zg—w’(%s] (B.24)

v

And thus all non-dimensional parameters should be proportional to { as

‘Z—IZJ x % e (B.25)
O Ueg [-(113 (B.26)
0w o iy [-(1V3 (B.27)

And here the unexpected result is obtained that the wind gradient should not decrease
but increase with increasing unstable conditions when the free convective limit is ap-
proached. The +1/3 scaling relations for all three second-order moments are in line with
Monin-Obukhov theory as shown in Equation B.8.

There are two obvious differences between the proposed relations based on Monin-
Obukhov similarity theory and the directional scaling theory which will be discussed
further. First of all, for wind shear it is found that directional scaling results in an un-
expected +1/3 power law relation with respect to {. For extreme unstable conditions it
is evident that U — 0, dU/dz — 0, and . — 0. Integration of Equation B.22 however
would result in a shear profile where

1/3
L wfe;s] (B.28)

0y

U

And thus the wind speed would increase with height, and more importantly it would not
vanish. As such directional scaling is not suitable to describe the mean flow when the
atmosphere approaches free convective conditions. As mentioned in Businger (1973),
it is questionable if the average of fixed-point observations can be used to analyse the
free convective boundary layer. Due to large turbulent structures and pressure pertur-
bations one might find locally some horizontal wind (even averaged over larger time
scales), however for a sufficiently large horizontal area that approaches free convective
conditions the mean horizontal wind speed does vanish. The local fixed-point observa-
tions are thus not representative for free convective conditions, which might explain the
apparent +1/3 scaling between @, and ¢ shown in Figure 1 of Kader & Yaglom (1990).
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Figure B.1: Close up of the longitudinal (left) and vertical (right) non-dimensional second order moments for
unstable conditions (see Figure 2.6 for the full figure).

For the second-order moments however differences in expected scaling laws were
not found for the free convective limit but for the dynamic-convective regime (i.e. mod-
erate unstable conditions where turbulence is produced both by shear stress as well
as by buoyancy). The theoretic difference might very well explain some peculiar de-
tailed result shown in Figure 2.6. Figure B.1 shows a close up of the longitudinal and
vertical second-order moments for unstable conditions. For weak unstable conditions
both second-order moments are constant, in line with Monin-Obukhov theory and di-
rectional scaling. For moderate unstable conditions Monin-Obukhov theory states that
both second-order moments would increase with increasing unstable conditions. In
Figure B.1 however it is shown that the longitudinal second-order moment decreases
slightly with increasing unstable conditions at 0.5 < -{ < 1. For nearly similar conditions
the vertical second-order moments do increase slightly (seen between 0.75 < -{ < 1). As
such there is a regime where the scaling of both second-order moments with stability
differs. This is not obtained with Monin-Obukhov theory, however it does correspond
well to directional scaling theory. It has to be emphasized that the decrease is far from a
-1/3 scaling with ¢. As mentioned in Kader & Yaglom (1990) however directional scaling
is probably only valid in more strict conditions compared to general Monin-Obukhov
theory, and in Figures 2.6 and B.1 it is likely that conditions have been included where
directional scaling is not valid. It is therefore concluded that based on the observation
data obtained with meteorological mast IJmuiden directional scaling can neither be val-
idated nor discarded, and a carefully designed field experiment would be required to
validate the applicability of directional scaling for second-order moments.



THE RELATION BETWEEN RI AND (

As shown in Businger et al. (1971) ¢ and the gradient Richardson number (note, not the
bulk Richardson number), are related as

{=adyRI (C.D

where the relation between the friction velocity and the turbulent momentum flux is
adopted and the following definitions are used

19/
(= _st,,s (C.2)
Oyus,
—a T
oo w'ey dg/dz C3)
uw's do,ldz
xz dU
- =27 C4
bm o dz (C.4)
ri= 8 _d0vdz (C5)
Oy (dU/dz)

Here ais the ratio of the eddy viscosity coefficients of heat and momentum, also known
as the Prandtl number. Although the Prandtl number is often considered the inverse of
the formulation shown here (i.e. the eddy diffusivity of momentum divided by the eddy
diffusivity of heat), it is decided to follow here the formulation of Businger et al. (1971).
One can rewrite a as

= on
where @ is the non-dimensional temperature gradient. Combining Equations C.1 and
C.6results in

a (C.6)

2

@
(= q)—MRI (C.7)
H

and thus one only needs a description of the non-dimensional heat and momentum
gradients to find a proper relation between { and the gradient Richardson number.
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For stable conditions Equation C.1 is in fact most useful, which in combination with
the Businger-Dyer relation results in

{=all+pL]RI
_ aRl (C.8)
~ 1—apBRI

Which is a general form of Equation 2.29, where the difference of a factor 10 is explained
by the fact that in practice one considers finite differences (with the bulk Richardson
number) instead of local gradients.

For unstable conditions either the Businger-Dyer equations or the relations following
from free-convective scaling could be assumed to be valid. In general form, without
specifying coefficients, this results with aid of Equation C.7 in

1- 1/2
(% =RI (C.9)
(1-7m!)
2/3
(% = RI (C.10)
(1-vymt)

where the first relation follows the Businger-Dyer equations and the second relation fol-
lows free convective scaling. Note that both of these results differ substantially from
Equation 2.30. The assumption of a linear dependence however is quite well obtained
with the Businger-Dyer equations (see Figure 5 in Businger et al. (1971)), which is in
practice true if y)s = yy. In absence of accurate observations of fluxes and local gradi-
ents validation of any of the proposed relations is not possible.



DERIVING THE BOUNDARY LAYER
WIND PROFILE

In Chapter 3 the boundary layer wind shear profile is derived, and here the majority of
the derivation will be shown in more detail for clarification purposes. The derivation of
the wind profile and the derivation of the resistance functions will be shown.

D.1. DERIVATION OF THE GENERAL WIND PROFILE

As a starting point of the derivation, Equation 3.3 is considered and rewritten to obtain
aﬁ _ Ux0
0z«

D.1
z h lML h ( )

AT S |

Integration of the wind gradient dU/dz with respect to height thus results in three inte-
grals on the right hand side of Equation D.1. The integral of the first term on the right
hand side can be rewritten with integration by substitution to obtain

[ o [

fzjédz_f;l—;pzwdc hf [1- (pM]d“lMLf [1_

Since U (zp) = 0 by definition, and not solving the integrals of ¢/ yet, it is found that

z (1-¢ym z12
IH(Z—O)—]‘;O C d(+h [1 (PM dZ+§M [1— —[ —E

which equals

z2 U .
—dz= il
2 02 K

(D.3)

UsQ
1.

Ulz) =

|

(D.4)
Next, the integration of the ¢ ;-terms for stable and unstable conditions is considered
separately. For stable conditions the Businger-Dyer equation ¢p; = 1 + Bpp( is consid-
ered, and for unstable conditions the Free-Convection formulation ¢y = ( 1-vrcC )_1/3
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is used. The first integral on the right hand side of Equation D.4 by definition results in
(Paulson 1970)

{1
- f( ! C"’Md(:—\lf(ow«o) (D.5)
0

with the W-functions shown in Chapter 3. The second integral differs for stable and
unstable conditions. For stable conditions it is found that

1 z 1 Z0 20
W [1 ¢M]dz—‘——ﬁBDL 2 hﬁBD—
ZEE‘P(()———‘I’((O) (D.6)

and for unstable conditions it is found that

1 z[l ol d 1 +3x2L 3x3L
— —bum z=— zZ _— | = _—
hJz h 2Yrc 2YFc
2 2
zZ zZy 3zX—X,
- z2_Z_=Z D.7
h h 2h x3- 0.0

Combining Equations D.5 and D.6, and considering the linearity of the Businger-Dyer
equation (see Equation 3.12), results for stable conditions in

_fzzl—((pMd(+% [1- (PM]dz_——\y( ) [1__ _[ _%2

which can be incorporated into Equation D.4 to obtain the following wind profile for

stable conditions
%)+ ()
In[—|+= — VY| -
20 vt L

The wind profile shown in Chapter 3 Equation 3.13 is found if it is assumed that zo/h =
0. Equations D.5 and D.7 are incorporated into Equation D.4 in combination with zy/h =
0 to obtain the wind profile shown in Chapter 3 Equation 3.14.

(D.8)

UsxQ

2 [ zZ12
K

U(z)= h

(D.9)

D.2. DERIVATION OF THE RESISTANCE FUNCTION B

Only the derivation of the resistance function Bis considered, since Ais defined without
the requirement of derivatives or integrals. As a starting point the definitions of B as
shown in Chapter 3 Equation 3.24 are considered

B=

P_“_\y(%)_qj(h) ptl (D.10)

p p pl

as well as the definition of I' (Equation 3.25)

()= [ (2 o
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The derivation for stable conditions is considered first. With the Businger-Dyer equation
for stable conditions Equation 3.26 is easily obtained, hence Equation D.10 for stable
conditions equals

|k
1 1[1h h 1
B:&_\p(@)_ (L)JFPJ; __xp(_)__@\y(@) (D.12)
p p pt 207 \L L
This can be rewritten as
1 1 1 1 2
B:i—w(@)——w(ﬁ s \If(ﬁ)—(@) \y(ﬁ)] (D.13)
p L) p \L] 2 p L h L
and since (zo/h)? << 1 it is found that
1 1p-1 h
p=PT, P \y(—)—\y(@) (D.14)
p 2 p L L

For unstable conditions the derivation is more complicated, and first the W-function
is integrated, which is required in Equation D.11. The Free Convection formulation is
considered for unstable conditions

\P(Z) 31 x2+x+1) VBaret (2x+1)+ T .15
—|==In|————]-+V3arctan — .
L 2 3 V3 V3
Which is rewritten as
3 2x+1 7T
T(%)zgln(x2+x+l)—\/§arctan 7 ) T—EInB) (D.16)

where x = [1-yz/L]"/3. The derivation of T (h/L) is shown here, hence h/L is considered
everywhere instead of z/L. There are three integrals to solve since ¥ (h/L) is has to be
integrated

h 3 h
F(Z):len(xi'f‘.x/'h‘f‘l)dz_
2xp+1 h
f\/garctan( \/_ )dz+
f\/_—él (3)d (D.17)

First integration by substitution is used to rewrite Equation D.17 as

h 33x
F(Z): f2 thn(xh+xh+1)dxh

+f%xiarctan(2x\h/;l)dxh
f___l (S)d— (D.18)
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Next, the integrals are solved one by one separately for clarity purposes. The first integral
on the right hand side of Equation D.18 is solved with integration by parts as

3 3 3 2x, +1
__f?’x%’ln(xi”h“)dxh:‘—xiln(Xfl+Xh+1)+_fx?z—z T dx,
2}/ ZY 27/ xh+xh+1

—xp—1] [xi+xh+1]+[2xh+1]d

3 3 [ [2x5
:——xiln(xi+xh+l)+—f[ h 5 Xn
2y 2y X, +xp+1

3 4 5 3[23 1, 5
=——x;In(x7 +xp+1)+— | =x;, —=x7 —xp+1In(x7 + x5, +1
zyh(h h )2Y3h 27 h (h h )

X 3x2
=i[l—x‘z]ln(xi+xh+l)+—h——h—3ﬂ (D.19)
2y Y

The second integral on the right hand side of Equation D.18 is first rewritten with the
substitution y =2xy + 1 as

3v3 2 1 3vV3 [ y*-2y+1
f—\/_xflarctan( i )dxh=—\/_f&arctan(l)dy (D.20)
Y V3 Y 8 V3

The right hand side of Equation D.20 can be split up into three integrals that can all be
solved with standard integrals. The following standard integrals are used

2

2 Nay=1,3 Nilom(2 1) Loy
fy arctan(c)dy— 3y arctan(c)+6C In z +1 6Cy (D.21)
y _1, y 1 » y _l
/yarctan(a)dy— Ey arctan(E)+EC arctan(E) 2Cy (D.22)
V) dy= N Lon(X
farctan(a)dy—yarctan(c) - 2Cln 2 + 1) (D.23)

with C = /3. With aid of these three standard integrals Equation D.20 equals

3v3 2 1 3v3 |1
f—\/_xiarctan( ad s )dxhz_\/_ —y -y +y-3 arctan(l)+

Y V3 8y 13 V3
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The second-term on the right hand side including the logarithm thus becomes 0. If now
¥ =2xp, + 1 is substituted back it is found that

3vV3 , 2xp+1 3\/" 8 , 8 2xp+1
f xhar ctan dxy = ~ X, — 7 | arctan -
V3 8y [37h 3 V3
3v3 2\/§ _4V3 5V3
8y | 3 o 3 77
3 2xp+1
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Y V3

3%, 3x, 15
4y 2vy 1oy

As such only the last integral of Equation D.18 remains, which is easily found to be

(D.25)

T h m™h 3h
\/_ 2l (3)dz 7Z—§Z1 3) (D.26)

If now Equations D.19, D.25 and D.26 are incorporated into Equation D.18, it is found for
I that

h 3 X 3x2 3
F(—)=—[l—x‘;‘l]ln(xi+xh+1)+—h——h—ﬂ+
L 2y Y 4y 2y
3 2x,+1) 3x7 3 15
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Besides, notice that xz =1-y h/L, hence

hYy 3h
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L) 2L y
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Now the definition of the W-function for unstable conditions is considered, Equation
D.16, to obtain )
h\ h_(hy h 3x 31
r(—):—\y(—)————h+— (D.29)
L) L \L)] L 2y 16y

which equals the equation of I for unstable conditions as shown in Chapter 3 (Equation
3.27).

The derivation of T" for unstable conditions has been shown, but the derivation of
B is also briefly assessed. The definition of B is shown in Equation D.10. The last term
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including the I'-functions is further derived first. With aid of Equation D.29 this is written

as
+1[_(h +1[h[_(h 3 x5 - x5
Prrp(2 -r(2) i iy 7 i B ~2[w(2)-1]-2 2] 30
h L L h |'L L L L 2
PL PI Y
This is first rewritten as
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Next, since -yh/L = x‘:’l- 1 and assuming zp / h =0 it is found that
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ph L L p L 2 x-1
Incorporating this into Equation D.10 results for unstable conditions in
Wy h 2_ .2
+1 +1 h 3 X7 — X,
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Which equals after some rewriting Equation 3.29.
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