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ABSTRACT:

One of the biggest challenges for an autonomous vehicle (and hence the WEpod) is to see the world as humans would see it. This
understanding is the base for a successful and reliable future of autonomous vehicles. Real-world data and semantic segmentation
generally are used to achieve full understanding of its surroundings. However, deploying a pretrained segmentation network to a new,
previously unseen domain will not attain similar performance as it would on the domain where it is trained on due to the differences
between the domains. Although research is done concerning the mitigation of this domain shift, the factors that cause these differences
are not yet fully explored. We �lled this gap with the investigation of several factors. A base network was created by a two-step �ne-
tuning procedure on a convolutional neural network (SegNet) which is pretrained on CityScapes (a dataset for semantic segmentation).
The �rst tuning step is based on RobotCar (road scenery dataset recorded in Oxford, UK) while afterwards this network is �ne-tuned
for a second time but now on the KITTI (road scenery dataset recorded in Germany) dataset. With this base, experiments are used to
obtain the importance of factors such as horizon line, colour and training order for a successful domain adaptation. In this case the
domain adaptation is from the KITTI and RobotCar domain to the WEpod domain. For evaluation, groundtruth labels are created in
a weakly-supervised setting. Negative in�uence was obtained for training on greyscale images instead of RGB images. This resulted
in drops of IoU values up to 23.9% for WEpod test images. The training order is a main contributor for domain adaptation with an
increase in IoU of 4.7%. This shows that the target domain (WEpod) is more closely related to RobotCar than to KITTI.

1. INTRODUCTION

For a WEpod or a self-driving vehicle in general to safely navi-
gate over the road, it needs to understand road scenes that appear
in our daily life. The WEpod is an autonomous shuttle (�gure
1) and is able to transfer up to six people. As most autonomous
vehicles it is equipped with camera, LiDAR and RaDAR sensors.
One common way to achieve this awareness of the environment,
is to use semantic segmentation. Semantic segmentation is the
assignment of each pixel of an image to a semantically mean-
ingful class. A simple reconstruction of the environment can be
achieved by identifying three classes: occupancies, drivable path
and unknown area.

Figure 1: WUrbie: one of the two WEpods in the Netherlands.

Detecting obstacles is a critical aspect for realising autonomous

driving. Static obstacles such as buildings and trees, as well as
dynamic obstacles such as other traf�c participants have to be
detected with great accuracy in order to avoid accidents. A possi-
ble trajectory which the vehicle can follow is called the drivable
path. This path can play an important role for in-lane localisa-
tion. In order to determine this path and avoid accidents, obsta-
cle sensing plays an important role. From the aforementioned
de�nition of drivable path it can be concluded that this term is
not necessarily bounded to one �solution�. Intersections can be
thought of as an example of a combination of solutions. Often
there will be locations which are neither a drivable path nor an
obstacle. Typically these areas correspond to the road area out-
side the lane which is occupied by the vehicle (including lanes
for oncoming traf�c), curbstones, empty pavements and ditches
(Barnes et al., 2017). It is important to mention the difference
with free space, since free space is de�ned as the space where
a vehicle can move freely without colliding with other objects
(Lundquist et al., 2009). Hence, unknown area does not repre-
sent the same volume as free space although free space often is a
part of unknown area.

Initially, no large amount of sensor data was available for the
WEpod. Therefore use is made of already available (external)
datasets. Weak labels are created for a subset of two large road
scenery datasets, KITTI and RobotCar. These datasets not only
contain the recorded image sequences but also laser, GPS and
IMU data. The created labels are not perfect by means of clear
boundaries for all three categories (obstacles, drivable path and
unknown area). The quality of these labels is to a certain extent
dependent on the sensor quality of the recording platform (both
camera and LiDAR). By treating these labels as groundtruth, it is
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possible to produce a vast amount of labels which will enable us
to create a (large) set of training images.

Convolutional Neural Networks (CNN) have become a dominant
player in the world of computer vision during recent years. With
this emerging �eld, a large number of different CNN architec-
tures are available today. When a CNN is trained on a certain
source domain (e.g. CityScapes, a dataset for semantic urban
scene understanding) and then deployed on a different (target)
domain, the network will often execute the task (e.g. segmenta-
tion) poorly because of the differences between target and source
domain (i.e. the domain shift). This limited ability of a CNN
to adapt itself to new domains is a common problem of transfer
learning. For our implementation the goal of transfer learning is
to transfer the �knowledge� of the pretrained CNN towards the
speci�c task of segmenting images into the three aforementioned
classes. In general transfer learning can be very useful since it
limits the required amount of training data and computational
time needed to successfully train a CNN. Factors that in�uence
the success of domain adaptation are identi�ed and it is shown
how they in�uence the result. The goal of this paper is to obtain
an idea if and how several factors in�uence the domain shift from
the KITTI and RobotCar domain towards the WEpod domain.

The rest of this paper is organised such that section 2. will sum
up the most important and/or recent research on CNNs, seman-
tic segmentation and domain adaptation. Section 3. will walk
through different aspects of the work�ow such as the datasets, la-
belling technique and the used CNN architecture. All performed
experiments are described in section 4. while the results of these
experiments with a small discussion can be found in section 5..
The conclusion in section 6. will complete the paper.

2. RELATED WORK

Convolutional Neural Networks have proven to achieve impres-
sive results on a wide range of computer vision tasks, such as
semantic segmentation (Long et al., 2015) and object recognition
(He et al., 2016). Except for new architectures, improvements of
already existing networks have been examined via dilated convo-
lution (Yu and Koltun, 2015) and conditional random �elds (Chen
et al., 2018). Since interest in semantic segmentation increases
due to the diverse applications such as autonomous driving, de-
velopment on CNNs for semantic segmentation is a dynamic area
of research. This results in continuously increasing state-of-the-
art results such as reported in (Zhao et al., 2017) and in (Huang
et al., 2017).

Semantic segmentation is an important tool for several applica-
tions because it is enables the understanding of a scene based
on an image. However, because �ne annotation and quality con-
trol for one single image will take up to 1.5 hour (Cordts et al.,
2016), most datasets do not have a comprehensive groundtruth
set which results in usage of weakly- or semi-supervised labels
to boost performance of semantic segmentation. (Pathak et al.,
2014) approached this as multiple instance learning and (Papan-
dreou et al., 2015) developed expectation-maximisation methods
for semantic segmentation under weakly-supervised and semi-
supervised training setups. (Hong et al., 2016) make use of aux-
iliary weak annotations from semantic segmentation for different
categories to assist segmentation of images with only image-level
class labels.

All methods, use annotations in both source and target domain
except for (Hoffman et al., 2016), who use strong supervision in
the source domain but no supervision in the target domain. Our
work considers a combination of strong and weakly-supervised

Figure 2: The main work�ow of the applied approach.

labels in the source domain and no annotation in the target do-
main. The goal of domain adaptation is to be able to transfer the
knowledge of the source domain to a different but related domain
by handling the variation between the two data distributions. Ini-
tially domain adaptation has centred around image classi�cation
where the domain shift between stock photographs and real world
cases of certain objects had to be overcome (Zhuo et al., 2017).

Some approaches for domain adaptation include the aim for max-
imal domain confusion (making domain distributions as similar
as possible) (Tzeng et al., 2015) while others align the features
in source and target domain by assuming that the source classi-
�er and target classi�er differ by a residual function (Long et al.,
2016).

Domain adaptation for semantic segmentation is initiated by
(Hoffman et al., 2016) who considered the learning scenario of
strong supervision in the source domain while no supervision was
available in the target domain with the goal of semantically seg-
menting images. (Chen et al., 2017) proposed an unsupervised
learning approach for road scene segmentation in order to adapt
to different environments of cities around the world.

Although research on different approaches to mitigate domain
shift is known, only few resources target to explore the factors
causing effects of domain shift on semantic segmentation. (Kalo-
geiton et al., 2016) analysed possible domain shift parameters for
object detection by examining four factors. To the best of our
knowledge, analysis of domain parameters for semantic segmen-
tation is an untouched �eld of research. This work can be seen as
a �rst step towards a deeper understanding of the in�uencing fac-
tors of the domain shift within the area of semantic segmentation.

3. METHODOLOGY

The main work�ow of this project is presented in �gure 2.
As a �rst step, LiDAR, GPS and IMU data are used to cre-
ate groundtruth (noted as weakly-supervised labels in �gure 2)
for the raw input images. This weakly-supervised labelling is
done for three datasets, KITTI, RobotCar and WEpod (section
3.1). The groundtruth, together with the input imagery is used
to �ne-tune a base network. This base network is pretrained
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Figure 3: Example images and created labels of the KITTI raw dataset (left), Oxford RobotCar (middle) and the WEpod dataset (right).
Red refers to occupancies, blue to unknown area and the drivable path is depicted as green.

on the CityScapes dataset and will be �ne-tuned in two stages.
The work�ow shows that the �rst �ne-tuning step occurs on the
RobotCar dataset. The �nal weights, resulting from a second
�ne-tuning (on KITTI) will serve as test weights of the CNN for
new, unseen imagery (KITTI, RobotCar and WEpod).

3.1 Datasets

Three datasets have been used in order to train a neural net-
work based on weakly-supervised labels, to perform pixel-wise
labelling. Weakly-supervised is referring to the approach of cre-
ating labels and thus creating training images without any man-
ual labelling and is further explained in section 3.2. Our network
is pretrained on the CityScapes dataset (Cordts et al., 2016) and
�ne-tuned on both the RobotCar dataset (Maddern et al., 2017)
and the KITTI dataset (Geiger et al., 2013).

The platforms of RobotCar and KITTI are both equipped with a
laser scanner, camera, IMU and a GPS navigation system. These
sensors are vital for training the network. The laser scanner is
used for obstacle sensing. In the case of KITTI, GPS is used to
obtain the trajectory of the vehicle and obstacles are sensed by
a Velodyne HDL-64E scanner. For RobotCar the trajectory is
obtained by means of visual odometry and scanning is performed
using a SICK LD-MRS 3D LiDAR.

CityScapes
The original CityScapes dataset consists of images with corre-
sponding semantic labels which are subdivided into 5 000 �ne
annotated images and 20 000 coarsely annotated images. 19 se-
mantic classes are present in the original dataset. This dataset is
the base for our network because it is a high quality dataset for
semantic segmentation. Additionally it has off-the-shelf weights
available for SegNet (section 3.3) on the 11 class version of the
CityScapes dataset1.

Oxford RobotCar
(Maddern et al., 2017) have collected more than 1000 km of
recorded driving over a period of a year. One route in central
Oxford is covered twice a week. This driving scheme lead to
large variations in scene appearance due to illumination, weather

1Obtained from the SegNet Model Zoo:
https://github.com/alexgkendall/SegNet-
Tutorial/blob/master/Example Models/segnet model zoo.md

and seasonal changes and dynamic objects (Janai et al., 2017).
Weakly-supervised segmentation is applied on the Oxford Robot-
Car dataset, labelling a total of 3033 images. These images are
randomly subdivided into a training set of 2730 images and a val-
idation set of 303 images.

KITTI
The KITTI vision benchmark suite is a well-known dataset re-
lated to different computer vision problems. In contrast to Robot-
Car, KITTI has large diversities in environmental changes but
lacks this diversity in seasonal changes and weather conditions.
The raw recordings were used for creating weakly-supervised la-
bels. From the raw KITTI dataset (City), a total of 1174 images
are labelled. From this total set, 1060 training images and 114
validation images are separated.

WEpod
KITTI and the largest part of CityScapes are recorded in Ger-
many, while the United Kingdom is the setting for RobotCar.
WEpod is recorded in the Netherlands in different settings. Data
obtained from the WEpod is obtained in only one day and there-
fore does not have the diversity which CityScapes, KITTI (en-
vironment) and RobotCar (weather/season) do have. WEpod
imagery is only available as greyscale images where all other
datasets contain RGB images.

3.2 Weakly-supervised labels

Traditionally, a neural network needs a lot of training images in
order to make good predictions. Transfer learning is one way to
reduce the amount of data that is needed. However, even in the
case of transfer learning, annotations are often still required. With
an annotation time of 1.5 hour per image, this will lead to a signif-
icantly large annotation time for a complete training set. Weakly-
supervised labels can be a solution to create a vast amount of
groundtruth. These can be created by using sensor data of the
recording platform.

In order to create labels in an automated fashion, the segmenta-
tion method from (Barnes et al., 2017) is adapted which consists
of three parts. First, the drivable path is projected into the im-
age assuming this is equivalent to the actual driven path in con-
secutive timestamps. This path refers to the outermost points of
contact of the tires with the ground.
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