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Abstract

While various multiphase flow simulation techniques have found accep-

tance as predictive tools for processes involving immiscible fluids, none of

them can be considered universally applicable. Focusing on accurate simula-

tion of liquid-liquid emulsions at the scale of droplets, we present a compar-

ative assessment of the single-component multiphase pseudopotential lattice

Boltzmann method (PP-LB, classical and modified) and the Volume of Fluid

method (VOF, classical and modified), highlighting particular strengths and

weaknesses of these techniques. We show that a modified LB model pro-

duces spurious velocities 1-3 orders of magnitude lower than all VOF models

tested, and find that LB is roughly 10 times faster in computation time,
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while VOF is more versatile. Simulating falling liquid droplets, a realistic

problem, we find that despite identical setups, results can vary with the

technique in certain flow regimes. At lower Reynolds numbers, all methods

agree reasonably well with experimental values. At higher Reynolds num-

bers, all methods underpredict the droplet Reynolds number, while being

in good agreement with each other. Particular issues regarding LB simu-

lations at low density ratio are emphasized. Finally, we conclude with the

applicability of VOF vis-à-vis PP-LB for a general range of multiphase flow

problems relevant to myriad applications.

Keywords: Multiphase Flows, Pseudopotential Lattice Boltzmann,

Volume of Fluid, Emulsions, Liquid Droplets

1. Introduction

Multiphase flow simulations are becoming commonplace in describing

and designing engineering applications, which has led to the development

of numerous numerical techniques [1, 2]. In addition, this has provided

unprecedented insight into flow physics at the scale of individual droplets

and bubbles which in many cases is relevant at the larger scale of reactors

or processes. This has in turn greatly benefited emulsion research dealing

with liquid-liquid flows [3, 4, 5], where performing experiments to obtain

high resolution spatio-temporal data is often not feasible. Many food and

personal care products consist of liquid-liquid emulsions with a low density

ratio. In the oil industry, separating water from oil (in particular downhole

water/oil separation, leaving the water underground) is a tremendously rel-

evant issue [6], as many oil sources not just produce oil and gas but also

water in increasing amounts. Also the concept of Enhanced Oil Recovery

(EOR) [7] in which steam is injected into oil containing reservoirs to increase
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oil production results in large amounts of fine liquid-liquid emulsions which

need treatment. In the polymer industry, quite a few polymers are produced

by means of emulsion polymerization processes [8]. Reliable simulations of

these widely different processes require an accurate description of the flow

physics at the droplet scale. The existence of myriad simulation techniques

presents another caveat - which method is most applicable to a specific prob-

lem? This calls for studies that reveal particular strengths and shortcomings

of these simulation techniques when directly compared, however in the case

of interface resolving multiphase flows, such studies are difficult to come by.

To the best of the authors’ knowledge, among the very few other studies

comparing a mesoscopic technique to a continuum technique for multiphase

flow are the comparison between a two fluid free energy LB approach and a

volume of fluid method by Takada et al. [9], between a pseudopotential LB

and a front-tracking finite-difference method for rising bubbles by Sankara-

narayanan et al. [10] and between a free energy LB formulation and a phase

field method by Scarbolo et al. [11]. We compare two widely used tech-

niques based on very different principles, namely the finite volume based

Volume of Fluid (VOF) method and the mesoscopic, single-component mul-

tiphase pseudopotential lattice Boltzmann method (PP-LB) and focus on

specific challenges faced when simulating fluids at low density ratio. Gen-

erally, multiphase flows can contain single or multiple fluid components in

different phases, for instance a fluid existing simultaneously in its liquid

and vapour phase, or two immiscible liquids like oil and water. The most

elusive problem here is the accurate representation of the phase separating

interface, that essentially emerges from the microscopic interactions at the

molecular level, detached from the continuum regime of hydrodynamics, and

which can undergo complex deformations during the evolution of the flow.
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VOF and PP-LB differ greatly in how they simulate interface dynamics.

Both techniques have particular points of strength, but they also bring a set

of shortcomings that are easily overlooked - we address them both in the

course of our study.

VOF is one of the first techniques developed for multiphase flow sim-

ulations based on the finite volume method (FVM) [12]. Using VOF, one

solves an additional advection equation for a boolean valued phase indicator

function, marking the two immiscible fluids. In principle, at the interface,

this indicator value changes rapidly from 0 to 1 (or vice-versa) marking the

two phase regions. Further, all physical properties are modeled as phase

averages, hence working with an effective single-fluid formulation of the

Navier-Stokes equation. This method has been demonstrated to perform

well for a wide range of multiphase flow problems and can reproduce an

appreciably sharp interface undergoing arbitrarily large deformations [13].

Also over the past two decades, PP-LB has emerged as a versatile al-

ternative to conventional finite volume techniques for simulating multiphase

flows [14]. It was first proposed by Shan and Chen [15, 16] and is based

on a mesoscopic kinetic equation for particle distribution functions, and has

been used for various fluid mechanics and engineering problems [17, 18].

In this method, particle interactions are modeled by an inter-particle force

which causes a single-component fluid to spontaneously segregate into two

phases of different densities that change smoothly from one bulk value to

another. The interface emerges automatically and is characterized by mon-

itoring the variation in density, and is therefore no longer a mathematical

boundary and no explicit interface tracking/capturing technique is required.

Moreover, surface tension effects emerge automatically from the underly-

ing Boltzmann dynamics. The single-component PP-LB is the most widely
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used LB based model due to its simplicity and versatility, remarkable com-

putational efficiency and clear representation of the underlying microscopic

physics.

Evidently, VOF and PP-LB simulate multiphase flows very differently,

the first being a continuum approach and the latter mesoscopic. The main

point of departure is that in VOF, the two (or more) fluids are completely

immiscible and interfacial dynamics is modeled with a specified surface ten-

sion force. While in single-component PP-LB, the two fluids are modeled

as the liquid and vapor phases of the same non-ideal component [19], which

coexist due to phase separation [20]. Immiscibility of the two phases in PP-

LB is ensured by a repulsive interaction parameter, consequently leading

to surface tension effects. Owing to these differences, a direct comparison

between the strengths and weaknesses of the two methods can benefit a user

by providing motivation for selecting either technique, for one might be bet-

ter suited to a specific problem than the other. Previously [21], the authors

attempted such an intercomparison and it was observed that even after a

careful formulation of identical test cases, predicted results can vary between

the two methods. In this study, we investigate this discrepancy further to

more conclusively remark on the predictive aspects of VOF vis-à-vis PP-LB.

We begin with a description of PP-LB (our own in-house code implemen-

tation using FORTRAN 90 as well as an implementation in the open source

Parallel Lattice Boltzmann solver Palabos-v1.5r1), and the VOF method

(using the standard OpenFOAM and FLUENT VOF solvers, along with

modifications to the OpenFOAM solver). We first address the so-called

spurious velocities that emerge in both methods as numerical artifacts and

can be a limiting constraint on the accuracy of results. We also compare

the thickness of the interface as produced by these methods, and show that
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sharper interfaces are achieved at the cost of higher spurious velocities. Next

we simulate falling droplets with a low density ratio (2D and 3D in VOF,

and 2D in LB) to compare how well the methods predict the velocity evo-

lution, terminal Reynolds number and droplet shape. This comparison is

performed in a small region of the phase-space governing falling droplets,

corresponding to the spherical and ellipsoidal regions of the shape regime

map of Clift et al. [22] (henceforth called the Clift map). We then discuss the

specific challenges faced for the two methods and conclude with our main

findings.

2. Numerical Methods

2.1. Single-component PP-LB

The standard lattice Boltzmann equation with a single relaxation time

[23] is written as

fi (x + ei∆t, t+ ∆t)− fi (x, t)

∆t
=

1

τ
(fi (x, t)− f eqi (x, t)) + Si (1)

where fi (x, t) is the density distribution function associated with discrete

velocity direction i, and Si represents a general source term added into

the lattice Boltzmann equation (which is related to all thermodynamic and

hydrodynamic forces). The discrete velocities ei in the ith - direction, for

the D2Q9 lattice are given by e0 = 0 and ei = λi (cos θi, sin θi) with λi =

1, θi = (i− 1)π/2 for i = 1 − 4 and λi =
√

2, θi = (i− 5)π/2 + π/4 for

i = 5 − 8. The order numbers i = 1 − 4 and i = 5 − 8 represent the

rectangular and the diagonal directions of the lattice respectively. In Eq. 1,

f eqi is the equilibrium distribution function and is calculated as

f eqi = wiρ

[
1 +

(ei · ueq)

c2s
+

(ei · ueq)2

2c4s
− (ueq · ueq)

2c2s

]
(2)
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where c2s = 1/3 is the lattice speed of sound, wi are the weighting factors

equal to 4/9 for i = 0, 1/9 for i = 1 − 4 and 1/36 for i = 5 − 8, and ueq is

the equilibrium velocity. Also, the local mass density, local velocity and the

viscosity in the lattice units for each component are calculated as ρ =
∑

i fi,

u = (
∑

i eifi) /ρ and ν = (τ − 0.5) /3 respectively.

The force F acting on a multiphase system includes external body forces,

Fbody (e.g. gravity) and the mean field inter-particle interaction force, Fint,

and is written as F = Fbody + Fint. Based on the original pseudopoten-

tial model [16], the so called β−scheme [24] has been introduced for the

interaction force for a single-component multiphase system as follows:

Fint = −β

[
ψ (x, t)G

∑
i

ψ (x + ei∆t, t) ei∆t

]
1− β

2

[
G
∑
i

wi [ψ (x + ei∆t, t)]
2 ei∆t

]
(3)

where ∆t = 1 is the time interval and G denotes the interaction parameter,

with G < 0 representing an attractive force between the particles. Com-

pared to the original pseudopotential interaction force, the β−scheme has

more isotropy and by choosing a proper value for β, the thermodynamic

inconsistency and magnitude of spurious velocities can be greatly reduced

[24, 25, 26]. It has been shown that by setting β = 1.25 the density ratio

in LB matches well with the analytical equation of state (EOS) [25]. Note

that by choosing β = 1, the β−scheme reduces to the original pseudopoten-

tial model. In Eq. 3, ψ (x, t) is called the pseudopotential function and is

calculated by [20]

ψ (x, t) =

√
2 (pEOS − ρc2s)

G
(4)

where pEOS is the pressure calculated from the desired EOS. Here, the
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Carnahan-Starling (C-S) EOS is used [20], which is implemented as

pEOS = ρT

[
1 + ρ+ ρ2 − ρ3

(1− ρ)3

]
− ρ2 (5)

The reduced temperature and density are defined as Tr = T/Tc and

ρr = ρ/ρc where Tc = 0.09432 and ρc = 0.11911 are the critical tempera-

ture and density related to the C-S EOS, these values have been take from

Zarghami et al. [25]. In order to mimic the continuous phase behavior as

expressed by the Navier-Stokes equations, usually, a source term represent-

ing the mean field inter-particle interaction force is added to the lattice

Boltzmann equation (see Eq. 1). One of the most stable and common

force implementation schemes is the exact difference method (EDM) which

is directly derived from the Boltzmann equation [27], and is given as

Si = f eqi (ρ,u + F∆t/ρ)− f eqi (ρ,u) (6)

The equilibrium velocity ueq, and the real fluid velocity U can be calculated

as

U = ueq = u +
∆t

2ρ
F (7)

In order to incorporate gravitational and buoyancy forces in the model,

the body force can be defined in one of the following ways depending on the

specific problem being simulated and the domain boundary conditions

Fbody = ρg (8)

Fbody = (ρ− ρvap)g (9)

Fbody = (ρ− ρ̂)g (10)

where g is the downward gravitational acceleration, ρ is the local density,

ρvap is the vapor density and ρ̂ is the averaged density over the whole compu-

tational domain. Since we use a fully periodic domain for the LB simulations,
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Eq. 10 is the most appropriate implementation of the body force [28, 29, 30].

This ensures that the average value of Fbody in the computational domain

is zero and no net momentum is added to the system, so the droplet and

surrounding fluid do not keep accelerating downward indefinitely [30]. The

recovered macroscopic Navier-Stokes equations from LB are as follows

∂ρ

∂t
+∇ · u = −∆t

2
∇ · F

∂ρu

∂t
+∇ · (ρuu) = −∇p+ ν∇ ·

[
ρ
(
∇u + (∇u)T

)]
+ F

− ∆t

2
ε
∂F

∂t1
−∆t∇ ·

[
1

2
(uF + Fu) + ∆t

τ

ρ
FF

]
(11)

One can see that an additional nonlinear relaxation-time dependent term

is introduced when recovering the NS equations using the EDM scheme and

when applying the Chapman-Enskog expansion. The scheme will be consis-

tent with the macroscopic equations if the temporal and spatial changes of

the force vary only slightly (or the force term be constant), and is the last

term within brackets of Eq. 11 be negligible. However, the last term may

have a great influence on the solution due to the velocity gradient. It has

been shown [25, 31] that the term ρ−1FF is capable of enhancing numerical

stability. This term has a non-zero value only at the phase interface, as a

result of the fluid particle interaction (which in itself does not appear in the

NS equations). This enables one to simulate high density ratios when using

the EDM scheme.

2.2. VOF in OpenFOAM

OpenFOAM (version 2.3.0) [32, 33] which stands for Open Field Op-

eration and Manipulation, is a highly flexible open source C++ library of

finite volume based solvers for differential equations, operating on scalar,

vector and tensor fields. It provides a VOF solver called interFoam - which
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is employed in this study and has been widely used and validated [34, 35, 36,

37, 38]. It solves the mass conservation and momentum equation for incom-

pressible fluid flow along with the transport of a phase indicator function α

which differentiates the two phases. This α is ideally a step function such

that it goes from 1 to 0 as one moves from one phase to the other. Once a

simulation is initialized with a sharp profile of α, the interface gets diffused

over a few cells, which can in principle be confined to an arbitrarily narrow

region with mesh refinement, and several methods have been proposed to

limit this effect [39]. The interface between the two fluids is taken to be the

contour of α = 0.5. This approach assumes that each phase moves with the

center of mass velocity such that u = uα1 = uα2 and is acted upon by one

pressure field. The following equations are solved by interFoam

∇ · u = 0

∂ρu

∂t
+∇ · (ρuu) = −∇p? +∇ · (2µS) + fb + fσ (12)

∂α

∂t
+∇ · (uα) +∇ · (ucα(1− α)) = 0 (13)

where fb denotes body forces (like gravity), fσ is surface tension force (ex-

plained below), 2µS is the deviatoric stress with S the rate of strain tensor

S = 1
2

(
∇u +∇uT

)
. Here p? is the modified pressure found by removing

the hydrostatic component from the pressure, and is calculated as [40]

p? = p− ρg · x (14)

where g and x are the gravity and position vectors respectively. Therefore

the term ∇p? expands to

∇p? = ∇p− ρg − g · x∇ρ (15)
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The last term of Eq. 13 of the phase indicator transport equation ∇ ·

(ucα(1 − α)) is an interface compression term used to maintain a sharp

interface between the phases. The calculation of uc follows [41], where the

compression velocity is given as

uc = min

(
cα

∣∣∣∣ φ|Sf |
∣∣∣∣ , ∣∣∣∣ φ|Sf |

∣∣∣∣
max

)
(16)

where 0 < cα < 1 limits the compression velocity to below the maximum

face flux velocity φ/|Sf | [42], where Sf is the cell face vector. This term

is active only in the interface region due to the α(1 − α) factor (conceptu-

ally similar to the extra term appearing in the LB formulation of the NS

equation, see the description following Eq. 6). This technique helps preserve

interface sharpness, though it comes at the cost of exaggerating the parasitic

currents [37], which will be discussed shortly. All physical properties ψ in

this formulation are given as

ψ = ψ1α+ ψ2(1− α) where ψ ∈ {ρ, µ, c} (17)

The surface tension force in the momentum equation, fσ, is adopted

based upon the Continuous-Surface-Force (CSF) formulation [43], given as

fσ = σκ∇α with κ = −∇ ·
(
∇α
|∇α|

)
(18)

where σ is a specified constant surface tension. It is the inaccuracies in

determination of the curvature κ that lead to parasitic currents in VOF.

Lafaurie et al. [44] proposed an improved calculation of the curvature re-

ducing parasitic currents, where the α field is converted to a smoother field
∼
α using a Laplacian filter as follows

∼
αP =

∑n
f=1 αf |Sf |∑n
f=1 |Sf |

(19)

11



where P denotes the cell index and f denotes the face index. This modified

formulation can be used to reduce the parasitic currents by an order of

magnitude [37].

Dynamic Mesh Refinement for 3D simulations

For 3D VOF simulations, dynamic mesh refinement [45] as available in

OpenFOAM was used to reduce the computational cost. This allows the

use of a relatively coarse base mesh, while grid cells around the interface

can be dynamically refined based on the value of the α-field (a criterion

of 0.1 < α < 0.9 has been used in this study). Every octagonal cell that

satisfies the refinement criterion has each dimension cut in half, resulting in

8 smaller octagonal cells, the result being a 2 : 1 refinement. This process is

repeated up to two times, resulting in a factor four times finer mesh in the

region around the interface.

Pressure-velocity coupling

OpenFOAM provides two pressure-velocity coupling procedures for the

iterative solver. First is the well known PISO algorithm [46], which corrects

iteratively for the pressure and velocity for the number of times prescribed by

the parameter inner corrector. The second is the PIMPLE algorithm, which

is a combination of the SIMPLE [47] algorithm with PISO. The PIMPLE

algorithm has outer correctors along with the inner correctors of PISO. It

solves the entire PISO loop several times, the main difference being that the

α field is also corrected by PIMPLE (unlike with PISO). If the time step

size is small enough (i.e. a small enough Comax]), then the α field should

not change much within a time step and PISO and PIMPLE are expected

to give very similar results. We have tested both algorithms in this study.
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2.3. VOF in FLUENT

The explicit VOF method in FLUENT (version 15.7) is equivalent to the

implementation in OpenFOAM in terms of the momentum; the volume frac-

tion equation differs depending upon the interface reconstruction approach.

The FLUENT default is the geometrical reconstruction scheme based upon

Youngs [48]. For this scheme, the volume fraction equation simply reads:

∂α

∂t
+∇ · (uα) = 0 (20)

and a piecewise-linear interface construction (PLIC) scheme is used to de-

termine the face fluxes of α. Alternatively, a “Compressive” scheme can be

chosen from the available options (others being “HRIC” and “CICSAM” -

which have not been used in this study). The Compressive scheme has been

implemented in FLUENT via the volume fraction discretization equation

αf = αd + β∇αd (21)

with αf the face value and αd the value in the donor cell, further details can

be found in Ubbink [49]. Prescribing β = 2 amounts to the Compressive

scheme, as it increases the flux of α being accepted from the donor cell.

(while β = 0 yields a 1st−order upwind discretization as αf = αd). The

momentum equation is discretized using 2nd− order upwind and the 3rd

order MUSCL scheme, which is a blend between second order upwind and

central differencing:

φf = θ

[
1

2
(φ0 + φ1) +

1

1
(∇φo · r0 +∇φo · r1)

]
+

(1− θ) [φ0 +∇φ0 · r0] (22)

This gives the following FLUENT approaches:
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1. 3rd-order MUSCL using “Compressive” Scheme

2. 3rd-order MUSCL using “Geometrical-Reconstruction” Scheme

For all cases, the SIMPLE scheme for pressure-velocity coupling and

a staggered grid (PRESTO, i.e Pressure Staggering Option scheme [47])

for pressure interpolation was used. A first order implicit, adaptive time-

stepping was used with a Courant criterion of Comax = 0.25. We also tested

results from the 2nd− order upwinding scheme, which were identical to those

from the MUSCL scheme. Hence all forthcoming FLUENT results shown

are those obtained using the MUSCL scheme.

3. Theoretical Discussion

3.1. Dimensional Analysis

We simulate falling droplets, a relevant multiphase flow problem along

with rising bubbles, where the dynamics is commonly influenced by buoy-

ancy, drag, gravity, surface tension and other forces depending on the fluid

properties. The interplay of these forces results in different droplet/bubble

behaviours, depending on droplet/bubble size, density ratio and viscosity

ratio of the fluids. Carrying out a dimensional analysis of the relative (slip)

velocity for a falling (rising) droplet (bubble) in another fluid shows that the

problem is completely described by four non-dimensional parameters [50]:

the density ratio (ρ?), the dynamic viscosity ratio (µ?), the Eötvös number

(Eo, also called the Bond number) and the Galilei number (Ga) defined as
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Density Ratio: ρ? =
ρi
ρo

Dynamic Viscosity Ratio: µ? =
µi
µo

Eötvös Number: Eo =
∆ρgd2

σ

Galilei Number: Ga =

√
gρo∆ρd3

µo
(23)

where ∆ρ = |ρo − ρi|, the subscripts i, o denoting properties inside and

outside the droplet/bubble region respectively. Also, g, d and σ are the

gravitational acceleration, the initial diameter of droplet and surface ten-

sion. For our discussion and subsequent formulation of cases based on the

Clift map, we also define the Reynolds (Re), Morton (M) and Weber (We)

numbers

Reynolds Number: Re =
ρoutd

µo

Morton Number: M =
µ4o∆ρg

ρ2oσ
3

Weber Number: We =
ρou

2
td

σ
(24)

where ut is the terminal velocity of the droplet. Note that Ga is sim-

ilar to Re, but is defined using the characteristic gravitational velocity

(
√

(∆ρ/ρo)gd) rather than the terminal velocity [51]. This becomes use-

ful in some flow regimes where a falling droplet or rising bubble may never

display a steady terminal velocity, and even if it does, the terminal velocity

is unknown a priori and depends on several physical quantities; the gravita-

tional velocity scale then is better defined.
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3.2. Flow regime map

A well-known regime map based on experimental correlations has been

presented by Clift et al. [22], which is used as a common reference for pre-

dicting the terminal velocity and final shape of rising air bubbles in water,

also applicable to low density ratio droplets. Based on this map, the main

regimes depending on the final shape of the bubble are the spherical, ellip-

soidal and spherical cap regimes. The surface tension and the viscous forces

are dominant in the spherical regime and the bubble size is small (d < 1.3

[mm]), the bubble shape remaining spherical or nearly-spherical. Here, the

Hadamard-Rybzynski [52, 53] solution for flow past viscous spheres applies,

which is given as

ut =
gd2∆ρ

6νo

(
1 + k

2 + 3k

)
(25)

where k = νo/νi (k = 1 in this study). In the ellipsoidal regime which ranges

from 0.25 < Eo < 40, surface tension is the dominant parameter and the

bubble size is typically 1.3 < d < 6 [mm]. Here, the terminal velocity can

be approximated by correlations suggested by Mendelson [54]

ut =

(
2.14σ

ρod
+ 0.505gd

)0.5

(26)

Finally, the spherical cap regime occurs when the bubble size is large (d > 6

[mm]) and Eo > 40, and is governed by inertial forces which generate higher

deformation by inducing higher pressure on the front and rear of the bubble,

and lower pressure at the sides [28]. The wobbling, skirted or dimpled

spherical cap sub-regimes may also emerge in case of an unsteady rising

bubble.

Whether this regime map is also applicable to falling droplets can be

ascertained by comparing the conditions under which bubbles and droplets
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have the same dynamics and evolution history, i.e. they rise or fall to a

similar relative position over the same time and acquire the same shape and

velocity. As reported in recent literature [50, 55], this is ensured by the

conditions

Gad = Gab

ρ?d =
ρ?b

2ρ?b − 1
(27)

where the subscripts d, b refer to the droplet and bubble respectively. Further

in accordance to the Boussinesq approximation, the influence of circulation

inside the fluid particle on its surface should be considered [55], which gives

the condition ρ?b = 2−ρ?d and µ?b = µ?d. Once ρ?d > 2, no exact equivalent of a

bubble can be found [50, 56, 57]. Essentially, the dynamics of droplet motion

becomes qualitatively different from an equivalent bubble when the density

ratio is far from unity. This has been briefly demonstrated below in Fig. 1,

where identical cases of rising bubbles and falling droplets have been shown

side by side, comparing the steady state shape and the background vorticity

field, for density ratios ρ? = 1.2, 3 & 20 and with µ? = 1. These simulations

were performed in OpenFOAM in 2D at a resolution of 40 grid cells per

droplet diameter, and an adaptive time stepping following the maximum

Courant number criterion of Comax = 0.25. It is seen that the vorticity

tends to concentrate more strongly in the lighter density fluid. As ρ? deviates

further from unity, the equivalent bubble and droplet begin to differ.

4. Stationary liquid droplets in vapor

4.1. Simulation details

We first wish to address the well-known spurious (or parasitic) currents

that are known to arise in VOF and PP-LB alike, and which have been de-
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Figure 1: Comparison of equivalent bubble-droplet pairs for density ratio ρ? = 1.2, 3 & 20,

shown along with the normalized vorticity field ω?z = ωz/|ωz|max at steady state. In these

cases, the bubble is seen to deform more than the droplet, while the droplet generates

more intense and longer trailing vorticity fields. As the density ratio gets farther from

unity, the bubble-droplet pair begins to drastically differ. These results are obtained from

simulations performed in OpenFOAM in 2D.
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tailed before in literature [58, 59]. As a brief reminder, these are unphysical

velocity fields that arise due to the continuum surface force implementa-

tion for modeling surface tension effects in Eulerian based multiphase flow

simulations like VOF, which do not disappear with grid refinement. This

is a consequence of simulating a curved interface using an orthogonal grid.

In PP-LB, these arise from an insufficient isotropy of the gradient opera-

tor. The standard method of investigating spurious currents is to simulate

a stationary droplet suspended in vapor, without the influence of any body

forces. In such a situation, although all initial velocity fluctuations should

eventually settle to zero by the effect of viscosity, very coherent velocity

structures are obtained particularly neighbouring the fluid interface. We

simulate liquid droplets (ρl) suspended in vapor (ρv), centered in a periodic

domain of 150× 150 uniform orthogonal cells, with a viscosity ratio ν? = 1

(as we use single-component LB) and increase the density ratio ρ? = ρl/ρv.

LB parameters: These simulations are performed using our in-house

code. The droplet diameter is set to 60 lattice units initially, with the

density inside and outside the droplet varying smoothly over 6 lattice units

using a hyperbolic tan profile. These densities are initialized very close to the

corresponding liquid and vapor densities found from the coexistence curve

[25]. The density ratio is varied by changing the reduced temperature Tr.

Two sets of simulations with β = 1 (i.e. classical multiphase PP-LB) and

β = 1.25 (so-called β scheme) are performed (refer Eq. 3). The relaxation

time τ = 1, which gives a LB viscosity of ν = 0.16.

OpenFOAM-VOF parameters: In VOF, the droplet diameter is initial-

ized with a diameter of d = 2 [mm], at 60 grid cells per diameter, which is a

sharp initial profile of α which becomes slightly diffused once the simulation

begins. Surface tension values have to be provided in the VOF simulations
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as a parameter (refer Eq. 18). These are obtained from the correspond-

ing LB simulations using the Laplace law (∆p = 2σ/R) at steady state,

where ∆p is the pressure difference between the center of the droplet and

the edge of the domain. Further, three sets of simulations with OpenFOAM

are performed

1. Classical VOF, i.e. without interface compression (cα = 0)

2. VOF with interface compression (cα = 1), which produces a sharp

interface but increases the spurious currents as it steepens the α field

gradients at the interface (Klostermann et al. [60] report cα does not

influence the magnitude of spurious currents much, however Hoang

et al. [37] demonstrate that a higher cα generates stronger spurious

currents)

3. VOF with interface compression (cα = 1), with an added α smoothing

step during calculation of the curvature, which is called VOFsmooth

after Hoang et al. [37] who implemented it in OpenFOAM, based upon

Lafaurie et al. [44]. This case is aimed to specifically demonstrate the

utility of the α smoothing function, despite a compressive scheme to

preserve a sharp interface.

Euler time integration (with adaptive time stepping following the lim-

iting Courant criteria Comax = 0.25), with Gauss linear interpolation of

gradient terms and Gauss vanLeer interpolation of the advection terms is

used. Backward time integration was also tried, however it did not influence

these results much. A single PISO loop was used with 10 corrector steps,

and the tolerance criterion for convergence was kept at 10−7 for the pressure

term and 10−8 for the velocity.

FLUENT-VOF parameters: The FLUENT simulations are performed
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for two sets of cases, the first with geometrical-reconstruction and the other

with an interface compression technique similar to OpenFOAM. The residu-

als of velocity and momentum were kept to their default values of 10−5 and

it was checked that the average velocity in the domain was constant at this

value within a time step. Time integration performed was first order im-

plicit (equivalent to the OpenFOAM Euler integration) - other than which

is not allowed for explicit VOF in FLUENT and least squares interpolation

for the gradient terms was used. An adaptive timestepping with a maximum

timestep size of 10−4 [s] was used along with the same Courant criterion of

Comax = 0.25.

4.2. Spurious Currents

Spurious velocity vectors after a long simulation time are shown for the

case ρ? = 3 in Fig. 2 with contours of α = 0.5 for the VOF methods imple-

mented in OpenFOAM (FLUENT results are qualitatively similar) and for

LB (β = 1.25). The normalized vorticity fields (−1 < ω?z < 1, red to blue,

where ω?z = ωz/|ωz|max) have also been shown. Fig. 2a shows classical VOF

which has a slightly diffused interface and produces only a small magnitude

of spurious velocities near the interface, velocity vectors distant from the

interface being almost of length zero. Fig. 2b shows how using interface

compression (cα = 1) steepens the magnitude of spurious velocities, which

now appear with longer vectors. Upon using VOFsmooth (Fig. 2c) these

vectors again become smaller in magnitude, while the scheme preserves a

sharp interface. Lastly, Fig. 2d shows the spurious velocities in LB, which

after having attained a steady state do not exhibit fluctuations (unlike in

VOF) and attain a very symmetric profile. Note that the overall shape

and magnitude of the spurious velocity field in LB can change depending
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on the discretization of the force term into conservative or non-conservative

forms, as has been explained by Connington and Lee [66]. These results are

representative of how the velocity fields look in VOF and LB. In the VOF

simulations we observe that for high ρ? values (i.e. also high σ) the droplet

can perform a random walk in the domain driven by large asymmetric spu-

rious currents, as has also been reported in literature [37].

Since there is no steady state behaviour in the VOF simulations for the

global average spurious velocity or the maximum spurious velocity magni-

tude, a single value is ascertained for each simulation by time averaging the

maximum spurious velocity magnitude |u|max between 0.2 to 1.0 [s] to get

〈|u|max〉, as shown in Fig. 3. It was checked that this time average is rep-

resentative, as performing a similar averaging over a 10 times longer signal

between 0.2 to 10.0 [s], for one of the cases, yielded a value within 2 − 4%

of the shorter time average.

Finally to compare the magnitude of these spurious velocities between

different techniques, a “Spurious Reynolds number” Resp is defined as fol-

lows

Resp =
〈|u|max〉 d

ν
(28)

where 〈|u|max〉 is the time averaged maximum spurious velocity for the VOF

simulations (〈|u|max〉 is taken to be the steady state value for LB simula-

tions). Resp over increasing ρ? is shown in Fig. 4.

LB with β = 1.25 is seen to produce Resp 1-3 orders of magnitude

lower than all VOF formulations, while the classical LB approach (β = 1.0)

becomes comparable to VOF around ρ? = 300. Generally among the VOF

methods, interface sharpening (cα = 1) in OpenFOAM increases Resp by

almost an order of magnitude as compared to the classical VOF (cα = 0).
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(a) OpenFOAM VOF (cα = 0) (b) OpenFOAM VOF (cα = 1)

(c) OpenFOAM VOFsmooth (cα = 1) (d) LB β = 1.25

Figure 2: Spurious velocity vectors for ρ? = 3 are shown for the three VOF methods

implemented in OpenFOAM (FLUENT results being qualitatively similar to OpenFOAM)

and for LB (β = 1.25). The normalized vorticity fields (−1 < ω?z < 1, red to blue, where

ω?z = ωz/|ωz|max) have also been shown. The classic VOF method in OpenFOAM (cα = 0)

has a slightly diffused interface and produces small spurious velocities near the interface.

Using VOF with cα = 1 sharpens the interface while increasing the magnitude of the

spurious velocity vectors. VOFsmooth with cα = 1 shows the utility of the α smoothing

function which reduces the spurious velocities while maintaining a sharp interface. Lastly,

in LB these emerge as symmetric, non-fluctuating counter rotating vortices.
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Figure 3: The averaging performed on the maximum spurious velocity magnitude |u|max

(between times 0.2 and 1.0 [s]) to ascertain a representative spurious velocity magnitude

〈|u|max〉 for VOF simulations is shown for the OpenFOAM simulations for classical VOF.

Upon smoothing the interface during curvature calculation, Resp can be

brought down an order of magnitude, and this effect is more prominent at

higher density ratios. The two FLUENT VOF methods produce very similar

Resp numbers, which at high density ratios remain close to the VOFsmooth

values. The differences between the FLUENT and OpenFOAM results here

cannot be ascribed to the difference in the tolerances used for the solvers

(i.e. 10−8 and 10−5 for velocity in OpenFOAM and FLUENT respectively).

This is because the minimum magnitude of the spurious currents (O(10−3))

is still 100 times larger than the 10−5 tolerance. We performed a test with

the same solver in OpenFOAM for the two tolerance values of 10−5 and

10−8, and the spurious velocity magnitudes were within 5% of each other,
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Figure 4: Spurious Reynolds number Resp over density ratio ρ?, for different solver cases

is shown. LB with β = 1.25 produces Resp 1 − 3 orders of magnitude lower than all

VOF formulations. Among the VOF methods, using interface compression in OpenFOAM

increases Resp by an order of magnitude as compared to classical VOF, which can be

remedied by using VOFsmooth which reduces Resp significantly while maintaining a sharp

interface. The FLUENT VOF methods produce very similar Resp, that are close to the

VOFsmooth values for higher ρ?. Note that all these simulations were performed in 2D.

whereby not influencing the results in Fig. 4.

Due to the many differences between LB and VOF simulations, it is

not possible to directly comment on why LB produces much lower spurious
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currents than VOF purely in terms of tolerances, numerical schemes etc.

At low density ratios (ρ? ∼ 3 − 60), where classical LB performs as well

as the modified β−scheme, this difference is stark as Resp is almost 1000

times lower in LB than in VOF. This can partly be ascribed to the thicker

interfaces in LB at low density ratios. Further, the non-dimensional LB

units cannot be mapped to a physical set of units in this case as there are

insufficient variables for a stationary droplet for a mapping. Since LB with

β = 1.25 produces Resp 1000 times lower than all VOF methods, it appears

better suited for simulating large density ratio flows (like air-water) at low

Re - which would be difficult with VOF as spurious currents will be of the

same order of magnitude or more than the physical velocity scales. Also,

while simulating heat and mass transfer problems, spurious currents will

increase scalar transport across the interface, where having lower spurious

velocities can be a decisive advantage for a simulation technique.

In addition in LB simulations, the density ratio ρ? and interface thickness

(both of which are determined by the reduced temperature Tr used in the

EOS) and β influence the magnitude of Resp, while in VOF, it is ρ? and

the value of the surface tension parameter σ. For instance in VOF, for

the same value of σ (8 × 10−4 [N/m]), changing ρ? from O(1) to O(100)

only changes Resp by a factor of ∼ 3, while increasing σ (from 8× 10−4 to

2 × 10−2 [N/m], in accordance to the LB simulations) increases Resp by a

factor ∼ 100. Another aspect is that Resp can increase up to 2 − 5 times

in VOF based upon the specific choice of solvers - specially if using higher

order discretization schemes (which is not shown here but was observed).

It is worthwhile to note that an alternative FVM method with an exact

interface representation using body-fitted coordinates, as presented in the

PROST scheme of Renardy and Renardy [61], can virtually eliminate these
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parasitic currents. Though such a formulation comes with its own limita-

tions, namely a higher computational cost of re-meshing the domain at each

time step along with interpolation of values to new cell faces. In PP-LB,

upon increasing isotropy by introducing mid-range interactions, spurious

velocities can be made to practically vanish as demonstrated by Sbragaglia

et al. [62]. Such a formulation in turn breaks the ease of parallelization of

the LB code, as the interactions are no longer local and successively dis-

tant lattice nodes begin to influence an otherwise compact computational

molecule centered at each lattice node.

4.3. Interface Thickness

Focusing on the sharpest reproducible interface, the phase indicator func-

tion α has been shown in Fig. 5 across the droplet interface (see schematic

in the figure), for ρ? = 15 & 1000, for OpenFOAM VOF with cα = 1, FLU-

ENT VOF with geometrical reconstruction and LB with β = 1.25 (in LB

the density field has been normalized to a phase indicator). As a reminder,

the VOF simulations are initialized with a sharp α profile, and the LB simu-

lations start with a droplet with the interface smoothed over 6 lattice units.

These interfaces then diffuse during the simulation, and the final interface

thicknesses are independent of the initialization.

It is seen that FLUENT produces the sharpest interface with the geomet-

rical reconstruction scheme, an interface of 2− 3 grid cells, closely followed

by OpenFOAM with interface compression where an interface of 3− 4 grid

cells is obtained, over all ρ? values. LB produces thicker interfaces, rang-

ing from 8 − 11 lattice units for low ρ? to 3 − 5 for a higher ρ?. This ρ?

dependence comes from the pseupotential force at the interface which more

strongly repels the lighter phase when ρ? is high, and is weakly repelling for
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Figure 5: Comparison of the interface thickness at its sharpest in the stationary droplet

simulations, shown as the phase indicator function α across one side of the droplet (refer

schematic) for OpenFOAM VOF with interface compression (cα = 1), FLUENT with

geometrical reconstruction and LB (β = 1.25). It is seen that FLUENT with geometri-

cal reconstruction produces the sharpest interface, closely followed by OpenFOAM with

interface compression. In LB, the interface becomes sharper with an increasing density

ratio.

lower ρ? values. Also, it has been shown that the interface thickness in LB

is affected by the choice of the equation of state [63].
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5. Falling droplets in liquid-liquid systems

5.1. Case formulation

Here onward, we focus on a realistic problem of a single liquid droplet,

falling through a column of another immiscible liquid under gravity. We are

interested in a comparison for low density ratio systems, which are highly

relevant to liquid-liquid emulsion research. The cases are formulated by fix-

ing the Eo and M numbers, which have been selected to coincide with a

low Re and Eo region of the Clift map. First, a droplet is initialized in

LB with an initial approximate diameter d = 100 ∆x, which is let to relax

to an equilibrium value. Then, by using the Laplace law, σ is calculated.

Using this value and Eo, gLB is obtained. Finally, using the value of M ,

νLB is estimated which can be controlled by changing τ . Equivalent VOF

simulations are formulated by keeping Eo and M identical to the LB sim-

ulations by varying σ and d, while keeping ρl, ρd and g constant, values of

which have been listed in Table 1. Here onward the subscripts l, d denote

the surrounding liquid and droplet liquid respectively. The five cases are

listed in Table 2. Note that we perform these simulations for the lowest

density ratio possible in our single-component PP-LB implementation, i.e.

ρ? = 3, since droplets at even lower density ratios begin to dissolve un-

der non-stationary conditions. This is because at very low density ratios,

the interaction force between the phases becomes weaker in LB as phase

separation is fragmented, and consequently the droplet dissolves away if it

starts moving. It is worth mentioning that by choosing a low density ratio

the spurious Reynolds number in VOF O(0.1) also remains much smaller in

magnitude than the flow Reynolds number O(1− 10).
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Quantity ρd ρl νd νl g

Units [kg/m3] [kg/m3] [m2/s] [m2/s] [m/s2]

Value 300.0 100.0 5.0× 10−6 5.0× 10−6 9.81

Table 1: Physical properties used in the VOF simulations.

Case Eo M Re [22] d [m] σ [N/m]

1 0.98 1.75e-04 4 4.54e-04 4.12e-04

2 1.82 3.26e-04 8 5.57e-04 3.35e-04

3 2.18 5.29e-04 7 5.63e-04 2.85e-04

4 6.27 1.47e-03 13.5 8.05e-04 2.03e-04

5 3.50 9.50e-05 24 9.49e-04 5.05e-04

Table 2: Parameters for the five cases of a single liquid droplet falling through an immis-

cible liquid (ρ? = 3), along with the corresponding Re prediction by marking Eo and M

on the Clift map.

5.2. Simulation details

The simulation domains with boundary conditions are shown in Fig. 6.

The horizontal extent of our simulation domains is 8d× 30d where d is the

droplet diameter for the VOF simulations. This is considered sufficiently

large such that the walls do not influence the velocity evolution [28, 64],

given that what we wish to study is effectively a droplet freely falling in

an infinite medium, i.e. to look at the droplet from a stationary frame of

reference. The LB domain is larger at 10d × 40d, for two reasons. First

is to ensure a large enough domain despite droplet expansion during the

initialization phase. Secondly, our current LB implementation works with

a fully periodic domain, while the VOF domains use free-slip horizontal

boundaries and no-slip vertical boundaries. Since the cases we simulate
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have a strong left-right symmetry with no unsteady features in the droplet

wake, the free-slip boundary condition should be equivalent to a periodic

boundary condition in the horizontal direction (as the horizontal extent is

large enough). To minimize the influence of the vertical boundary conditions

being different in VOF compared to LB, the LB domain is kept large enough

in the vertical direction such that the droplet reaches terminal velocity at

a sufficient distance from the bottom periodic boundary. This ensures that

the droplet does not cross the boundary and its wake is captured correctly

in LB.

In OpenFOAM, the PISO algorithm has been used, while the PIMPLE

algorithm with residual control was also tested. FLUENT uses the SIMPLE

algorithm and only the tolerances for the final residual values have to be

provided, which are kept the same as in OpenFOAM at a value of 10−7

for pressure and 10−8 for velocity to consistent. Here we have changed the

tolerance from its default value in FLUENT (i.e. 10−5, as was used in the

spurious velocity study) to 10−8, as an extra precaution to eliminate any

differences that may arise if these values are different. The VOF simula-

tions use second order time integration (backward scheme in OpenFOAM),

with vanLeer discretization of convective terms and linear interpolation of

gradient terms.

The parameters used in the LB simulations are presented in Table 3,

and these simulations are performed using the open source Parallel Lattice

Boltzmann Solver (Palabos-v1.5r1). The value of the reduced temperature

Tr = 0.96, which gives a density ratio of ρ? ≈ 3. The droplets are initialized

with a diameter of 100 lattice units, with the density inside and outside set

to 0.21 and 0.07, as obtained from the C-S coexistence curve at Tr = 0.96

[25]. This system is first allowed to relax to equilibrium and during this
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period, the droplet can expand from its original size where the magnitude of

the expansion depends on the total mass in the system which needs to relax

to equilibrium. Hence, this transient phase is dependent on the domain size,

and if the droplet expands significantly, the horizontal and vertical extents

that were chosen may be insufficient. Changing the value of β from β = 1.25

to β = 1.65 can help mitigate the droplet expansion and has been shown

in the Appendix in Fig. B.17. Thereafter, d, gLB and τ are calculated and

the body force is added. We perform simulations for both values of β. Note

that this is specifically a problem while simulating low density ratio (or Tr

close to 1) systems with single component LB. This does not occur at higher

density ratios (Tr < 0.8), where the phase separation is strong.

Figure 6: Schematic showing the computational domains and boundary conditions used

in the VOF and LB simulations of a single liquid droplet falling through an immiscible

liquid (with a density ratio ρ? = 3). Note that d is the droplet diameter in each case.
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Case 1 2 3 4 5

β = 1.25

τ 0.9129 0.8503 0.8779 0.8747 0.7578

g[×10−7] 0.61463 1.1383 1.3634 3.9214 2.1951

β = 1.65

τ 0.8958 0.8753 0.9049 0.9014 0.74716

g[×10−7] 0.79861 1.1601 1.3896 3.9966 2.8522

Table 3: LB parameters for the falling droplet cases. For these simulations Tr = 0.96 and

ρ? = 3. All simulations are performed on a domain Nx × Ny = 1000 × 4000 using the

Parallel Lattice Boltzmann Solver (Palabos-v1.5r1).

Nomenclature

• OpenFOAM VOF simulations performed in 2D with mesh resolu-

tion of N cells per droplet diameter, N ∈ {20, 40, 80}, are labeled

OF2Ddx20 etc. For these simulations, we use cα = 0.5, to prevent

interface diffusion in high Re cases, while not aggravating the spuri-

ous currents too strongly. Simulations using the VOFsmooth solver

are suffixed with an ‘S’, Eg. OF2Ddx20S.

• OpenFOAM VOF simulations performed in 3D using dynamic mesh

refinement are labeled as OF3D, with a suffix ‘c’ or ‘m’ for coarse

or medium respectively, with 5 and 7.5 base cells per diameter and a

factor 4 refinement at the interface. For our chosen simulation domain

the number of grid cells is above a million for the 7.5 base cells with

mesh refinement, which we do not refine further so as not to make the

computational cost

• Fluent VOF simulations performed in 2D are named similar to their

33



OpenFOAM counterparts, as FL2Ddx20 etc.

• LB simulations were performed using the open source Parallel Lattice

Boltzmann Simulator (Palabos-v1.5r1) and are labeled LB2D.

• When not using a suffix (‘dx20’, ‘m’ etc.), we refer to results from the

finest resolution simulations.

Before we present the results, it is worthwhile to mention that we com-

pare 2D VOF and LB simulations, along with 3D VOF, to 3D experimental

results from the Clift map. The 2D droplets can be thought of as infinite

fluid cylinders, without any variation in the third direction. By balanc-

ing drag force with buoyancy, the terminal velocity can be expressed as

v∞ = (∆ρV g/0.5ρcAcD)1/2, where ∆ρ, V , ρc, A and cD are the density

difference, volume of the droplet, density of the continuous (outer) fluid,

crossectional area and coefficient of drag respectively. For the Re values

in this study, the drag coefficient cD on a (solid) cylinder and sphere are

approximately 4.5 and 7 (for Case 1, Re = 4) and 1.8 and 2.5 (for Case 5,

Re = 24) respectively [65]. Using these values, it can be said that the 2D

VOF results will predict a velocity 25% higher than the 3D value, particu-

larly for Case 1. Apart from this, if the flow does not consist of highly 3D

features like unsteady vortices, we expect the 2D simulations to be compa-

rable to the 3D results. Note that the internal circulation inside a droplet

reduces the drag experienced by it in comparison to a solid body by almost

30% [22], so the cD values mentioned above do not directly apply to liquid

droplets, and will need a further correction factor.

34



5.3. Results

The steady state Re numbers are shown together on a section of the Clift

map in Fig. 7, where the solid black line marks the boundary between the

spherical (below) and elliptical (above) shape regimes. Further, analytical

solutions for the spherical and elliptical regimes (refer to Eq. 25 and Eq.

26) are shown, along with the final shapes from the OF2Ddx80 simulations

for reference. This figure presents an overview of the simulations performed,

also showing the small part of the falling droplet phase space that has been

explored. The same is also shown in Fig. 8, where the cases are presented

separately for additional clarity.

All techniques agree well with each other and the Clift map for Cases 4

and 5, while the spread between predictions is higher at lower Re. For VOF,

this may be ascribed to a higher sensitivity of results to spurious velocities,

as at low Re spurious currents may be comparable to the physical velocity.

Further, the horizontal extent of the domain has a higher influence on lower

Re droplets, while at higher Re values the domain edges have little influence.

We look more closely at Case 1 and Case 5, corresponding the smallest

and the largest Re in this study.

Case 1

This corresponds to the spherical region of the Clift map. The steady

state droplet shapes with the velocity and normalized z-vorticity fields (−1 <

ω?z < 1, from red to blue) are shown in Fig. 9, the OF3D results are plotted

on a cross-section at the center of the domain. Note that these plots show

only a small region around the droplet to focus on the local flow character-

istics. It was checked that the velocity further from the droplet, near the

domain edges, is negligible. If the domain is not sufficiently large in the
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Figure 7: Terminal Re numbers for single liquid droplets falling through an immiscible

liquid (ρ? = 3), calculated from simulations with the finest grid resolution shown with

the Eo number along with the final shape from the OF2Ddx80 simulations. Results for

individual cases (i.e. a fixed Eo and M number from Table 2) are connected with a vertical

gray line, which also forks to the droplet shape for Cases 2, 3 and 5 for clarity. Lastly, the

solid black curve divides the Re−Eo phase-space into the spherical (below the line) and

ellipsoidal (above) shape regions, and is taken from Clift et al. [22].

36



100

101

Re

Case 1

OF3D

FL2D

OF2D
LB2D β=1. 25

LB2D β=1. 65

Eq. 25

Eq. 26

Clift et al. [22]

Case 2 Case 3 Case 4 Case 5

Figure 8: Terminal Re numbers from the different simulations shown separately for each

Case listed in Table 2 for additional clarity. The spread between the predictions is larger

at lower Re numbers, while at higher Re values all simulations agree well with each other

and the Clift map. There is excellent agreement between VOF and LB results.

horizontal direction, the velocities near the lateral walls can be significant

and should be taken into account to study the falling droplet from a sta-

tionary frame of reference. The simulations produce a trailing vorticity field

at steady state, with the highest concentrations outside the lower droplet

region, close to the interface, clearly marking two counter rotating regions of

the flow. The shapes produced are also very similar and the droplets remain

mostly spherical for all solvers.

The vorticity field in LB is less intense than in VOF, but its features

are similar. Some spurious vorticity regions can be seen localized near the
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interface which do not diffuse into the bulk. The spurious vorticity pro-

duced in Palabos is slightly different from the spurious vorticity in the LB

simulations using our in-house code (Fig. 2d). This difference comes from

the exact discretization of the force term in the LB equation, the effect of

which has been detailed in Connington and Lee [66]. What is important

here is that the spurious currents do not influence our results directly or sig-

nificantly as they are symmetric and tend to cancel out. They might have

an effect on the droplet shape, suppressing acute deformations, but we do

not investigated that in this study.

The evolution of the Reynolds Re number of the droplet has been shown

in Fig. 10. For calculating Re, the average velocity in the droplet region is

considered as follows

u =

∑
αuy∑
α

(29)

where α = 1 in the droplet region and 0 outside it and uy is the magnitude of

the vertical velocity component. The evolution is shown over dimensionless

time t? = t/
√
d/g and the gray band marks the value from the Clift map

with 5% uncertainty.

The 2D VOF simulations attain very similar terminal Re values, close to

the 3D value extrapolated from the Clift map. The uncertainty in the results,

given the magnitude of spurious Re, is expected to be around 2−20% for the

coarse to fine mesh resolutions. Since the magnitude of spurious velocities

increases from O(0.01) to O(1) from dx20 to dx80, mesh convergence of

the results cannot be achieved for this case. This behaviour of OpenFOAM

VOF has been observed before for flows with a low Capillary number [60].

The LB2D results are very close to the Clift map for both values of β,

and the spurious currents in LB have very little influence on the droplet

38



(a) OF2D (b) OF3D

(c) FL2D (d) LB2D (β = 1.65)

Figure 9: Steady state droplet shape with the normalized vorticity field ω?z (−1 < ω?z < 1,

red to blue, where ω?z = ωz/|ωz|max) is shown for Case 1, corresponding to Re = 4. Note

that the region shown is a small part of the actual computational domain around the

droplet.

Re evolution. A comparison between the steady state shape for the two β

values is shown in Fig. B.19 .

OF3D under-predicts the droplet Re almost by ∼ 30%. We investigated

this further by performing tests on a smaller domain to reduce computational
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(a) OF2D (b) OF3D

(c) FL2D (d) LB2D

Figure 10: Evolution of the Re number for Case 1 for all simulations shown along with

the value from the Clift map with 5% errorbars.

time for a representative problem. We find that compared to a uniform

3D mesh (of grid resolution equal to the finest grid size obtained upon 2

successive dynamic mesh refinements), the dynamic mesh simulations with

a coarse base mesh always under-predict the velocity. This can be ascribed

to a loss in mesh orthogonality in the transition between coarse and refined
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mesh regions. The interpolation of values from cell center to cell faces occurs

along a line that is not orthogonal to the face itself. This leads to numerical

errors and can cause a different kind of spurious currents than those arising

out of inaccurate curvature calculation in VOF. Further due to refinement

near the interface, curvature induced spurious currents are also aggravated,

and it has been reasoned by Magnini et al. [67] that these can be seen as

capillary waves on the interface, which effectively cause a deviation from a

smooth interface profile resembling a kind of surface roughness that increases

drag - something we observe in the consistent underprediction of the velocity.

Upon adding additional refinement criterion, for instance refinement in the

droplet wake based upon a vorticity threshold, the results improve though

they still do not coincide with results from the uniform 3D mesh.

Case 5

This case corresponds to the ellipsoidal regime of the Clift map. The final

droplet shapes along with normalized vorticity fields are shown in Fig. 11.

It is seen that compared to the 2D VOF cases, the OF3D droplet undergoes

lesser deformation, which is a consequence of the under resolved velocity

field owing to a coarse base mesh. The droplet deformation is caused due

to the pressure difference between high and low pressure regions around the

droplet. A region of strong vorticity corresponds to lower pressure, creating

a larger deforming force. Due to the lower velocity in OF3D, this pressure

difference is lower, resulting in lesser deformation. The LB2D droplet does

not flatten as much as the 2D VOF droplets, and in this case, the droplet

shrinks slightly from its initial size. Although we achieve a steady state here,

for even higher Re numbers, moving droplets in LB can begin to dissolve

away completely due to the diffused interface at low density ratios. Further,
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it is seen that the vorticity field in LB remains confined in the lighter phase,

whereas in VOF, the vorticity field is very close to the interface and also

extends to within a small region inside the droplet.

The evolution of Re numbers has been shown in Fig. 12. All simulations

predict similar terminal Re values, though all fall below the prediction of the

Clift map. Here the OF2D results were found to be within 10% of each other,

as the spurious velocities have a lower influence on the results. The terminal

Re in LB for both β = 1.25 and 1.65 is smaller than the OF2D value, but

comparable to the FL2D values. It was observed (not shown here) that on

smaller periodic domains in LB, the droplet does not reach terminal velocity

as the droplet wake becomes comparable to the domain length. Using a large

enough vertical extent hence is indispensable for accurate predictions. The

fact that all the simulations predict a velocity lower than the Clift map value

(Re = 24) also might indicate that the bubble-droplet equivalence breaks

down at higher Re numbers.

There are a few things worth noting regarding the results from the LB

simulations. By increasing the value of β from 1.25 to 1.65, the density ratio

obtained in LB deviates from the analytical solution of the selected EOS (see

Fig. B.16). Since PP-LB follows the selected EOS, large deviations from

the EOS lead to unstable simulations. Therefore, the maximum value of β is

limited due to the stability condition of the model. A stability analysis shows

that the simulations become unstable when gLB is larger than O(10−5). This

places constraints on the droplet diameter that is required for simulating a

particular Re. Also since the interface width is relatively large at ρ? = 3

(≈ 10 lattice units), at higher Re values it can further diffuse adding to

numerical inaccuracy. This can be remedied to an extent by using a larger

droplet diameter, which in turn makes the domain size computationally
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(a) OF2D (b) OF3D

(c) FL2D (d) LB2D (β = 1.65)

Figure 11: Steady state droplet shape with the normalized vorticity field ω?z (−1 < ω?z < 1,

red to blue, where ω?z = ωz/|ωz|max) is shown for Case 5, corresponding to Re = 24. The

FL2D droplets is seen to deform the most, followed by OF2D. OF3D produces a lower

deformation of the droplet, which is ascribed to an under-resolved velocity leading to a

lower pressure difference between the horizontal and vertical droplet extents which acts

towards deforming the droplet. The LB2D droplet does not flatten as much as the 2D

VOF droplets and remains mostly spherical, and its size shrinks slightly from the initial

value.
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(a) OF2D (b) OF3D

(c) FL2D (d) LB2D

Figure 12: Evolution of Re for Case 5 for all simulations shown along with the Clift map

value with 5% errorbars.

expensive.

Lastly, we compare the deformation of the droplet which can be ex-

pressed as the standard Taylor deformation parameter D = (L−B)/(L+B),

where L and B are the lengths of the major and minor axes of the deformed

droplet. Fig. 13 shows D at steady state for the different cases using simu-
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lation results from the finest mesh.

Figure 13: Taylor deformation parameter D at steady state for all cases.

For the cases Re ∈ {4, 7, 8}, the VOF simulations predict a small value

of D, i.e. the droplets deform very little from their initial spherical shapes.

OF3D predicts a low D for all Re numbers, which is ascribed to the under-

resolved vorticity field. FL2D and OF2D predict higher deformations for

Re ∈ {15, 24}. OF2D predicts the highest deformation for Case 4 (Re = 15),

i.e. the case corresponding to the highest Eo. LB2D consistently predicts a

low D value across all Re values. Though the Re prediction with LB turns

out to be accurate, our implementation seems to be incapable of capturing

droplet deformation more accurately.
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6. Discussion

It is widely held that no single flow simulation technique is universally

applicable, primarily because each technique may have been developed with

the view of studying a particular class of flow problems. However, it is gen-

erally also sought that a newly proposed model or method be as universal

as possible, i.e. to say it should be robust. Upon comparing VOF and

PP-LB, we encountered several challenges unique to each method in trying

to formulate a problem that can be commonly studied. We believe these

points must not be overlooked, so as to better equip users with an under-

standing of the limitations they might face upon choosing either method.

We also indicate flow regimes where either method may be better suited,

along with method specific issues that have to be dealt with. Note that the

following discussion draws from our investigation of low density ratio flows

which are widely encountered in emulsion research, ranging from oil and

gas applications to food processing and biotechnology. The same methods

when applied to high density ratio multiphase flows might be faced with

challenges distinct to a different flow regime, so we exercise caution while

extrapolating the possible outcomes of doing so, and refrain from making

overly generalized statements.

Regarding VOF

The VOF method can be considered quite robust in that it can han-

dle a wide range of free surface flows, without constraints on the density

and viscosity ratio between the fluids or the flow Reynolds number, though

extreme values will pose difficulties. As surface tension is independent of

density ratio in VOF, very low density ratios like ρ? ∼ 1.1 (and lower) can
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also be simulated as the phase fraction formulation of two fluids ensures

strong immiscibility.

The computational cost in VOF increases rapidly upon using successively

finer grids, particularly due to the iterative pressure and velocity solution

procedure of the finite volume method, with an added transport equation

for the phase indicator. Modifications like dynamic mesh refinement hence

become indispensable when simulating fully three dimensional flows, but

such techniques may also influence the results adversely - for instance the

consistent under-prediction of terminal velocity reported in this paper, and

the additional numerical errors in interpolation of values between coarse and

refined mesh regions.

For high density ratio systems at low Reynolds numbers (like falling rain

droplets, or very small air bubbles in water), spurious currents can become

comparable to the physical velocity scale when using the CSF implementa-

tion for the surface tension force, and classical VOF might fail to predict

accurate results. Modifications like smoothing of the phase indicator field

before computation of curvature, the use of body fitted coordinates or an

improved surface tension force implementation will become necessary while

simulating these flow regimes.

Another limitation of VOF is the time stepping method, as fully implicit

schemes might not be available for transient flow solvers, as is the case with

the VOF implementations in FLUENT and OpenFOAM. A crucial aspect to

simulation accuracy is the residual control algorithm. In OpenFOAM, the

PISO algorithm iteratively solves for velocity and pressure (inner correction

loops), while the VOF field α is solved once per time step (at the beginning

of the PISO loop). Contrarily, upon using PIMPLE (with outer and inner

correction loops), the α field is corrected with ever outer loop as well. With
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a small enough time step and sufficient number of PISO loops, the results

from PISO and PIMPLE can be similar. However, we found that some

falling droplet (or rising bubble) simulations might not converge at all when

using the PIMPLE algorithm, whereby PISO is the only option, and it is

generally more stable and faster than the PIMPLE algorithm. The values

of the final and relative tolerances of the residuals and under relaxation

factors should be carefully tested and chosen, and these can vary with the

problem being simulated. In commercial software like FLUENT, the user

only prescribes a final convergence criteria, which makes it easier to run

simulations at the loss of full control over the solution algorithm.

Regarding single component PP-LB

LB is remarkably faster than finite volume based solvers (roughly 10

times when running both on a single processor for an identical problem)

mainly because an iterative Poisson solver is not required, which is time

consuming. Further, all computations are highly localized in classic PP-LB

(i.e. when considering only nearest neighbour interactions), the advantage

of this becomes immediately apparent upon parallelization of the code. The

Palabos simulations on 4 million grid cells, for around 1 million iterations,

were run on 24 processors and took approximately 24 hours of wall-clock

time, while the finest resolution VOF simulations on 1.5 million grid cells

run on 16 processors took around 10 days.

Density ratio in single component PP-LB is dependent on Tr, and sim-

ulating flows with Tr ≈ 1 such that ρ? ≈ 1 is not possible as the interface

width tends to infinity when Tr = 1, which sets a minimum achievable den-

sity ratio. For this reason, using single-component multiphase PP-LB to

simulate two immiscible liquids might not always be suitable. In this formu-
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lation, the two liquids are essentially different thermodynamic phases of the

same fluid, co-existing at a prescribed sub-critical temperature (i.e. Tr < 1).

When the density ratio is low (as in this study), the two phases are sepa-

rated by a relatively thick interface and they remain miscible particularly

under dynamic conditions. Owing to this, phase volumes may change over

time - an artifact being small regions of the low density phase dissolving

away when the droplet diameter and interface width become comparable.

Note that the total mass of the fluid is conserved, only its distribution be-

tween the two phases changes. Using a multi-component formulation can

help ensure stronger immiscibility between two fluid components by employ-

ing a repulsive interaction, which can also help tune surface tension more

accurately.

The current LB implementation has several other limitations, for in-

stance a minimum bound on the value of the relaxation time, where values

below τ = 0.55 lead to unphysical droplet expansion and wobbling, which

gave inaccurate results. The value of τ also depends on the droplet size and

the density ratio [25]. Increasing surface tension in the system can enable

simulations at higher values of τ , however that increases the required gLB

and terminal velocity which should be kept in mind while modeling such

a system. The value of gLB is closely tied to the droplet diameter, and it

increases for smaller droplets. With a stability analysis we find that simula-

tions with gLB > O(10−5) become unstable, which further limits the smallest

droplet size achievable - the computational domain consequently becomes

large. The LB method is sensitive to the value of Re and Eo, and at rela-

tively higher values unphysical droplet expansion or contraction is observed.

With these considerations, our LB implementation was limited to low Re

and low Eo cases, and several modifications like the incorporation of longer
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range interaction forces [62] and choosing advanced collision operators such

as multiple relaxation time (MRT) [73, 74] might be necessary, along with

extensive testing of parameters, to make single-component PP-LB applica-

ble to more complex flow problems, like those involving high density and

viscosity ratios between the liquids, or high Re problems.

A general concern in LB is the maximum value of the velocity in lattice

units, which should be sufficiently smaller than the lattice speed of sound

(i.e. the low Mach number limit of Ma < 0.2). The speed of sound for the

LB-EOS is cs = 1/
√

3, or more generally for an arbitrary EOS c2s = ∂p/∂ρ.

This ensures that the incompressible Navier-Stokes equations are obeyed.

The error due to a non-zero Ma has been shown to be O(Ma3) [75]. Lastly,

it has been shown that the discrete kinetic version of the BGK equation,

and notably LBM, provide semi-quantitative results [76]. Therefore, a per-

centage of error can be expected in classical LB modeling, the bounds of

which depend upon the flow regime being simulated.

7. Conclusions

Multiphase flow simulations have become common tools being applied

to a wide range of processes dealing with immiscible fluids. Notwithstand-

ing, comparisons between different simulation techniques are rare and of-

ten qualitative. We have presented a quantitative comparison between an

implementation of the single-component multiphase pseudopotential lattice

Boltzmann method (PP-LB), which is a widely used mesoscopic technique,

and the finite volume based Volume of Fluid (VOF) method. By simulating

stationary and falling droplets, we compare how the methods fare for differ-

ent aspects relevant to multiphase flows with a low density ratio - a regime
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crucial to emulsion research. The main findings are listed below.

1. A modified implementation of the LB method with the so-called β−scheme

produces spurious currents 1 − 3 orders of magnitude lower than all

VOF implementations. This can be relevant when simulating problems

involving evaporation or heat and mass transfer across interfaces, or

high density ratio flows at low Re. Among the VOF methods, interface

compression aggravates spurious currents while artificially smoothing

the interface during curvature calculation reduces them. In VOF, spu-

rious currents also increase with mesh refinement, and if the physical

velocity and spurious velocity become comparable (for instance in our

Re = 4 case), mesh converged results cannot be obtained.

2. In terms of computational time, LB simulations are faster than their

VOF counterparts by an order of magnitude (when running compara-

ble problems, i.e. same Re, Eo, Nx×Ny etc). The iterative Poisson

solver inherent to finite volume methods makes VOF slower in com-

parison. LB, on the other hand, has more demanding memory require-

ments as it needs to store more variables per lattice node as compared

to VOF (since the density fi in LB is directional with 9 components

for a D2Q9 lattice, 27 for D3Q27 etc, at every lattice node).

3. In comparing interface thickness, the FLUENT VOF with geometrical

reconstruction produces the sharpest interface of 2−3 grid cells, closely

followed by OpenFOAM with interface compression (cα = 1). The

interface width in LB remains diffuse over 5−10 lattice units depending

on the density ratio (qualitatively varying inversely).

4. The falling droplet simulations show that despite an identical case

setup, the 2D results from FLUENT and OpenFOAM tend to vary
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slightly. For the Re = 24 case, FLUENT produces a more flattened

droplet with higher deformation than OpenFOAM. The differences in

solutions between OpenFOAM and FLUENT derive from the differ-

ent treatment of the interface (compressive scheme against an explicit

geometrical reconstruction), the difference in the solution algorithm

(PISO against SIMPLE) and the exact accuracy control methods.

What is striking is that upon simulating a widely studied, purely nu-

merical rising bubble benchmark proposed by Hysing et al. [77], Open-

FOAM and FLUENT VOF results are found to agree well within 2%

(refer to Appendix A). These results were also less sensitive to the

choice of discretization schemes. Hence, agreement with a numerical

benchmark alone cannot be considered sufficient proof for the relia-

bility of a solver when applied to physical problems, which calls for

additional realistic benchmark studies.

5. The 3D VOF simulations using dynamic mesh refinement in Open-

FOAM predict a lower terminal Re number, particularly for the Re <

10 cases. This is because a spherical droplet at a low flow rate ex-

periences more drag in comparison to the 2D droplets which can be

effectively considered as infinite cylinders which have a lower drag co-

efficient. The results are also aggravated by the coarse mesh resolution

in 3D (7.5 base cells per diameter), to keep the computation cost mod-

est. The velocity field is hence under-resolved, which also prevents the

droplets from deforming for the higher Re cases as much as the 2D

counterparts. More generally, results from simulations with dynamic

mesh refinement have a degree of inaccuracy compared to a uniform

orthogonal 3D mesh with the same resolution as the finest grid refined

cell. This is due to two reasons - first the interpolation errors due to
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lack of orthogonality in the transition between coarse and refined mesh

regions. Secondly, spurious currents are aggravated in the fine mesh

region surrounding the droplet interface. These can be interpreted

as capillary waves that increase the drag on the droplet by causing

deviations from a smooth interface profile.

6. In LB, the droplet expands during the transient initialization phase

when the densities relax to equilibrium. Several factors contribute to

this, including the domain size (which corresponds to the amount of

mass in the domain, refer to Fig. B.17 in the Appendix), the strength

of the pseudopotential force (given by β), and the system parameters

themselves (Tr and ρ?). This is because at lower density ratios (Tr

close to 1) the droplet interface is quite diffused as the phase sepa-

ration is weak. This can be remedied to an extent by increasing the

strength of the pseudopotential force (refer to Appendix B, Fig. B.19),

also the domain size should be large enough to account for these ef-

fects. With these measures, LB is in very good agreement with VOF

and the Clift map values in predicting Re. However, LB consistently

underpredicts the droplet deformation, even at higher Eo values. This

indicates that our current PP-LB implementation is limited to flows

of low Eo and Re numbers, and several modifications to the technique

are required to make it more generic and robust as compared to VOF.

Lastly, while simulating dynamic multiphase problems at low density

ratios using single component PP-LB, several precautions should be

taken depending on the flow regime, as the two thermodynamic phases

remain miscible.

We observe that formulating a multiphase flow problem that can be
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commonly studied by PP-LB and VOF is a non trivial task due to several

fundamentally different aspects of the two methods. The translation of pa-

rameters from one method to the other to keep the simulations comparable

can be meticulous. Also, issues particular to each method can narrow down

the operable phase space of the chosen problem considerably as we have

elaborated in our Discussion section. Despite precautions and careful case

formulation, we see that different numerical techniques produce different

results - since the exact numerics between methods is not identical. This

urges us to strongly state that such comparisons are important particularly

for the formulation of newer-generation benchmark studies that detail the

strengths and limitations of the increasing number of novel simulation tech-

niques being proposed in literature.
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Appendix A. Comparison between OpenFOAM and FLUENT

We saw from our falling droplet comparison that VOF results from Open-

FOAM and FLUENT are not identical. The final velocity from both meth-

ods for Case 1 (Re = 4) and Case 5 (Re = 24) are within 15%. For Case

5, the velocity evolution profiles have slightly different features (for instance
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an overshoot for FL2D around t? = 5, refer Fig. 12), and the final shape

in FLUENT is more deformed than in OpenFOAM. The major difference

between the two solvers is the treatment of the interface, where explicit geo-

metrical reconstruction and an implicit compressive scheme are conceptually

and numerically very different . It should be noted that the solution algo-

rithms SIMPLE and PISO are not equivalent as well, and may also lead to

differences in the solution. To investigate this further, we simulated a well

established numerical benchmark for rising bubbles [77] where various multi-

phase techniques are tested for predicting bubble shape and velocity for two

purely numerical 2D test cases. These are namely TC1 and TC2, formulated

using parameters listed in Table A.4. We performed the simulations for the

finest mesh adopted in the study, i.e. 160 cells per bubble diameter and

only show the velocity evolution here (along with the final bubble shape for

reference). For comparison, we take the Hysing et al. [77] results as bench-

mark solutions, along with the results obtained by Klostermann et al. [60]

who performed the same benchmark study using OpenFOAM to test the

compressive VOF scheme.

The numerical schemes used in OpenFOAM are backward time integra-

tion, vanLeer discretization for velocity and α advection, and linear in-

terpolation of gradient terms. Other parameters are kept the same as in

Klostermann et al. [60]. The FLUENT simulations were performed with the

geometrical reconstruction technique, and the schemes are the same as in

Section 2.3.

Fig. A.14 shows the velocity evolution of the bubble over time for TC1,

where the FLUENT and OpenFOAM results are very close to each other

(also, we are able to reproduce the points of Klostermann et al. [60] iden-

tically). Fig. A.15 shows the velocity evolution for TC2 and again Open-
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ρ1 ρ2 µ1 µ2 g σ Re Eo

TC1 1000 100 10 1 0.98 24.5 35 10

TC2 1000 1 10 0.1 0.98 1.96 35 125

Table A.4: Physical properties of the two test cases formualted by Hysing et al. [77], for

other details we refer the reader to the paper.

FOAM and FLUENT results are seen to be very close together until t = 2

[s], whereafter they differ slightly (by ≈ 1.5%).

Figure A.14: Velocity evolution for the bubble for TC1 of Hysing et al. [77]. The Open-

FOAM and FLUENT VOF solutions are seen to be very close, and our OpenFOAM points

coincide precisely with Klostermann et al. [60].

It appears that the VOF techniques in OpenFOAM and FLUENT agree

quite well when reproducing this numerical benchmark. However, as shown
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Figure A.15: Velocity evolution for the bubble for TC2 of Hysing et al. [77]. The Open-

FOAM and FLUENT VOF solutions are seen to be very close until t = 2 [s], after which

they differ by roughly 1.5%, and again our OpenFOAM data points coincide precisely

with Klostermann et al. [60].

in this paper, when applied to a more generic physical problem (like the

falling droplets), the transient as well as long time behaviour can be different.

Though widely used to test multiphase techniques, the Hysing et al. [77]

benchmark employs a very small domain of 2d× 4d, whereby the walls are

very close to the edge of the bubble. This might have an influence on the

bubble rising characteristics, as generally the horizontal domain width for

rising bubbles is taken to be 8d − 12d depending on the Re, whereas the

height can be anywhere between 12d−30d depending on approach to steady

state. This goes on to show the need for more realistic numerical benchmarks

to be able to comment on the reliability of different simulation techniques -
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something we have attempted to do in a small way.

Appendix B. Influence of β on droplet shape in LB

Fig. B.16 shows a comparison between the analytical coexistence curves

for the C-S EOS and numerical results obtained with the proposed method

with β = 1.25 & 1.65. It is clear that the numerical results agree well with

the theoretical data over a wide range of reduced temperatures (or density

ratios).

10-1 100

ρr

0.8

0.9

1.0
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CS-EOS Analytical

β=1. 25

β=1. 65

Figure B.16: Liquid and vapor reduced density variation with reduced temperature for

C-S EOS. The analytical solution is obtained from the Maxwell-rule of equal areas.

However, as discussed in the text, the LB droplets at low density ratio

can undergo unphysical expansion after initialization during a small tran-

sient period when the densities relax to equilibrium. In dynamic conditions,

there can be further expansion or contraction, the reason for this behaviour
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is that the interaction force between the phases is weak and does not con-

strain the initial droplet volume as it begins to falls. Further, we found the

amount of expansion also depends on the total mass in the system, which

depends on the domain size. This has been shown in Fig. B.17, where a

droplet is initialized with a diameter of 100 lattice units with increasing

domain sizes (Nx = Ny), for the ρ? ≈ 3 system considered in this study.

The system is let to relax (up to 20000 iterations), after which an equivalent

diameter is calculated as deq, which is seen to increase with Nx significantly.

The expansion can be controlled to an extent by increasing the value of β

such that the pseudopotential force is stronger.

400 800 1600
Nx

1.0

1.5

2.0

2.5
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d 0

β=1. 25

β=1. 65

Figure B.17: Dependence of the droplet expansion on the domain size, shown as the ratio

between an equivalent droplet diameter deq calculated after a stationary droplet is let to

relax for 20000 iterations, beginning from an initial diameter d0 = 100 lattice units, for

increasing domain size in lattice units where NX = Ny.
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A comparison of the force magnitude is shown in Fig. B.18, which shows

the interaction force along the centerline of a stationary droplet for simula-

tions with β = 1.25 & 1.65. It can be seen that for β = 1.65, the interaction

force increases slightly near the interface. Even this slight increase in inter-

action force influences droplet expansion significantly. It is also seen in from

Fig. B.18 that the size of the stationary droplet is smaller for β = 1.65 as

compared to the case with β = 1.25.

Lastly, the final droplet shapes obtained using β = 1.25 & 1.65 for Cases

1 and 5 are presented below in Fig. B.19. Here the shapes for both values

of β are very similar, but when a similar comparison was performed on a

smaller domain for these two cases, the β = 1.25 cases showed unphysical

expansion and deformation. Further work is required to understand the

exact behaviour depending on β and the domain size effect.
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Figure B.18: Force distribution over a diametric axis across a droplet centered at Xc for

β = 1.25 and β = 1.65.
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(a) Case 1, β = 1.25 (b) Case 1, β = 1.65

(c) Case 5, β = 1.25 (d) Case 5, β = 1.65

Figure B.19: Comparison of final droplet shapes for Case 1 and Case 5 from LB2D sim-

ulations for β = 1.25 (lower surface tension and relatively higher inter-phase miscibility)

and β = 1.65 (higher surface tension and low inter-phase miscibility).
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