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Preface 

These proceedings represent the work of researchers participating in the 17th European Conference on Digital 
Government (ECDG 2017) which is being hosted this year by the Military Academy, Lisbon, Portugal on 12-13 
June 2017. 

ECDG is a recognised event on the international research conferences calendar and provides a valuable 
platform for individuals to present their research findings, display their work in progress and discuss 
conceptual and empirical advances in the areas of Digital Government. It provides an important opportunity 
for researchers and practitioners to come together to share their experiences of researching in this varied and 
expanding field. 

The conference this year will be opened with a keynote presentation by a representative from the Tax and 
Customs National Authority (AT), Portugal on Digital Government and Tax Challenges. The second day of the 
conference will be opened by a talk by Colonel Lemos Pires who will address the topic Digital Commanders in 
the Age of Acceleration.  

With an initial submission of 75 abstracts, after the double blind, peer-review process there are 33 academic 
Research papers, 5 PhD Research, 1 Non-Academic paper and 2 Work in Progress papers published in these 
Conference Proceedings. These papers represent truly global research in the field, with contributions from 
Australia, China, Colombia, Denmark, Estonia, Germany, Greece, Ireland, Isreal, Italy, Jamacia, The 
Netherlands, Nigeria, Pakistan, Poland, Portugal, Russia, Slovakia, South Africa, Spain, Switzerland, Thailand, 
Turkey, United Arab Emirates, United Kingdom and United States of America. 

We wish you a most interesting conference. 

MGen João Vieira Borges and Lt Col José Carlos Dias 
Rouco ECDG Conference and Programme Chairs 
Military Academy, Lisbon 
Portugal 
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a.m.g.zuiderwijk-vaneijk@tudelft.nl 
 
Abstract: Following open data policies worldwide, an increasing number of public organisations has now published open 
data that is free to be used by anyone. However, despite the significant increase in use of this open data, the open data 
providers are mostly not aware of their users and the way in which the data is actually re-used. This is rooted in the 
principle that open data should be free to use without prior user registration in order to avoid any unnecessary barriers for 
reuse of the data. However, understanding use and user needs of open data is important to improve the provision of open 
data and the successful implementation of open data policies. We explored the use of log files of the actual use of open 
data to identify the users and to explore how the open data is being used. By means of a case study in which we apply log 
file analytics to the Dutch open geographical data portal we show that this approach is promising for analysing open data 
use. This approach will yield many new insights for open data providers to improve and fine-tune their open data offer and 
policy makers will be provided with data on actual use to evaluate their open data policies. Our analysis shows that citizens 
are a much heavier user of open data than currently assumed: citizens as major users of open government data should be 
taken much more seriously in the demand driven open data policies. We recommend transferring the pilot project into a 
permanent monitoring instrument for open data use and exploring additional analytics for using the rich data that log files 
provide for.  
 
Keywords: Open data – open data use – data analytics – geographical data portal – log file analytics – evaluation of open 
data 

1. Introduction 
An increasing number of public organisations worldwide publish open data (Chatfield & Reddick, 2017; Sieber 
& Johnson, 2015). Open data is data available for reuse without any costs and without any restrictions (Open 
Knowledge Foundation, 2015; Gurin, 2014; Geiger and Von Lucke, 2012). Open data efforts may be supply-
driven, which means that there is a unidirectional provisioning of data from governments to end users through 
a data portal or platform (the so-called data over the wall model), or there may be a more active, participatory 
or responsive level of government involvement with open data end-users (Sieber & Johnson, 2015). In 
practice, open data efforts are often supply-driven (Sieber & Johnson, 2015; Susha, 2015; Zuiderwijk, 2015). As 
a consequence, open data providers are mostly not aware of the use and the user of their data (Susha, 2015; 
Zuiderwijk, 2015).  
 
Having insight in actual open data use allows public organizations and data infrastructure providers to support 
what Gurstein (2011) refers to as ‘effective use’. This means that data providing agencies can take into account 
the requirements of users, including technical and professional requirements for data interpretation, the 
language in which data is presented, and the availability of training in data use and visualization (Gurstein, 
2011). Moreover, understanding user needs of open data is important for improving the provision of open 
data and for the successful implementation of open data strategies (Welle Donker and Van Loenen, 2016). 
When lacking contact with their users, open data providers remain uncertain about the need for a certain 
dataset, about possible ways to improve the provision of their open data, and how to get into contact with the 
users to gather feedback (Zuiderwijk, 2015). Therefore, open data providers need to find out who their open 
data users are (Olausson, 2016).  
 
In order to generate societal value with open data, policy-makers are increasingly aware that the publication 
process of open data should be demand-driven or even problem-driven rather than supply-driven (Susha et al., 
2015). Public agencies should take on a more proactive role, beyond the ‘data over the wall-model’ (Sieber & 
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Johnson, 2015). This is important since demand-driven open data provision is expected to result in more 
benefit and value creation (Susha et al., 2015; Jetzek, 2015; Janssen et al., 2012).  
 
Some research on open data users has already been conducted. For instance, Dawes, Vidiasova and 
Parkhimovich (2016) state that open data users are usually not ordinary citizens, but they are technologically 
skilled data analysts or application developers. Open data users are mainly those people who already have 
access and are already 'empowered' (Gurstein, 2011). Nevertheless, beyond those few studies on open data 
use, there is very limited insight in how open data is actually used in practice (cf. Van Beuningen et al. 2016; 
Bregt et al., 2016). In addition, research on how governmental agencies can obtain insight in how their open 
data is actually used is scant (see Ruijer et al., 2017). Whereas several approaches have been proposed (e.g. 
Zuiderwijk, 2015), these approaches require relatively much effort and time from the data user and are quite 
demanding.  
 
This study aims to gain insight in how open data is actually used by analysing log files. The study contributes to 
existing research by showing how a log file analytics approach can be used to obtain more insight in open data 
use. It is a means to assess the effects of open data with minimum pressure on the re-user and data provider, 
but with maximum output. 

2. Research approach 
In this study we examine open data use by using a single case study approach (see Yin, 2003). The case study 
selection criteria were as follows: 
 

The case provides log data that allows for analyzing open data use.  
The case employs open geographical data. This focus is justified by the, compared to other domains, 
relative maturity of the open geographical data domain (see Van Loenen and Grothe, 2014). Further, 
geographic data such as topographical maps and the underlying earth observation data, are top-listed 
by the European Commission and the G8 for release as open government data due to the high demand 
from re-users (Cabinet Office, 2013; European Commission, 2014). 
The case represents open data utilization in the Netherlands.  
Case study information should be available and accessible.  

 
We selected the case of the PDOK portal operated by the Netherlands Land Registry and Mapping Agency (the 
Cadastre). The reason for performing a single case study concerns the unique circumstances that the case 
represents, namely the availability of log data that allowed for analysing open data use. This data can be 
difficult to obtain by researchers, since the log files are personal data (CJEU, 2011; CJEU, 2016). The literature, 
reports as well as discussions and open interviews with civil servants working at the Cadastre were used as 
information sources for our case study.  

3. Understanding open data use(rs) 

3.1 Case description: Open Geographical Data in the Netherlands 
Much Dutch open data is geographic data provided through the generic national open data portal and through 
the so called PDOK-portal, which is a dedicated portal for geographic data (www.pdok.nl; PDOK stands for 
Publieke Dienstverlening op de Kaart: Public Services on the Map) (Van Loenen & Grothe, 2014). Although 
there is a growing interest in the PDOK open data sets (with 280 open datasets in 2016 and 4.4 billion hits on 
open data services) (see Table 1), the Cadastre lacks insight into the actual users behind these numbers. 
Therefore, the Cadastre is looking for means to collect information about how their open data services are 
being used and how these may be improved to better accommodate user needs.  

Table 1: Key PDOK performance indicators 2012-2016 (PDOK 2012; 2014; 2015; 2016) 
Year 2012 2013 2014 2015 2016 
#datasets 41 64 78 91 280 
#hits on services Not available 580 million 1.1 billion 1.7 billion 4.4 billion 

3.2 Case study findings: Traditional ways of gaining insight in open data use  
The literature, reports as well as discussions and open interviews with civil servants working at the Cadastre 
showed that there are several traditional ways of gaining insight in open data use: 
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 Mandatory user registration. To bridge the gap between provider and user of open data, some 
organisations require users to register for access to the open data (see for example the Danish 
Mapping Agency KMS and the UK Consumer Data Research Centre data portal). It provides them with 
some information on the use(r) and potentially enables them to ask for feedback and input. However, 
open data advocates that would prefer to stick to the open data principles argue that registration of 
users is not compliant with the core principles of open data, which state that access to the data must 
be non-discriminatory (see for example Stott, 2014). 
 
Voluntary registration of the user. The second approach is identical to the first approach, with the 
difference that the registration is voluntary. In the Netherlands this approach was used for the 
topographic dataset of the Cadastre (see Bregt et al., 2013). When the user clicked on the 
topographical data for download, a screen pops up asking the user to fill out a survey about the user 
and to register as reuser. This approach, especially with the use of the survey instrument, is time 
consuming for users and not giving comprehensive and complete, and therefore potentially biased, 
information to the data provider. 
 
Social media channels. Approach three uses social media as a way to link data providers and users. 
Users and sometimes also data providers, can start social media groups around a specific dataset. For 
example, the topographic dataset in the Netherlands has a Linkedin group. The data provider is 
following the events in the group and responds to specific issues that are raised The disadvantage of is 
that new user groups are not identified and that only specific datasets are addressed, so an overall 
view on other datasets is missing. 

 
Establishing a user group. The fourth approach gains insights from a frequently meeting user group 
Establishing a user group attracts well-informed users but leaves out on new user groups (e.g. start-
ups), since these are unknown, not visible or not organised in a formal manner such as through 
associations and the like. 

 
Additional service provision. A data provider may be in contact with data users through the provision of 
additional open data services (e.g. a service notifying users of new dataset updates, a data quality 
feedback service or a newsfeed service). The disadvantage is that only a selection of all data users is 
reached. 

 
Organising (ad hoc) events. Data providers may organise hackatons, data rally’s and the like to explore 
the opportunities of open data and to become acquainted with the users of the data (e.g. 
https://www.opendata-award.nl/). The impact of these ad hoc events on the improved 
communication between data provider and user is limited, because of the ad hoc character and the 
limitation in the kinds of users they attract.  

 
In summary, the approaches discussed towards identifying users and involving them in a strategy to improve 
datasets have their advantages for specific datasets, drawing on the expertise of serious user groups. But they 
are limited by the tension between required user registration and the principle of free access to the data and 
by the user group pre-selection that ignores (potential) new users. We therefore explored an alternative 
approach that both requires a minimum effort of users and is sufficiently informative for open data providers 
to evaluate or review their open data operations and strategies. In the next section we present our research 
steps towards developing a new approach linked to user log data.  

3.3 An alternative approach: log file analytics 
Our case study provided user log data, containing information about the actual use of the web services on the 
open data platform. We used a five-step approach to analyse the log data and analyse its potential for gaining 
insight in data use and users.  
 
First, the Cadastre provided us with the log data of the open datasets provided through PDOK. The log data 
concerns PDOK use over the period of one year from October 1st 2012 to October 7th 2013, containing more 
than 3 million (3,042,895) log lines, which equal 515,325,523 hits. Each log line consists of 8 attributes: an IP 
address, a referrer, the service requested, the method used for requesting the service, the date of the request, 
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the week number of the request, the total number of requests and the number of errors identified. Table 2 
shows an example of a log line, which can be read as follows. On July 27th 2013 (Column 5) in week 31 
(Column 6) user 213.10.x.y (Column 1) requested the service “brtachtergrondkaart” (Column 3) with the wmts 
method (Column 4). The user did this through the website www.zwemwater.nl. And he used this service 16 
times (Column 7) (e.g., zooming in and out on a map requires several requests for the same service). No errors 
were reported (Column 8). 

Table 2: Example of a log line 

1 2 3 4 5 6 7 8 
213.10.x.y http://www.zwemwater.nl/ brtachtergrondkaart wmts 2013-

07-29 
31 16 0 

 
Second, we adapted the log files to fit the database management system in which the use and user data were 
structured and logically stored. Bringing log data into a database enabled us to analyse the log data. We used 
open source MySQL as the Database Management System. Before we started the analysis, we had to clean the 
data from errors. The data had, for example, several particularities. One was the lack of a public IP-address. 
Every user on the internet has a public IP address. In the database, however, we found multiple IP addresses in 
one log line, IP addresses without a public IP address, and other errors. We cleaned the database by selecting 
only log lines with (at least) one public IP-address. 8% (253,213) of the log lines did not meet this criterion and 
was removed from the database. The remaining 2,789,682 log lines were processed. They were used by 
310,348 unique IP-addresses. 
 
Third, we analysed the data, including the use of the data and the user based on the IP-addresses and the 
combined data to find the relation between the user categories and the types of web services and open 
datasets they used. The following section presents the findings from this analysis. 

4. Analysis results 

4.1 Frequency of open data use: regular and incidental users  
Our first analysis focused on the frequency of the use. Remarkably, 77% of the IP-addresses (representing 
238,968 IP-addresses) used PDOK for only one day in the entire year of our assessment period. 11% visited 
PDOK two days and 4% used PDOK three days in total. 8% Of the IP-addresses used PDOK four days or longer 
and only 4.3% used PDOK seven days or more over the one year period. 

Table 3: Use of PDOK in days per IP-address (October 1st 2012-October 7th 2013) 

 
 

Based on these numbers we classified the users that used PDOK for seven days or more as regular users 
(13,414 unique IP-addresses, 4,3% of the total number of unique users, see Table 3). The remaining 96% were 
classified as incidental users. We continued our analytics with the class of the regular users as these can be 
seen as the most interesting users for feedback on the use of the open data. 

4.2 Regular data users: from IP-address to the user 
After identifying the use of PDOK, we proceeded to establish a link between the use and the regular users of 
PDOK by means of assigning the IP-address to a user category. We used three ways to find the user behind the 
IP-address: 

Using the IP-address of users known by the Cadastre, this revealed 349 users that already had accounts 
before the datasets were opened;  
Inquiring the host name linked to an IP-address. The domain name system (DNS) was used to link host 
names and IP addresses. For example, the IP address 145.94.165.135 has the host name 145-94-165-
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135.wlan.tudelft.nl. This indicates that the user is connected to Delft University of Technology 
(tudelft.nl); 
Searching the network name of the IP-address. This information is public. Every IP-address is part of a 
group of IP-addresses, a network. The European registry, RIPE NCC (Réseaux IP Européens Network 
Coordination Centre) provides a publicly available database which allowed us to link IP-addresses to a 
network.  

 
Based on the knowledge to which organisation the IP-addresses belong, we categorised the user groups. In 
Table 4 a full overview of the main and sub categories of users is presented, as well as the percentages they 
each represent in the total of regular users. 

Table 4: Overview of number of regular users per category and the percentages of representation in the total 
number of regular users. 
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As presented in Table 4, 34% of the IP addresses, representing 4,592 users were not categorised because of 
the manual attribution process that had to go into determine the main and subcategory required significant 
resources in effort and time. If it were possible to link the name of the network to the database of the 
Chamber of Commerce, then this categorisation can be established too. However, the Dutch Chamber of 
Commerce does not provide their data as open data, which made the full categorisation of our user data too 
laborious (see Van Loenen et al. 2016). Table 4 shows that citizens take a major portion of the total amount of 
users (isp-consumers: 6,425 of the 13,414, app. 48%). This percentage deviates from the percentages of user 
groups found in other studies. For example, comparing our research results to the results of a survey among 
users presented in Bregt et al. (2013) and Bregt et al. (2014) over a similar period (2012-2013) for one dataset 
(topography) provided through PDOK, shows significant differences in the distribution of the use and user 
groups (see Table 5). 

Table 5: Comparing the results of two different research strategies 

 

4.3 Linking users to use: types of data use 
The attribution of unique IP-addresses to a user group enabled us to link the categories to the actual use. As a 
last analytical step, we explored the extent to which the user categories used the PDOK data sets. In Table 6 
the percentages per use category are presented. The three top users of the PDOK data sets can be found in the 
private sector (24,57%), the individual users/citizens (18,57%) and governmental organisations (13,91%). 
 
We see significant differences between the percentage unique users and their part in the usage of the PDOK 
services. For example, citizens are 48% of the unique users, but only are responsible for 19% of the actual use 
of PDOK. 

Table 6: Overview of users in percentage per use category 

 

5. Discussion 
Our log data analytics approach shows the possibility of retrieving detailed user categories and the distribution 
of use over these categories. As the data were extracted from the actual log files, we consider them as a 
reliable source for data analysis. The findings are input to the Cadastre for evaluating their open data policy, 
based on actual use of their data. The analysis offers the open data provider the opportunity to address new 
user (groups), e.g. by setting up communication channels with these new users. 
 
Through the IP-address not only more detailed information about the use category may be obtained, it also 
allows the provider to explore the websites of all identified users to find information on the applications that 
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are developed on the basis of the open datasets. An exploration of the users’ websites in our research 
identified several new applications that the Cadastre was not familiar with. 
 
In this paper we only showed a fraction of the information that is embedded in the log data. Many other 
overviews can be developed such as for most popular services, use of individual datasets per user category, 
frequency of use per month/ period of the year, typical steps of new users (starting with service A for dataset 
AA, then service A for dataset B etc.), development of services throughout the years, use of combination of 
services, and use of combination of datasets, among many other applications. This data will not, or much more 
limitedly, be available through other monitoring mechanisms. 
 
In comparison to traditional approaches, log data analytics is an unobtrusive way of gaining more insight into 
actual use, does not require user registration that is at odds with the core principle that access to the data 
must be non-discriminatory and it takes all possible user groups into account. As such the log data analytics 
approach has added value to the other approaches for discovering new user groups, for completeness over all 
datasets and for being a continuous source of data.  
 
The research presented should be regarded as research in progress resulting in several limitations. First, the 
log file analysis does not reveal so-called downstream users as the IP-address data relates to viewing not to 
downloading data. Users downloading the PDOK data may be typical infomediaries distributing the open 
datasets directly to their users. However, the log file analysis of the open data source does not reveal these 
downstream users, neither does it show the downstream value chain that builds upon the PDOK data. 
 
Secondly, 75% of the log files included a referrer that can shed a light on users that integrate PDOK-services 
into their website or application for their end-users. Analysis of the referrers can provide insight into the 
services that have been developed based on the PDOK services. 
 
Finally, privacy or data protection issues may arise. Although the new method described is appealing as a 
means to monitor the use of open data, it may not be utilised everywhere. For example, the European Court of 
Justice has ruled that dynamic and static IP-addresses should be considered as personal data, which may limit 
the use of these data for monitoring purposes (CJEUE, 2011 & 2016). In our research we took appropriate 
measures to avoid any data protection issues. For example, we used the PDOK IP-addresses only at a general, 
not highly detailed level: it was not possible to identify individuals. However, the value of the log files for 
supporting open data decision-making would increase if it were possible to link the log files to individual users. 
This may allow us, for example, to categorise the 34% of the users that we currently had to categorise as 
‘unknown’ (see Table 4).  

6. Conclusion 
We presented and applied a new approach to gain insight into the actual use of open data by performing log 
data analytics. We showed that this approach offers the possibility to identify users of open data and the use 
frequency amongst the user groups. Application to the open geographical data portal of the Netherlands 
shows that this approach yields new types of information without the drawbacks of other approaches that aim 
at gaining insight into open data use and users. We conclude that log data analytics is not only a feasible 
approach, but also a cost effective one, especially when the process is automated (cf. Atz et al., 2015), offering 
many additional analysis that can be employed to monitor the use(r) of public open data services.  
 
We found that citizens take a major portion of the total amount of use(rs). These findings are contrary to the 
findings of Dawes, Vidiasova and Parkhimovich (2016) stating that open data users are usually not ordinary 
citizens, but technologically skilled data analysts or application developers. Although some part of the citizens 
in our research may be 'empowered' (Gurstein, 2011), it might very well be that a fair amount of the frequent 
citizen users are ordinary citizens with no special technical skills. This may imply that the open data providers 
using demand driven approaches directed to professional users such as data analyst and application 
developers ignore the needs of an entire user group using open data. Accommodating these needs is novel 
direction that is barely addressed yet. It calls for research on the citizen as user of open data and the value 
citizens generate by using open data. 
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In addition to a call for further research on the citizens as an open data user, there is also a future research 
challenge in the possibility of automated log data analytics, for example an automatic link of the IP-addresses 
to data from the Chamber of Commerce (company name and web address) to improve the categorisation of 
private companies. Such an automated way of analysing the use of open data, may allow for the real-time 
monitoring of the use of open data, with direct input to decision-makers on the effect of new policy measures, 
potential changes in popular datasets and user preferences, all specified by user type and user groups. This 
would be one of the major prerequisites of successfully implementing truly demand driven open data policies: 
real-time and ubiquitous policies incorporating 24/7 the direct needs of all reusers. 
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