<]
TUDelft

Delft University of Technology

Proceedings of the Symposium on Simulation for Architecture and Urban Design 2017
SimAUD 2017

Turrin, Michela; Peters, Brady; O'Brien, William; Stouffs, Rudi; Dogan, Timur

Publication date
2017

Document Version
Final published version

Citation (APA)
Turrin, M., Peters, B., O'Brien, W., Stouffs, R., & Dogan, T. (Eds.) (2017). Proceedings of the Symposium
on Simulation for Architecture and Urban Design 2017: SimAUD 2017. Simulation Councils.

Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.



JToronto
Canada

2017 Proceedings of the
Symposium on Simulation for
Architecture and Urban Design

Edited by
Michela Turrin
Brady Peters
William O’Brien
Rudi Stouffs
Timur Dogan




2017 Proceedings of the
Symposium on Simulation for
Architecture and Urban Design

Edited by
Michela Turrin
Brady Peters
William O’Brien
Rudi Stouffs
Timur Dogan

Cover & Layout by
John Yee



2017 Proceedings of the Symposium for Architecture and Urban Design
Michela Turrin, Brady Peters, William O’Brien, Rudi Stouffs, Timur Dogan, editors

© 2017 SIMULATION COUNCILS, INC.

Responsibility for the accuracy of all statements in each paper rests entirely with the author(s). Statements are not necessarily representative of nor endorsed by The
Society for Modeling and Simulation International.

Permission is granted to photocopy portions of this publication for personal use and for the use of students provided credit is given to the conference and publication.
Permission does not extend to other types of reproduction nor to copying for incorporation into commercial advertising nor for any other profit-making purpose. Other
publications are encouraged to include 300-500-word abstracts or excerpts from any paper contained in this book, provided credits are given to the author and the
conference. For permission to publish a complete paper, write: The Society for Modeling and Simulation International (SCS), 11315 Rancho Bernardo Road, Suite 139,
San Diego, CA 92127, USA.

978-1-365-88878-6



Contents

Preface
Keynote Speakers

Session 1: Human Centric Comfort

Investigating the Effects of the Geometry on Speech Privacy of Semi-
Enclosed Meeting Spaces
Pantea Alambeigi, Jane Burry, Eva Cheng

Royal Melbourne Institute of Technology.

Requirements for BIM-based Thermal Comfort Analysis

Fawaz Alshehri, Paul Kenny, James O’Donnell
University College Dublin.

A Simulation-Based Workflow to Assess Human-Centric Daylight
Performance

Siobhan Rockcastle, Maria Lovisa Amundadottir, Marilyne Andersen
Ecole Polytechnique Federale de Lausanne.

Session 2: Design Exploration

A Computational Design Exploration Platform Supporting the Formulation
of Design Concepts

Ding Yang, Yimin Sun, Danilo di Stefano, Michela Turrin
South China University of Technology, ESTECO, Delft University of Technology.

An Interactive Approach for Evolving Pareto Optimal Architectural Form

Camilo Cruz, Michael Kirley, Justyna Karakiewicz
University of Melbourne.

17

25

33

35

43



Are Genetic Algorithms Really the Best Choice in Building Energy
Optimization? 51
Thomas Wortmann, Christoph Waibel, Giacomo Nannicini, Ralph Evins,

Thomas Schroepfer, Jan Carmeliet
Singapore University of Technology and Design, Empa, ETH Zurich, University of Victoria.

Project Discover: An Application of Generative Design for Architectural
Space Planning 59
Danil Nagy, Damon Lau, John Locke, Jim Stoddart, Lorenzo Villaggi,

Ray Wang, Dale Zhao, David Benjamin
The Living, an Autodesk Studio.

Evaluating Architectural Layouts with Neural Networks 67

Nicole Phelan, Daniel Davis, Carl Anderson
WeWork.

Session 3: Interdisciplinarity to Fabrication 75

Robot-Aided Fabrication of Interwoven Reinforced Concrete Structures 77
Elif Erdine, Alexandros Kallegias, Pradeep Devadass, Angel Fernando Lara

Moreira, Alican Sungur _
Architectural Association School of Architecture London. i} BEST PAPER AWARD

PULSE: Integrated Parametric Modeling for a Shading System.
From Daylight Optimization to Additive Manufacturing 85

Milou Teeling, Michela Turrin, Paul de Ruiter
Delft University of Technology.

Simulation in Complex Modelling 93
Mette Ramsgaard Thomsen, Martin Tamke, Paul Nicholas, Anders Holden
Deleuran, Phil Ayres, Riccardo La Magna, Christoph Gengnagel

School of Architecture Copenhagen, UdK Berlin.

Integrating Technical Performances within Design Exploration.
The case of an Innovative Trombe wall 101

Tudor Cosmatu, Yvonne Wattez, Michela Turrin, Martin Tenpierik
Delft University of Technology.



Session 4: Innovation to Fabrication 105

3D-Printing, Topology Optimization and Statistical Learning:
A Case Study 107

Vishu Bhooshan, Shajay Bhooshan, Mathias Fuchs
Zaha Hadid Architects.

Matrix Architecture: 3D-Printed and Simulated Kirigami Matrices
& Auxetic Materials 115
Maddy Eggers, Jingyang Liu, Jasmine Liu, Bennett Norman, Jenny Sabin

Cornell University.

A Performance Based Computational Method for Assembly Design of
Reciprocal Architectural Systems with 2D Elements 123

Omid Oliyan Torghabehi, Peter von Buelow, Alireza Seyedahmadian
University of Michigan, Quarra Stone Company.

Augmented Assembly for Tessellated Structures 131
Parantap Bhatt, Nicolo Bencini, Spyros Efthymiou, Antoniya Stoitsova
AA Emtech.

Session 5: Energy 139

Visualization of Building Performance using Sankey Diagrams to
Enhance the Decision-Making Process 141
Aly Abdelalim, William O’Brien

Carleton University.

Building Performance Database to Facilitate the Integrated
Design Process for Net Zero Energy Buildings 149

Navid Pourmousavian, Samson Yip, Bruno Lee, Andreas Athienitis
Concordia University.



An Investigation of Generative Design for Heating, Ventilation,
and Air-Conditioning 155

Justin Berquist, Alex Tessier, Liam O’Brien, Ramtin Attar, Azam Khan
Carleton University, Autodesk Research.

The Use and Requirements of Simulation and Data Analytics for
Building Energy Efficiency 163
Zheng Yang, Rishee Jain

Stanford University.

Relationships Between Variables and Energy Consumption in
Different Building Types 167
Ju Chan Kim, Jonathan Salter, Ronald Kellett, Cynthia Girling

University of British Columbia.

Session 6: Occupant Simulation 171
Context-sensitive Personal Space for Dense Crowd Simulation 173
Omar Hesham, Gabriel Wainer _
Carleton University. § 2 STUDENT PAPER AWARD
Modeling Space to Support Use-Pattern Simulation in Buildings 181

Kartikeya Date, Davide Schaumann, Yehuda E. Kalay

Israel Institute of Technology.

An Event Modeling Language (EML) to Simulate Use Patterns
in Built Environments 189
Davide Schaumann, Kartikeya Date, Yehuda E. Kalay

Israel Institute of Technology.

A Building Database for Simulations Requiring Schemata 197

Gabriel Wurzer, Jelena Simanic, Wolfgang E. Lorenz, Vahid Poursaeed
TU Wien, Moser Architects, Iran Univ. of Science and Technology.

Vi



Session 7: Envelope and Daylight 201

Double-Skin Facades and Daylight Simulations: Comparative Study of
Facade Typologies and Effects on Natural Light in Different Climates 203
Ajla Aksamija

University of Massachusetts.

Geometry-Material Coordination for Passive Adaptive Solar Morphing
Envelopes 211
Sarah Mokhtar, Christopher Leung, Angelos Chronis

University College London, Intitute for Advanced Architecture of Catalonia.

A Methodology to Analyze Building Envelopes Based on Discomfort
Glare 219
Navid Hatefnia, Marjan Ghobad

PJCarew Consulting.

Hybrid Workstations: Establishing Interactive and Responsive
User-Interfaces for Daylight Applications 225

Emad Al-Qattan, Liliana Beltran, Wei Yan
Texas A&M University.

Session 8: Envelope and Thermal Energy 233

Estimating the Cooling Power through Transpiration of Vining Green
Walls in Various Climates 235

Arta Yazdanseta
Harvard Graduate School of Design.

Assisting the Development of Innovative Responsive Facade Elements
Using Building Performance Simulation 243
Marie L. de Klijn-Chevalerias, Roel C.G.M. Loonen, Zarzycka Aleksandra,

Dennis de Witte, Valentini Sarakinioti, Jan L.M. Hensen
Eindhoven University of Technology, Delft University of Technology.

VI



Unifying Visualization of Hydrologic, Thermal and Plant Growth
Performance in Green Roofs 251

Liat Margolis, Andrew Hooke, Vincent Javet
University of Toronto.

Microclimate on Building Envelopes: Wind Tunnel and Computational
Fluid Dynamic Analysis of Basic and Complex Geometries 259
Cheli Hershcovich, Rene van Hout, Vladislav Rinsky, Michael Laufer,

Yasha J. Grobman
Israel Institute of Technology.

Session 9: Urban Models 263

Parametric Modelling in Form-Based Urban Design Code for
High-Dense Cities 265
Yingyi Zhang, Marc Aurel Schnabel

Victoria University of Wellington.

Volatile Data Mining: A Proof of Concept for Performance Evaluation
of the Built Environment Using Drones 273

Ramon Van Der Heijden, Alan Tai, Gustav Fagerstrom
Front Asia, Front Inc., Walter P Moore.

A Case Study on the Relationship between Urban Morphology
and Traffic Noise Distribution in High-density Urban Context 281
Ji Zhang, Stephen Siu Yu Lau, Chye Kiang Heng, Siu-Kit Lau, Hongzhan Lai

National University of Singapore.

Session 10: Urban Mobility 289

Multimodal Transportation Performance Certificate (MTPC) for Buildings
and Neighborhoods - A Model for Benchmarking the Effect of the Built
Environment on the Modal Split in Geographic Information Systems (GIS) 291

Todor Stojanovski
KTH Royal Institute of Technology.

Vil



The Mobility Topography Model for Substantializing and Projecting
Transportation in Cities 299

Zachary Trattner, Angelos Chronis, Angel Mufioz
Institute for Advanced Architecture of Catalonia.

A Pedestrian-centric Design Strategy: Melding Reactive Scripting
with Multi-agent Simulation 309

Xiaoran Huang, Marcus White, Mark Burry
The University of Melbourne.

Session 11: Urban Microclimate 317

The Use of CFD and Wind Tunnel Testing in Wind Microclimate
Assessments 319

Krishan Jayyaratnam, Ruth Shilston, Daniel Hackett
RWDI.

The Thermal Performance Exploration of Outdoor and Indoor
Spaces Using IES & ENVI-met 327
Amirhosein Ghaffarianhoseini, Umberto Berardi, Kaamran Raahemifar,

Ali Ghaffarianhoseini, Karam Al-Obaidi
Ryerson University, AUT University, University of Malaya.

Computational Method for Variable Objectives and Context Aware
Solar Envelopes Generation 335

Francesco De Luca, Hendrik Voll
Tallinn University of Technology.

Session 12: Urban Energy 343

Simulation-based Sensitivity Analysis of Future Climate Scenario
Impact on Residential Weatherization Initiatives in the US Midwest 345

Charvi Jagani, Ulrike Passe
lowa State University.



Energy Performance of Residential Buildings at District Level
from Data Perspective 353
Yuezhong Liu, Rudi Stouffs

National University of Singapore.

On Holistic Urban Energy Modelling and Optimization 361
Ralph Evins

University of Victoria.

Modeling Energy for Urban Form Archetypes 365

Jonathan Salter, Ronald Kellett, Cynthia Girling, Fausto Inomata
University of British Columbia.

Presenting Author Biographies 369
Organizing Committee 385
Sponsors 389
Cover Image Credits 391
Author Index 393



Preface

The built environment is a complex system, contradictory, and constantly changing. It
embodies the complex, historical evolution of human knowledge, desires and
technology. Computer simulations enable designers to better respond to the increasing
complexity of cities, buildings, and the lives of the occupants within them. Simulations
support specific disciplinary expertise and enable interdisciplinary collaboration. They
can address many scales from the urban to the building component. Innovation in
computer simulation questions disciplinary boundaries and derives knowledge from the
convergence of different fields. The 8th annual Symposium on Simulation for
Architecture and Urban Design (SimAUD) tackles the interdisciplinary aspects of the
development and use of simulations to measure, predict, assess, comprehend and
manage the performances of buildings and cities, in regard to their technical and non-
technical requirements.

It has been a pleasure to chair this edition of SimAUD. We have been happy to see that
submissions came from a broad spectrum of fields, operated at a wide range of scales
and that many crossed the boundaries of several disciplines. To understand and design
the built environment converging competencies are essential. The papers included in
these proceedings witness the liveliness of this joint effort and the high quality of the
interdisciplinary contributions brought together at SImAUD. We wish to highlight also the
crucial interaction between outstanding academicians and cutting-edge practitioners,
which is one of the remarkable traits of SimAUD. This edition has comprised
participants from highly-ranked Universities from across the globe (such as Harvard,
Stanford, UCL, and NUS) and from renowned architectural firms and engineering
practices (such as ZHA, RWDI, Front Inc, and The Living). We also highlight the
participation of both design schools (such as AA, CITA, and IAAC) and engineering
institutes (such as EPFL, ETHZ, SUTD, and TU Delft). Finally, we have been extremely
impressed by the growing community of excellent young authors who are opening up
promising perspectives.

The contributions in this book present new knowledge and innovations in: simulations
for occupants’ behavior and human centered comfort; energy in buildings and cities;
urban mobility and urban microclimates; simulation-based processes from design
conception to materialization and fabrication; and, computational processes for design
exploration by means of simulations. In the program, we had the pleasure to include the
keynote lectures by Robert Woodbury, William Braham and David Benjamin.
Respectively, the lectures tackle the topics of simulations free in cost, time and
intellectual access; of intelligible models corresponding to meaningful design issues;
and of automatic generation, evaluation on measurable goals, and development of



numerous design options as design workflow. We had the pleasure to include also two
panel discussions with invited panelists, among which experts from Arup (Erin Morrow),
ESTECO (Enrico Nobile) and Autodesk (Azam Khan). One panel has been shaped on
the interdisciplinarity and simulations in the early design phases; the second one on
energy-simulations for buildings and cities. The topic of simulations toward fabrication
has been featured in a special evening event. Finally, SimAUD 2017 has marked the
first edition of the pre-conference workshops, which have been organized in
collaboration with Timur Dogan, Siobhan Rockcastle, Maria Lovisa Amundadéttir,
Umberto Berardi and ESTECO Academy.

The success of this edition derives from countless work hours from a dedicated team.
We would like to thank and acknowledge the Scientific Chairs: William O'Brien, Rudi
Stouffs, and Timur Dogan for managing the peer-reviewed process, the papers’
selection and revisions. Their committed work and rigorous procedures have been
essential to meet the high standards of this conference. We would also thank the
members of the Scientific Committee for reviewing the papers. Our extreme gratitude
goes to Ramtin Attar at Autodesk for his essential support and guidance, and to his
colleagues: Rhys Goldstein for his continuous contributions and John Yee for the
handling of the proceedings. SImAUD is run in partnership with Society for Modeling &
Simulation International (SCS). Many thanks to Oletha Darensburg and all the SCS
officers who helped us organizing and managing the conference. Thanks to the faculty,
staff, and students at the John H. Daniels Faculty of Architecture, Landscape, and
Design. We have been honored to work with the University of Toronto as our academic
and venue partner for the event.

And most of all, we wish to thank all the authors for their high quality contributions,
which are the main ground for SIimAUD’s high quality standards in research and
interdisciplinary ties across domains. We look forward to the involvement of current and
future authors and participants. We are confident that future editions will build upon the
current success and will continue strengthening our community.

Michela Turrin
General Chair, SimAUD 2017
Assistant Professor, Delft University of Technology

Brady Peters
Program Chair, SimAUD 2017
Assistant Professor, University of Toronto

All accepted papers will be published in the ACM Digital Library at the SpringSim Archive.
Sponsored by The Society for Modeling and Simulation International.
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Investigating the Effects of the Geometry on Speech
Privacy of Semi-Enclosed Meeting Spaces

Pantea Alambeigi, Jane Burry, Eva Cheng

Royal Melbourne Institute of Technology (RMIT)
Melbourne, Australia
{Pantea.Alambeigi, Jane.Burry, Eva.Cheng} @rmit.edu.au

ABSTRACT

This paper investigates the effect of the room geometry on
speech privacy of small meeting areas. The aim is to
explore different semi-enclosed room shapes within an
open plan office and study their influence on speech
privacy and the significant parameter and performance
metric, Speech Transmission Index (STI). This is a
simulation study in the room acoustic modeling software
(ODEON).

The impact of the geometry on the sound of the large
spaces such as concert halls has been widely reported,
however, at the scale of the small, particularly semi-
enclosed, meeting room the role of geometry in tuning the
acoustic performance needs to be studied further.

This research investigates the potential impact of room
shape on speech privacy by exploring whether this impact
lies above or below the Just Noticeable Difference (JND).
Matrices of studies have been developed to study diverse
variables individually and the results demonstrate how
speech privacy might be affected by modifying room shape.

Author Keywords
Room geometry; speech privacy; speech transmission
index; acoustic simulation.

ACM Classification Keywords
1.6 SIMULATION AND MODELING

1 INTRODUCTION

Since the emergence of open plan layouts in the last
decades, a large body of literature is devoted to the
advantages and disadvantages of the transition from private
offices to reconfigurable open plan offices. After decades of
developing open plan interiors, there is a little architectural
approach to fulfilling acoustic requirements. In response to
the occupants’ need for more privacy and less disruption,
fully enclosed quiet rooms or small booths are integrated
into the design of open plan offices. However, this type of
space is in contrast with the inherent open flow
characteristic of the landscaped interiors and therefore
imposes a regression to conventional design and requires
particular arrangements such as air conditioning and
separate sprinklers. While the value of a proper size
meeting area in the newly introduced office layouts is

SimAUD 2017 May 22-24 Toronto, Canada
© 2017 Society for Modeling & Simulation International (SCS)

emphasized [9], the concept of semi-enclosed meeting
rooms which fit within the open plan interior is still an area
hardly considered in architectural studies. This paper
presents form exploration on these types of meeting room.

Most of the acoustic solutions in practical design are based
on material modification [16]. To resolve acoustic
problems, in particular speech privacy in open plan
interiors, a typical approach is to apply technical
engineering solutions including the adoption of uniform
ceilings and high absorbent acoustic materials [26]. In this
research, we investigate the probability of improving the
speech privacy through altering room global shape.

Inadequate acoustic knowledge and terminology compel
architects to take acousticians’ advice with no architectural
design interference and this commonly happens in the late
stages of the design. Architects, barely consider acoustics as
a design driver. However, they should admit the
consequences of their geometric design decisions and be
able to measure the influences of geometry alteration on the
sound perception in space [16]. They would then be able to
be actively involved in the process of acoustic design and
modify the aural experience of space through a wise choice
of geometry. This paper briefly demonstrates that regardless
of acoustic materials, how a trivial design modification in
semi-enclosed meeting rooms might affect the speech
privacy in open plan offices.

The concept of shaping the sound in space through altering
the geometry in large spaces like concert halls is well
investigated and documented in the literature [2,8,15].
However, there are only a few studies for small scale spaces
mainly by acoustic engineers rather than architects. In the
project distortion II, Peters [17] thoroughly demonstrated a
parametric design of an “S” shape space divider with
trihedral folded plate which provides two different acoustic
subspaces on [27] each side. Another instance is origami-
based partitions developed by Vyzoviti and Remi [26].
FabPod project is also an architectural design which
investigates the effects of hyperboloid modules in tuning
the acoustic performance of a semi-enclosed meeting space
[5]. While these projects investigate the effects of surface
geometry on the auditory experience of the space, there is
limited research on the relative importance of overall room
shape as well. All above-mentioned studies question the
probable influence of geometry variation on the sonic
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Figure 1. A parametric grasshopper script including set of geometrical parameters for rapid form generation

experience and speech intelligibility inside the space.
However, this paper explores the potential impact of the
room global shape on the speech privacy of the open plan
working and learning space, where the semi-enclosed room
is placed.

2 METHODOLOGY

2.1 Simulation Technique

Recently, developed acoustical software provides an
opportunity to quickly simulate and analyze various design
iterations with an acceptable level of reliability [19]. Since
there are still limitations in integrating acoustic
performance analysis in parametric design tools [18], digital
sound simulation is considered a relatively a time-
consuming and recurring process from 3D CAD modeling
to acoustic software and vice versa [25].

Simulation methods have developed remarkably from solo
image source or ray tracing approach to the combination of
both in hybrid models with adopting the effects of the
sound scattering characteristic in space. Ray tracing, based
on geometric acoustics, is a method of simplifying sound
propagation by replacing sound waves with rays [13].
Therefore, it fails to take into account the diffraction and
interference wave-related phenomena [25]. Yet, it is an
effective time-saving tool for sound simulation particularly
of enclosed spaces [14].

There are different views regarding the reliability of
computer modeling techniques. However, it is undeniable
that many valuable results can only be achieved from
digital simulation rather than scaled modeling or
prototyping [21]. For instance, in this study, parametric
geometry modification and design iterative design cycle are
only practical through applying digital modeling
simulation. Moreover, it would be really difficult, if not
impossible, to get an acoustic performance overview of
each and every point in a space for various acoustical
parameters with scaled models or 1:1 prototypes. But this
becomes viable in a reasonable time with digital sound
modeling by offering a graphical grid response map in all
commonly applied software.

Acknowledging the limitations of all the geometrical
acoustic based programs, they can still offer an acceptable
level of accuracy by predicting approximately 80 percent of

10

the sound performance in space [7]. Considering the
impossibility of achieving 100% accurate prediction and the
amount of effort that wave based programs require to obtain
90 to 95% of the answer [7], acoustical geometric software
is an accepted method of providing valid results at present
[31.

In this research, a commercial acoustic analysis software,
Odeon version 13.02, which adopts a hybrid calculation
method, was applied in the analysis cycle.

Authors had access to data for a built project, which
provides a reference to compare the simulation reliability to
measured data. The results of the Odeon software in
predicting speech privacy of semi-enclosed meeting spaces
had been fully studied and compared with two other
methods of evaluation that are an objective measurement of
1:1 prototype and subjective experimental analysis of
human auditory perception. The relative consistency
between the evaluative methods suggests that human
perception of the privacy in a semi-enclosed pod can be
predictable with Odeon software with an acceptable level of
agreement to privacy perception in a real and natural
environment of an open plan office [1].

2.2 Speech Privacy Evaluative Parameter

Analysing the data obtained from simulation requires some
level of acoustic knowledge. Most of the acoustic analysis
software, regardless of the calculation methods, provides a
wide range of acoustical measures. Selecting the
appropriate parameter to interpret acoustic performance
accordingly becomes very crucial in achieving meaningful
results. For many years Reverberation Time (RT) was
considered the primary indicator of room acoustics [4], yet
it only demonstrates the latter part of the decay curve that is
less significant for the human auditory perception [24].
Today, better descriptors have been developed to define the
quality of speech [4].

Since speech privacy is attributed to the speech
intelligibility and clarity rather than speech level [6], the
two effective measures defining the speech privacy of an
environment are the speech intelligibility and speech clarity
of the space. Speech Transmission Index (STI) is an
indicator of speech intelligibility. It is “the quality of the
speech transferred from the speaker to the receiver” [24],
and considered one of the best parameters for describing



Frequency (Hz) 63 125 250 500 1000 2000 4000 8000
Ceiling 0.30 0.30 1.00 1.00 1.00 1.00 0.97 0.97
Floor 0.00 0.00 0.05 0.05 0.10 0.05 0.00 0.00
Walls 0.11 0.110 0.08 0.07 0.06 0.05 0.05 0.05

Pod 0.02 0.02 0.05 0.10 0.25 0.55 0.80 0.80

Table 1. Absorption coefficient (o) of the open interior and pod surfaces

and measuring speech intelligibility and consequently
speech privacy of the space. STI is a variable between 0 and
1. Odeon calculates STI applying the indirect method in
compliance with the international standards ISO 9921 and
IEC 60268 [20].

Speech Clarity (C50) is also another efficient descriptor in
assessing privacy of the space. Unlike RT, the ratio of early
arrival reflections in 50 milliseconds to late arrival
reflections is the determinant of the clarity of speech in the
space [4].

Obviously, speech clarity and speech intelligibility have an
adverse relationship with privacy. That is to say, less C50
and STI signifies more speech privacy in open plan office.

2.3 3D Architectural CAD Modeling

Developing various matrices to map the acoustic effects of
combining changes in two different shape variables
required rapid modification of the geometry. A parametric
script was created in Grasshopper, a parametric plugin for
McNeel Rhinoceros 5.0 (Figure 1). The script includes a set
of geometrical parameters such as number of sides,
curvature type and magnitude, distance, and length. These
parametric components have been altered separately to
produce each matrix and to analyze various aspects of
geometry alteration. Since the volume of the room is one of
the influential factors in shaping the sound in space [13], it
had been kept constant in outlining the parametric script.
All the semi-enclosed pods in this study have 49.5 cubic
meters’ volume with the height of 300 cm and 30 cm below
the finished ceiling of the simulated open plan office. In the
parametric model different aspects of the overall geometry
and its relationship to the office could be addressed
individually.

Since the pod and open layout interior interactively
influence each other in terms of acoustic performance, the
open space dimensions were kept constant and symmetrical
in all matrices. The dimensions were specified 30x30
meters in width and length and 30.3 meters high.

2.4 Acoustical Specifications

To eliminate the impact of the material on the sound
performance of the pods and open plan space, all surfaces
were assigned with the absorption coefficient as provided in
Table 1. To further evaluate the effects of the absorption
coefficient and its reciprocal impact on the speech privacy
and overall geometry, a different matrix is developed to
analyze a selected pod in three different situations of
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anechoic, fully reverberant and a commonly used open plan
interior.

3 ACOUSTIC SIMULATIONS

The most important advantage of acoustic simulation is the
broad range of information quickly provided which cannot
be accessible through other methods of evaluation. Rindel
[22] categorized the benefits in 4 sections: reflectogram as a
tool, display of reflection paths, grid response displays, and
auralization. Among all, grid response display might be the
most beneficial tool for architects to fully visualize the
sound performance in their architectural design workflow
and to obtain pragmatic statistical data readily. In this
study, the matrices demonstrate the auditory performance of
the pods in terms of STI and C50 with a grid colored map
in each square meter of the space. Also, the reflection path
is employed to analyze the output data from the Odeon and
to interpret the results.

3.1 Room Acoustic Parameters

Two acoustic parameters had been selected to inspect
privacy according to the standard 3382-3:2012 [11]. STI
which is an indicator of speech intelligibility and C50
which demonstrates the speech clarity in space. The more
speech clarity and intelligibility bring less speech privacy.

It is important to notice that approaching the open layout in
design will deliver some degrees of compromise regarding
speech intelligibility and privacy constitutionally [23]. That
is to say, a well-understood conversation with minimum
vocal effort is desired to provide an excellent environment
for communication, while at the same time there is an
intention to offer at least an acceptable level of speech
privacy where the discussion cannot be overheard. It is,
therefore, crucial to understanding the priority of the space
before starting to design. Since in a very small meeting
rooms the distance between the speaker and the listener is
relatively short, the direct sound is the most determinant
source of facilitating the intelligibility in a face to face
conversation. Thus, the privacy of the conversation is the
problem which needs to be given primacy.

For having a private zone in which the discussion cannot be
overheard, the standard 3382-3:2012 specifies an STI of 0.2
or below. Also, according to the same standard, the
distraction distance starts where the STI falls below 0.5.
That means occupants would be distracted easily in any
locations with the STI more than 0.5.



Sp eei: dz;a?;]ri;jsszon Speech Privacy
0.00 - 0.05 Confidential
0.005-0.20 Good
0.20-0.40 Reasonable
0.40 - 0.60 Poor
0.60 -0.75 Very Poor
0.75-1.00 No privacy

Table 2. Privacy definition according to the STI range [10]

More recent subjective research offered an STI of 0.6 for
the distraction distance [1]. Further experimental studies
divided these numbers to provide more details. Table 2
shows the suggested STI specified by Hongisto [10] in 6
categories. This table was beneficial in analyzing the results
of the simulation.

C50 has been specified to range between -3 and +9 dB in
most spaces designed for speech [4]. The negative and
positive sign stand for the acoustic characteristic of the
space. Space acoustic characteristics turn from a more
reverberant to a less reverberant sound environment from
negative to positive values.

The Just Noticeable Difference (JND) is a minimum change
in a value of a parameter which can be readily perceived by
human ears. If any acoustical treatment provides less than
IJND difference in the sound parameter, the practice would
probably not be beneficial regarding improving the human
auditory experience. It is suggested that for an easily
detectable improvement in everyday environments, 3 dB
and 0.1 might be considered for JND of C50 and STI in

¢ ";30
1.5

1

Increasing the radius of rounding corners
0.5

L

practice [4].

In this research the effects of the geometry on increasing
speech privacy would be studied in terms of STI and C50
and the investigation is carried out to find whether the
speech privacy improvement meets the minimum value of
JND or above.

3.2 Simulation Setup

The 3D models exported from Rhinoceros and then
imported in Odeon, the commercial room acoustic software.
The absorption coefficient was assigned to each surface as
described in Table 1. The 0.05 scattering coefficient was
also assigned to all surfaces

The predefined sound source, ISO3382-3 OMNI.SO8 was
selected and located in the center of the pod and open plan
interior 1.2 meters above the floor.

4 MATRICES OF STUDY

There are many variables which might affect the speech
privacy in designing a semi-enclosed meeting space. It has
not been the aim to address all aspects, but rather to think of
some as fundamental patterns and variables. In this study,
the influence of geometry alteration in both plan and
section is presented in 4 matrices.

4.1 Matrix |
In the first matrix, the impact of the number of the sides
which modifies the plan of the geometry symmetrically is
being investigated in the X axis. In the Y axis, the corners
of geometry were rounded with ascending radius. (Figure.
2). The results of this matrix indicate that with adding
geometry sides and moving from triangle to octagon
geometry in the X axis, the STI is reduced. Also, it is well
observable that by increasing the radius of rounding corners
the speech privacy is dramatically improved. Both the X
Speech Transmlsslmrlncilrtx (5TD
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Figure 2. a) Outline of the space and dimensions, b) STI simulation of a conventional square pod as a benchmark, c) Matrix I:
Investigating the effects of increasing geometry sides and radius of rounding corners
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Figure 3. STI cumulative distribution graph for a) 3-sided,
b) 6-sided and c) 8-sided

and Y axis are heading forward to getting close to the circle
shape. Therefore, it can be concluded that approaching to
the cylindrical shape might have the best effect on
improving speech privacy.

By looking closer into the reflection path, the reason was
clearly understood. The geometries which have the most
similar shape to the cylinder are actually capturing the
sound energy inside the pod by continuously reflecting the
sound from their boundaries. The sound rays are not
allowed to easily spread into the open plan office and they
would reach the pod’s top edge after several reflections
from the boundaries which reduce the sound energy before
propagating it into the open interior. Repetitive reflections
may increase the sound pressure level, but on the other
hand, decrease the speech clarity which helps to improve
the security of speech.

In the overview of the visualized map, it can be seen that
the STI reduction from hexagon to the octagon is below the
JND and inspecting several points confirms that from
triangle to hexagon there is 0.15 decrease in STI which is
above the JND, while from hexagon to octagon the
difference is only 0.02. The more accurate analysis of the
supplementary cumulative distribution graph (Figure. 3)
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shows that in 3-sided geometry only 33% of the area has
the STI below 0.6, whereas this percentage is doubled in 6-
sided (62%) and just raised to 67% in the octagon shape.

A matrix is also developed for speech clarity for only three
selected geometries and it is in agreement with the STI
matrix and demonstrates a decrease in clarity by increasing
geometry side which brings more speech privacy in space.
(Figure. 6) The difference from hexagon to the octagon is 2
dB which is below JND, while from the triangle to hexagon
is 3.5 dB which is above the JND for C50.

4.2 Matrix Il

According to the results from the first matrix, in designing
the second matrix which is investigating the effects of form
alteration in the section, only the 6-sided geometry has been
taken into account for further analysis.

o

VTR

Increasing curvature height

Figure 5. Matrix II: Convex and concave curvature analysis

In this matrix, the influence of curvature in the section is
examined. Convex and concave shapes are compared with a
cylindrical shape in the center of the matrix. (Figure. 5)

In the X axis, the degree of the curvature is increasing
positively at the right side and negatively at the left side of
the cylindrical shape. And in the Y axis, the derivative point
is relocated from the bottom of the pod to the top edge.



The figure 5 presents that the lowest STI is associated with
the cylindrical shape. The probable reason again can be
explained through repetitive reflections occurring inside the
pod which do not release and scatter the sound quickly
inside the space. This can be well observed from 3D
animated ray investigation in Odeon.

The convex shape, in contrast, accelerates the sound
transmission from the pod to the open interior due to the
nature of the funnel form. It is clear from the grid map that
the speech source in the pod is fully understandable in all
convex forms throughout the space. Although concave pods
have superior performance regarding speech privacy, they
do not follow a regular pattern when changing the curvature
degree and position. For better understanding the reason
behind the change of the STI in the nine different concave
forms, the reflection paths should be analyzed for each
individually, which is beyond the scope of this paper.

4.3 Matrix Il

The third matrix aims to explore the effect of the variation
in pod’s section created by combining different types of
curvature in an exterior and interior layer of the pods. Nine
pod frames had been studied in this matrix which is
illustrated in Figure 6. The pods are identical in plan and
material. Both 5 and 6-sided geometries have been
investigated in this matrix and for eliminating the effect of
the pods’ orientation relative to the open plan interior,
pentagon and hexagon plan have been rotated 15 degrees
(Figure 6). It can be seen from the results that by rotating
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Figure 6. Matrix I1I: STI matrix of variation in pod’s section
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the pods no consequential changes above the JND could be
captured.

The outcome of the acoustic simulations implies that with a
bi-concave geometry the minimum of STI and the highest
level of speech privacy could be achieved. Also, regardless
of the type of the curvature in the external face of the semi-
enclosure, designing a convex shape for the interior surface
would dramatically increase the speech intelligibility and
therefore speech privacy is dropped.

The red color in the grid map indicates the spots with STI
more than 0.75 which is considered as a no privacy zone.
The change in the speech intelligibility index is virtually
above the JND range for the STI. From the best case
scenario which is a bi-concave to the lowest level of speech
privacy which is produced by the diverging meniscus,
plano-convex and bi-convex geometries there is a minimum
of 0.25 increase in the STI which is well above the JND
range and it can be greatly perceivable by human ears.
Cumulative distribution function provides supplementary
information that in interior funnel shape pods 80% of the
area have STI above 0.80, while the rest hardly goes below
0.7. This means that the speech in the convex shape pod is
fully comprehensible in the open interior space. The trend is
reversed in bi-concave geometry where almost 99% of the
area has the STI below 0.7. The outcome can be justified
through the same reasoning mentioned in the previous
sections.

C50 1000 Hz »=100%

] sof

Seclion

Bi-Concave

Bi-Convex '
(3

MNo Curve |

Figure 7. C50 matrix of variation in three geometry combinations

Three combinations were selected for analyzing the C50
and it is well graphed in Figure 7 that there is a dramatic
change well over the IND. A minimum of 5 and 10 dB
increase in the speech clarity from bi-concave to the pod
with no curvature and bi-convex is detected respectively.

4.4 Matrix IV: Examining The Effect of Interactive
Relationship Between Geometry and Material

The complex interaction of the room acoustic variables,

make the accurate prediction of sound performance very

complicated, if not impossible [12]. Although analyzing the

material is not the target of this study, it is significant to not



overlook the interaction between the pod’s performance and
open plan interior’s surfaces. Figure 8 clarifies this
interaction graphically. It can be observable from the matrix
that in changing the absorption coefficient of the office’s
surfaces from 100% absorbent to 100% reflective there is a
substantial downward trend in STI. This conveys that by
providing more reverberant space the intelligibility of the
speech will be dropped. It is notable that for producing
coherent and comparable grid maps a change in the STI
range from 0.5-0.75 in previous matrices to 0-1 was
required to include a wide range of STI for covering all
three conditions.
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Figure 8. Matrix IV: investigating the interaction of the open
interior’s surfaces and pod’s geometry in three conditions

Obviously, the effect of the reflective environment on STI
is so strong that can dominate the geometry influence, yet
still, interact with it. Figure 9 shows the reflection path
which justifies how the interaction between geometry and
reflective surfaces can make the bi-concave form the worst
concept in providing the speech privacy.

For eliminating the effect of the surfaces of the open plan
office and solely evaluating the pod’s geometry a fully

Figure 9. Reflection path of sound propagation in open plan office
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absorbent condition is also investigated. There is a
remarkable consistency between the first and second
column of the matrix in classifying the pod’s shape in terms
of providing speech privacy. This consistency can validate
the reliability of the results in the previous matrices. While
the first column shows a totally absorbent office, the second
column represents a regular open plan office which
commonly has ceiling acoustic treatment. The everyday
office situation benefits from the absorptive ceiling,
meanwhile, take advantage of reflective walls and possibly
floor to increase sound scattering.

5 CONCLUSION

This study aimed to investigate the impact of the overall
shape of a semi-enclosed meeting space on the speech
privacy of an open plan interior.

Various matrices have been developed to inspect different
aspects of geometry alteration both in plan and section that
might affect the speech privacy. Many simulations had been
carried out with Odeon room acoustic software and two
main parameters, Speech Transmission Index (STI) and
Speech Clarity (C50), were selected for speech privacy
analysis. Also, the Just Noticeable Difference (JND) for
each parameter had been taken into account to study
whether the influence of geometry on speech privacy of the
open interiors are above or below the JND.

The result indicates that modification in both plan and
section provides a considerable effect on STI and C50
which is well above the JND. This follows a more regular
pattern in the plan variation than in section, however,
modifying section captures the impression more extensively
in comparison to room plan. Geometry alteration in section
shows a minimum decrease of 0.25 in STI, while the STI
improvement caused by plan modification is 0.15. The
same trend can be seen in C50 in plan and section
variations. 10 dB decrease in the speech clarity in the open
interior can be achieved by modifying the section, whereas,
the improvement is only 3.5 dB reduction when changing
the overall plan.

Any geometry close to the cylinder that provides
continuous and prolonged reflections inside the pod, hardly
allows the sound rays to quickly spread into the open layout
office and therefore increases the speech privacy outside the
pod. Since the acoustic treatment in open plan designs is a
compromise between speech intelligibility and speech
privacy, it is recommended to consider adding reflectors in
appropriate places in semi-enclosed meeting spaces to
create some repetitive reflections inside the pod.

It is also found that bi-concave geometry would increase
the speech privacy of the space by 40% compared to the
convex shape and the reason might be due to the
converging and non-scattering effect of this type of the
shape that can hold the sound inside the pod and provide
reflections between the exterior surface of the pod and
walls of the open interior.



6 FUTURE WORK

Future works include further analysis of the matrices with
different acoustic simulation techniques such as Finite
Element Methods (FEM) and to develop more matrices to
evaluate a greater range of variables.
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ABSTRACT

When designing and creating a working or living space, the
provision of thermal comfort for a building’s occupants re-
mains a key objective. However, energy consumption associ-
ated with the delivery of indoor environmental conditioning
in the commercial building stock is not necessarily translated
into improved thermal comfort conditions. When collabo-
rative design utilises Building Information Models (BIMs),
much of the data required for thermal comfort analysis is
already defined by other project stakeholders. Furthermore,
mechanical equipment such as HVAC and lighting fixtures,
play a major role in functional performance, resultant ther-
mal comfort and energy consumption. Monitoring building
performance and thermal comfort requires additional repre-
sentative data about indoor environmental conditions and en-
ergy consumption.

This paper presents a holistic review of the data and informa-
tion needed for the integration of BIM with thermal comfort
modelling for commercial office spaces. Thermal comfort is
dependent on multiple factors such as indoor environmental
conditions, user behaviour, properties of building materials,
etc. For inclusion in the design process this data must first
be categorised in a standardised manner. The outputs of this
work contribute to a Model View Definition (MVD) for ther-
mal comfort using the IFC standard.

Author Keywords

Building Information Modelling (BIM); Model View
Definition (MVD); HVAC; Industry Foundation Classes
(IFC) ; BEPS; AECOO; Thermal Comfort; Thermal
Environment; Predicted Mean Vote (PMV).

1 INTRODUCTION

Reducing energy consumption and emissions of greenhouse
gases is an important 21% century objective. The benefits of
which contribute to the arrest of global warming and compen-
sate for over reliance on fossil fuels. The Intergovernmental
Panel on Climate Change reported that in 2010 buildings ac-
counted for 32% of global energy use and 19% of greenhouse
gas emissions [18]. However, the amount of energy used by
buildings varies between countries. For example, buildings in
European countries accounted for 40% of total energy use and
36% of total CO5 emissions [12]. There are many reasons for
energy inefficient buildings: poor design, poor operation, lack
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of legislation, and strong economic, social and environmental
factors just to name a few [13]. The energy performance of
a building is only one aspect used to assess the overall per-
formance level. In addition, many important factors related
to the indoor environment also contribute to improving build-
ing performance. These factors relate to sustainability or may
affect people directly and these include: air quality, lighting
quality, acoustic performance and thermal comfort.

Providing thermal comfort for a building’s occupants and
decreasing energy consumption remain a key design chal-
lenge. The American Society of Heating, Refrigerating and
Air-Conditioning Engineers (ASHRAE) [1] and BS EN ISO
7730:2005 [19] define thermal comfort as “the condition of
the mind in which satisfaction is expressed with the thermal
environment”. The purpose of these global standards is to
identify a method for predicting thermal satisfaction level and
the degree of comfort /discomfort of people exposed to rea-
sonable thermal environments [24]. Brager [4] suggested that
“If building designers and operators can find efficient ways to
allow building temperatures to float over a wider range, while
affording occupants comfort, the potential for energy savings
is enormous”. In this context, energy modeling and simula-
tion tools are increasingly used to optimise and predict likely
energy consumption and associated thermal comfort levels.

Most Building Energy Performance Simulation (BEPS) soft-
ware can estimate thermal comfort but use concepts of tradi-
tional thermal comfort measurement [29]. BEPS defines the
comfort level based on Predicted Mean Vote (PMV) which
is based on a heat balance model. However, PMV can be
described as a “static” model of human thermal comfort and
works on input for environmental and personal factors. These
kind of models fail to take personal preferences of individ-
ual users into account. Most thermal comfort simulation pro-
grams refer to ASHRAE-55-2010 or 2013 standards to deter-
mine comfort levels within each space [17]. Typically, sim-
ulation software defines the comfort zone by inputting infor-
mation for the six main environmental factors indicative of
thermal comfort in which the PMYV is within the required lim-
its, (-0.5 and +0.5).

Computational Fluid Dynamics (CFD) is a more detailed ap-
proach to comfort analysis where airflow patterns and tem-
perature distributions are determined for individual zones or
a group of zones. However, even with a more rigorous CFD
model, many reasons could account for variations between
simulation model results and site measure data, these include:



incorrect modeling input, lack of relationships between build-
ing objects and data from the model, loss during data ex-
change and a structure to measure and organize data points
[23]. Various applications may also produce different simula-
tion results. When combined, these issues are a challenge for
researchers and the Architecture, Engineering, Construction,
Owner Operator (AECOO) industry as stakeholders require
reliable results for predicted energy use in order to achieve an
acceptable comfort level. Accurate thermal comfort models
must be updated as the building evolves, from design through
to operation, to reflect any relevant changes.

Building Information Modeling (BIM) is a life-cycle collab-
orative technology that is gaining rapid adoption within the
AECOO industry. BIM can link the information used in early
design stage through to operation through a common data
model. In the context of this paper, BIM is a universal user
interface for architectural design and building performance
simulations [28]. When coupled, BIM and sustainable build-
ing design can not only reduce energy consumption and en-
vironmental effects but can also decrease costs and create a
comfortable and pleasant living environment [21].

Of the available BIM formats, Industry Foundation Classes
(IFC) is the only open life-cycle data model for buildings that
is an international standard [16]. As the IFC data model is
so large, only carefully defined subsets of the model are re-
quired to support specific business processes. These subsets
are called Model View Definitions (MVD) where the primary
objective of MVDs is to ensure standardised import and ex-
port of specific requirements for IFC compliant software [26].
Presently there is an absence of an MVD to support thermal
comfort analysis in commercial buildings. Future integration
of BIM with simulation tools is very promising [6]. From
the early design stage, BIMs contain useful information for
different project elements which can be reused to establish
BEPS and thermal comfort models. With BIM in place, mon-
itoring of thermal comfort can continue through to and in-
clude building operation.

This paper presents a holistic review of the data and infor-
mation needed for integration of BIM with thermal comfort
modelling for commercial office spaces. The first step in this
work defines a set of necessary exchange requirements in the
form of data and information for life-cycle thermal comfort
analysis. This information, provided by the BIM compliant
stakeholders, can be used to establish thermal comfort mod-
els during design, update during the life-cycle and evaluate
against measured results during operation of commercial of-
fice spaces. These data and information requirements must
be represented in a standardised manner in order to develop
a Model View Definition (MVD) for thermal comfort. The
outputs of this work will contribute to a MVD for thermal
comfort in adherence with the IFC standard.

2 INDOOR ENVIRONMENTAL CONDITIONS

Recent changes in peoples lifestyles have contributed to a per-
ceived improved in their quality of life. However, this ad-
vance has been accompanied by a reduction in outdoor activ-
ities and reflected in issues of human health and well-being
[30]. Today, on average, “people spend 80- 90% of their time
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indoors, and indoor environment has important effects on hu-
man health and work efficiency” [30]. Creating a suitable
indoor thermal environment makes an important contribution
to employee productivity in commercial office spaces. Fur-
thermore, with increasing global energy costs and CO3 lev-
els, finding methods that reduce energy use while providing
individual thermal comfort are important goals for many in-
dustries and researchers in this field. Failing to make em-
ployees comfortable is not a minor consideration. About 2 %
of employee working hours in the UK are spent in securing
environment control, costing more than 13 billion each year
[14].

Poorly controlled buildings not only make people unproduc-
tive, unhappy and uncomfortable, but also can cause health
issues, even leading to death. For example, the excessive
heatwave during the summer of 2003 killed more than 70,000
people in European countries. It also killed more than 1200
people in south India, most of them old and many in their own
homes [27].

A large number of studies have focused on various aspects of
thermal comfort, well-being, and health within workplaces.
The Center for the Built Environment suggests that buildings
are generally inefficient spaces, especially during their opera-
tional phase [7]. Mechanical equipment such as HVAC, light-
ing fixtures, small power loads, etc. play a major role in as-
sociated energy consumption. The EU Energy Efficiency Di-
rective [11] dictates that technical equipment within a given
building must accommodate and be adapted to occupants’ de-
sires, which might be done by monitoring related data points.

Maintaining thermal conditions during operation is one of the
key tasks facing building managers. Temperature preferences
are subjective thus making it difficult to satisfy thermal com-
fort expectations of all occupants. The history of studies that
deal with thermal comfort suggest there are six primary fac-
tors that have to be considered when defining conditions for
thermal comfort: Air temperature (°C), Radiant temperature
(°C), Air speed (m/s), Humidity (%), Metabolic rate (Met)
and Clothing insulation (Clo).

2.1 Thermal Comfort Models

In 1970 Fanger introduced the first thermal comfort model.
This model is still in use today, with slight modifications,
and is defined in ASHRAE Standard 55 [20, 1]. Fangers
model was based on heat balance in the human body. Ther-
mal comfort is defined as the balance of body heat gain due
to metabolic rate and heat loss of the body to the surrounding
environment [20]. Generally, the two main methods used for
thermal comfort measurements are the predicted mean vote
(PMV) and the predicted percentage dissatisfied (PPD). The
PMV means the predictable mean vote of a group of people
on the thermal condition, based on the 7-point comfort scale
as shown in (Table 1). The PPD defines the percentage of
people dissatisfied with the thermal environment.

Fanger’s model looks at five input variables: operative
temperature (°C), air speed (m/s), relative humidity (%),
metabolic rate (Met) and clothing insulation level (Clo). The
operative temperature is used in this model rather than simple



air temperature because it combines both air (dry-bulb) and
radiant temperature. Operative temperature and relative hu-
midity are typically available, but other variables pose prob-
lems. Even within a given room, air speeds vary [10], so
localised measurements are required for each individual, a
previously costly and impractical undertaking. Metabolism
and clothing levels are also variable, making them hard to es-
timate [25]. Moreover, Fangers model does not account for
adaptations by the user such as acclimatisation, modification
of heating controls and expectations of temperatures.

Table 1. ASHRAE Thermal Satisfaction Scale

Vote Thermal Satisfaction

3 Too hot

2 Warm

1 Slightly warm

0 Neutral

-1 Slightly cold

2 Cold

-3 Too cold

While the PMV model has been employed universally, cor-
rectly or otherwise, for the evaluation of thermal comfort over
a long period, evaluation since a long time, it cannot accom-
modate changes to the local indoor environment caused by
fluctuating air currents, radiation, or temperature variation.
PMYV can be described as a (static) model of human thermal
comfort and works on input of environmental and personal
factors only.

Adaptive models [9] try to account for responsive and be-
havioural measures, such as opening windows, turning on a
fan or adjusting clothing. This is typically accomplished by
modelling the users optimal comfort temperature relative to
the outside temperature. The colder or warmer it is outside,
the more adaptive measures a user will take.

A wide range of research has been carried out on residential
and non-residential thermal comfort levels. One such study
attempted to validate the accuracy of the PMV model and
compare it with non-physical parameters of thermal sensation
for naturally ventilated homes and office environments in the
UK. It concluded that there is a real “context effect”, such
as gender, age, cultural and economic conditions, on occu-
pants predicted and observed thermal sensation [2]. Another
study observed that there is a direct relationship between job
satisfaction and thermal comfort levels in office buildings [9,
15]. These findings indicate that the above-mentioned non-
thermal parameters were not accounted for in the heat balance
model.

Today, one of the key challenges facing building designers
and operators is the maintaining of continuous thermal condi-
tions during building operation. Even slight deviations from
static comfort levels may lead to stress and negatively affect
an occupants performance and comfort. Interoperability be-
tween BIM-based design and thermal simulation tools can
improve the workflow between the design stage and analy-
sis applications since the information contained in the BIM
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models can also be reused for analysis. However, the integra-
tion in BIM of recognised comfort and well-being standards
is presently absent. As such, the models data as contained in
BIM has to be recreated in the simulation software, which is
costly and labor intensive as well as a complex and a poten-
tially error-prone process.

Building simulation typically adopts concepts of traditional
thermal comfort measurement. However, the information
provided in such a model may not be as reliable as it should
be. A more accurate and complete model definitions would
include detailed information representing the data needed by
the building designer and operators to deliver satisfactorily
levels of thermal comfort. The scope of the Exchange Re-
quirement is to support thermal comfort modelling of occu-
pants in commercial buildings during early design, update
the model during the building life-cycle and monitor ther-
mal comfort during building operation. This paper devel-
ops requirements based on a comprehensive understanding
of both old and new concepts for thermal comfort and then
categorises these requirements in a standardised manner in
order to develop a MVD for thermal comfort using the IFC
standard.

3 BACKGROUND ON INFORMATION EXCHANGE
Computer-based information exchanges occur in a variety of
ways in the AECOO industry. One mechanism is a propri-
etary data model tied to a particular vendor and associated
software products [8]. These models generally rely on inter-
nal data to capture and store data and the user is restricted to
using the tools provided by the vendor. If the user needs to
use another software application, a conversion of one form is
needed, which is difficult and can lead to information loss and
degradation. However, an open data model, conceptually pro-
vides unrestricted data exchange between applications. This
approach provides an underlying data model that can retain
the relevant building information [22].

3.1 Industry Foundation Classes (IFC)

Industry Foundation Classes (IFC) has been under develop-
ment by buildingSMART since 1994. The IFC schema is
broadly known as the common data exchange format for
information exchange between applications within the AE-
COO industry [5]. It gives stakeholders a comprehensive
data model that enables exchange and sharing information
of building geometry and building properties elements. IFC
has the potential to bridge the links between stakeholders and
project phases throughout its life- cycle, from early design
stage to construction, operation and refurbishment or demo-
lition [5]. IFC uses an object oriented description to assure
consistent information exchange and interoperability between
a number of stakeholder applications.

IFC4 is the latest release standard of the ISO 16739:2013,
which is the only open international standard for BIM data
that is shared and exchanged between software applications
used by the members of a building construction or facility
management project [16]. IFC4 improves the functionality of
the IFC specification in its main architectural, building ser-
vice and structural elements with new geometric and para-



metric objects along with other advantages. These additions
are of significant value in the context of energy performance
evaluation, environmental solutions, thermal simulations and
sustainability assessments [22]. Other improvements include
integration of ifcXML and mvdXML with extensively de-
fined EXPRESS and XML schema specifications, enhanced
documentation and links to buildingSMART data dictionary
[26].
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Figure 1. Four Phase Integrated Process

The key objective of this work defines a set of necessary re-
quirements, data and information that needs to be exchanged
between processes that evaluate and monitor the thermal
comfort level in early design and later during building oper-
ation. IFC supports activities at all project stages. However,
most of the software applications focus on a specific domain
only, depending on the complexity of model [16]. Therefore,
the exchange requirements for software applications need to
be designed according to domain specific Model View Defi-
nitions (MVD).

An integrated MVD process has four phases and involves sev-
eral participants as shown in Figure 1. The first task is to
develop a document use case for the target industry using
the IDM process. This document is normally documented
in tabular or spread sheet applications for each information
exchange identified in the process map. The next phase cre-
ate the MVD, which is a document subset of the IFC Model
Specification that is required for the information exchanges
defined in one or more related IDMs. MVDs identify the pro-
cess for exchange requirements of the AECOO industry from
the IFC schema. After requirements have been defined in the
form of an IDM, and an implementable solution has been de-
fined in the form of an MVD, the solution cannot be used in
projects until it is supported by at least two software applica-
tions. This phase requires a software experts. BIM Validation
and use in projects is last phase in order to ensure that the
exchange meet all requirements defined in the IDM. This is
called BIM Validation [3].

At present, it is rare to find programs that can verify if data
and information are fulfilling the specifications from the Ex-
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change Requirements in a given IDM. Currently, there is no
official mechanism that will allow an automatic translation of
an Exchange Requirement into rules within a computer pro-
gram, as Exchange Requirements are not readable by com-
puter [5]. Therefore, a MVD is needed to satisfy one or many
Exchange Requirements between the AECOO industry. The
first MVD developed by buildingSMART is known as Co-
ordination View. The main purpose of this view is to allow
sharing of building models between different disciplines of
the AECOQO industry. However, a number of other MVDs are
presently under development by groups of developers outside
of buildingSMART. They may be submitted to buildingS-
MART and once accepted, buildingSMART will publish each
as an official MVD.

4 REQUIREMENTS FOR BIM-BASED THERMAL COM-

FORT ANALYSIS

Thermal comfort analysis requires detailed specification of
the analysis processes combined with the data and informa-
tion that needs to be exchanged to support these processes.
The target of this research is to describe this data and infor-
mation in a standardised format. The scope of the Exchange
Requirement is to support thermal comfort modelling of oc-
cupants in commercial buildings during early design, update
the model during the building life-cycle and monitor thermal
comfort during building operation.

When used properly, BIM can facilitate an improvement in
communication between project stakeholders throughout the
building life-cycle. BIM supports early collaboration be-
tween stakeholders and can be of particular benefit for par-
ticipants of the design team. Exchanging building informa-
tion and models between processes can be challenging within
the AECOO industry as most of the applications have inter-
ests in a limited area. Currently, there is a lack of common
Exchange Requirement for thermal comfort analysis. IFC
uses an object-focused description to ensure consistent data
exchange and interoperability between several applications.
The exchange of information between applications must be
made according to a specific MVD. The MVD defines an ex-
change of IFC data that would meet the end users’ needs and
implement methods of exchanging data between software ap-
plications for specific analysis; in this case CFD simulation
for thermal comfort evaluation and monitoring.

Human comfort is a significant consideration when design-
ing a work space and CFD models can be used to provide
insight on human comfort levels. Through the use of CFD,
decision makers have the ability to evaluate thermal com-
fort levels, identify opportunities for improvement and con-
trol this level with any modification needed during building
operation. The AECOO industry requires identification of
what data and information is important to include within a
BIM, particularly when exporting a selected zone or zones for
CFD analysis. Therefor, the main purpose of MVD is to sup-
port this exchange process in order to achieve optimum and
reliable results of thermal comfort analysis. Once the BIM
is complete, the MVD extracts data needed for CFD analy-
sis. For example, if a BIM software has already implemented
a MVD to support a CFD model, the output of the IFC file
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will include only the exchange requirements defined for that
specific analysis, thus filtering unrelated information. This
allows for easier, quicker data transfer and reduces the loss
of information when exchanging BIM files between different
applications and analysis tools.

As discussed earlier, thermal comfort is dependent on many
aspects, not only environmental or personal factors. BEPS
tools usually focus on concepts of traditional thermal com-
fort measurement in order to make decisions but there are
multiple factors and variables which can have a major effect
on comfort levels. For example, building orientation, win-
dow opening strategy, window to wall ratio, shading strat-
egy, lighting fixture, building wall therm-physical properties
and thickness, etc. in addition to the psychosocial parame-
ters. To date this work has identified 22 objects with over 800
properties relevant for thermal comfort analysis and the ob-
jects include: Actor, Air Terminal, Air Terminal Box, Build-
ing, Building Storey, Damper, Door, Element, Element Type,
Fan, Material, Opening Element, Project, Slab, Space, Space
Heater, Spatial Element, Spatial Zone, Unitary Equipment,
Wall, Window and Zone. The importance of each object and
property can be denoted by a mandatory or optional tag for
each entry.

The thermal comfort model is required to include the manda-
tory parameters to achieve optimum and reliable results of
thermal comfort analysis. It is important to categorise these
requirements in a standardised manner first, in order to de-
velop a MVD for thermal comfort using the IFC standard.
The proposed MVD defines the exchange requirements re-
quired by designers and building managers to assess thermal
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comfort level. It represents the data and information to be
exchanged between two or more stakeholders in support of a
specific business process at a particular stage of the building
life-cycle, as shown in Figure 2. It is necessary to understand
that these requirements come from the end users’ needs and
the primary role of the IFC model view is to ensure IFC im-
plementation supports these requirements.

4.1 IDM Methodology for Thermal Comfort

The Information Delivery Manual (IDM) is a standardised
methodology that has been developed by buildingSMART.
This methodology can be used to document and describe the
information that has to be exchanged between relevant stake-
holders.

The first step in this work is to identify and describe the de-
tailed functions performed by each stakeholder and then as-
sociated information requirements. This phase is divided into
two part; firstly; detailed specification of the analysis pro-
cesses for the data and information that needs to be exchanged
to support these processes based on a holistic review of past
and current thermal comfort models. This provides a descrip-
tion of the information in non-technical terms. They are gen-
eral statements of requirements and are not specific to a spe-
cific IFC release as as illustrated Figure 2. This information
is subsequently translated into an exchange requirement for
thermal comfort using the IDM and ISO 16739:2013 process
as as illustrated in Table 2. The exchange requirement is then
mapped to a corresponding BIM format, typically IFC for a
detailed MVD definition. The advantage of including IFC in
IDMs is that it reduces the risk of error when implementing
fine detail. An additional advantage is that IFC makes it pos-



Table 2. Partial Exchange Requirements table for Thermal Comfort analysis

IFC Entities | Property set Information needed Property Description Required | Optional | Property| Unit
Value
IFCSpace Pset_Space  Occu- | The following property should be | Details description of a property should be included
pancy Require- | included
ments
Occupancy Type It is defined according to the building code X Single entity
Occupancy Number Number of people required for the activity assigned to this space X Single number
Occupancy Number Peak Maximal number of people required for the activity assigned to this space in peak time | X Single entity
Occupancy Time Per Day The amount of time during the day that the activity is required within this space X Single entity
Area Per Occupant Design occupancy loading for this type of usage assigned to this space X Single p/m
Ts Outlook Desirable An indication of whether the outlook is desirable X Single entity
Minimum Head room Headroom required for the activity assigned to this space X Single mm
Pset_Space  Ther- | The following property should be | Details description of a property should be included
mal Load included
People Heat gains and losses from people X Bounded | Met
Equipment Sensible Heat gains and Tosses from equipment X Bounded | kW
Lighting Lighting loads X Bounded | kW
Air Exchange Rate Loads from the air exchange rate X Bounded | m%/s
Dry Bulb Temperature Loads from the dry bulb temperature X Bounded | °C
Relative Humidity Loads from the relative humidity X Bounded | %
Total Sensible Load Total energy added or removed from air that affects its temperature X Bounded | kW
Infiltration Sensible Heat gains and losses from infiltration X Bounded | W/m*K
Entity Concept Froperty set Froperty Type Property Value
| —* Occupancy Type |4
13 Property Sels for Objects | Pset Space Occupancy Reguiements 1 3 IicProperty Single Value |
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Figure 3. Graphical representation of ifcSpace for a partial Thermal Comfort MVD.

sible to deliver specific business rules and data validation at
a detailed level and make the output from the IDM process
readable by computers. However, having very detailed and
technical specifications in IDM requires that the IDM process
will not only need domain expertise and business modelling
skills but also require very detailed technical knowledge. To
date this phase has identified 22 objects with over 800 prop-
erties relevant for thermal comfort analysis. These data rep-
resents technical version of an exchange requirement.

Secondly, the development an information exchange system
for thermal comfort analysis is the next phase after identify-
ing the exchange requirements. This step includes a novel
system for information exchange of thermal comfort analy-
sis data among project stakeholders and for different stages
of the building life-cycle, i.e. design and operation. This
model integrated BIM, CFD and sensors to predict and mea-
sure individual thermal comfort level in a real time data. In
doing so, this model supports thermal comfort modelling of
occupants in commercial buildings during early design, up-
date of the model during the building life-cycle and monitor-
ing of thermal comfort during building operation (Figure 2).
This system allows building designers and managers to make
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informed decisions to keep occupants within a comfortable
range.

The next phase is to create the Model View Definition (MVD)
itself and develop appropriate representation of definitions for
the exchange requirements capable of supporting indoor ther-
mal comfort performance over the building life-cycle. This
information, with the exchange requirements data from the
first phase will form the basis of the MVD, which is a spec-
ified definition using the IFC data format. A MVD is con-
sidered a sub-schema of the overall IFC schema specification
and its main purpose is to select and specify the appropriate
information entities. The IDM defines the exchange require-
ments needed for the development of the MVD for thermal
comfort and the MVD will bind these requirements in an IFC
sub-schema. For example if a BIM software has already im-
plemented a MVD, the output IFC file will contain just the
necessary exchange requirements for that particular analysis
between BIM and BEPS tools as demonstrated in Figure 2.
On completion of a MVD, software vendors can use it to de-
velop IFC export and/or import functions in their software ap-
plications. In practice, this means that exported entities and
attributes comply with the exchange requirements defined in
the MVD. After completion, the MVD will be submitted to a



buildingSMART group for acceptance and publication as an
official Model View Definition (MVD) for thermal comfort
using the IFC standard.

In order enhance readability and reduce the level of com-
plexity, an illustrated example representative of a part of one
subset Exchange Requirements, IfcSpace of the creation of a
MYVD is presented in the next section.

4.2 |lllustrated Example

Overall, this work encapsulates both old and new concepts
of thermal comfort and then categorise these requirements in
a standardised manner. The example presented in this sec-
tion details a small subset of zone data requirements for ther-
mal comfort and provides underlying data for only one sub-
set of exchange requirements IfcSpace. The value of internal
gains from heat generated by people determines the demand
for energy required to keep occupants within a comfortable
range. There is a set of properties under space occupancy re-
quirements that needs to be clearly defined before exporting
a BIM to thermal comfort analysis tools. For instance, max-
imum number of people assigned to this space over time, the
temporal variation in occupant load during a regular work-
day, area per occupant for this type of use and the activity
type assigned to this space, etc. This information and others
must be clearly defined per occupied space instance in order
to provide suitable environmental conditions and also directly
contributes to the overall energy demands for HVAC equip-
ment. In this case, the exchange requirement space to IFC
specification is IfcSpace. The IDM process of exchange re-
quirement is used as shown in Table 2 and then this table is
used to create a corresponding graphical representation of the
MVD, as shown in Figure 3.

The IFC schema encompasses several hundred entities, in-
cluding building element-type entities such as IfcRoof and
IfcDoor. In this case the entity IfcSpace is defined in the first
column (Table 2). Each entity has many property sets which
must also be defined. In this case Space Occupancy Require-
ment and Space Thermal Load as shown in the second column
from the left. For each MVD a set of concepts are applied ac-
cording to the exchange requirement of a particular process
as demonstrated in the third column from the left. The fourth
column contains a property description field, such as num-
ber of people required, maximal number of people and the
amount of time during the day that the activity is required
within this space. Subsequent columns detail whether a prop-
erty is mandatory or optional. The final columns indicate the
data type, which is either single, Boolean or bounded, and the
unit for the property in question.

This example describes only a small part of one IfcSpace en-
tity and the final MVD for thermal comfort analyses will in-
clude all the exchange requirements and their relationships.
The main purpose of this MVD is to support building design-
ers and managers to assess the thermal comfort level during
design stage and monitor this level during building opera-
tion. This allows building designers and managers to make
informed decisions to keep occupants within a comfortable
range.
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5 CONCLUSION AND FUTURE WORK

BIM-based Thermal Comfort analysis has been proposed in
this paper to improve indoor thermal comfort conditions and
building performance. This work presents an overview of
the data and information needed for integration of BIM with
thermal comfort modelling for commercial office spaces. In
this research, a standardised method of information exchange
between BIM and BEPS tools was presented. The primary
objective of this work is to define a standardised set of in-
formation requirements on which software vendors can align
their import and export functions. The exchange of infor-
mation between applications must be designed according to
a domain specific MVD. This process is based on the MVD
methodology, which defines primarily for implementation of
information exchange scenario using IFC, in this case thermal
comfort analysis.

BIM enables collaborative working processes and acts as
the central data repository for extraction of information. In
essence, BIM design models typically have too many archi-
tectural and construction details, which are not needed for the
performance analysis. Therefore, understanding the level of
detail needed for the simulation model is essential for suc-
cessful integration. Once BIM software has already imple-
mented a MVD to support thermal comfort analysis, the out-
put of IFC file will include only the exchange requirements
defined for that specific analysis, thus filtering unrelated in-
formation. The deliverable from this paper is a small sub-
set of an IFC compliant MVD to support BIM based thermal
comfort evaluation. Some requirements for creating MVD for
thermal comfort are not available in the IFC schema. Conse-
quently, necessary additions will be documented within the
MVD and requested within future IFC releases.

In subsequent publications a more rigorous extension of the
defined model will be presented. Further, in order to exam-
ine and validate the proposed BIM exchange requirement, the
concept will be applied in a case study, the commercial office
space. After completion, the MVD will be submitted to a
buildingSMART group for acceptance and publication as an
official Model View Definition (MVD) for thermal comfort
using the IFC standard.
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ABSTRACT

This paper will present an annual simulation-based
workflow for assessing human perceptual and non-visual
responses to daylight across a series of view positions in an
architectural case study. Through the integration of
mathematical models used to predict visual interest and
non-visual health potential, this paper will introduce an
automated workflow to assess an array of view positions
(located at eye level) under varied sky conditions and
across multiple view directions to analyze the predicted
impacts of daylight on perception and health in architecture.
This approach allows for a spatial and occupant centric
analysis of daylight using an integrated simulation-based
approach.

Author Keywords

Daylight perception, non-visual health potential, human-
centric performance, visual interest, non-visual response,
daylight performance, lighting simulation.

1 INTRODUCTION

Daylight is a powerful element in the experience, vitality,
and expression of architecture. Its intensity, direction, and
color can transform the visual and physiological responses
of an occupant, but the inherently variable nature of these
elements and their impact on performance can make a
holistic assessment particularly challenging. An architect
must integrate, control, and re-distribute daylight to meet
general illumination requirements, while fulfilling aesthetic
design objectives and creating a comfortable and healthy
occupant experience. This task is made even more complex
by the temporal variability of solar altitude and sky
conditions. Most architects and building engineers are
familiar with general illumination requirements, but the
perceptual and health-related impacts of daylight are less
frequently  integrated alongside more traditional
performance targets in daylight design. A brief overview of
research in daylight perception and non-visual effects of
light will help position the performance modules in this
paper and are further detailed in Section 2.2.

1.1 Impacts of Daylight on Perception

Characteristics of daylight such as composition and contrast
can create strong impacts on our perceptual experience in
architecture. While many architects openly acknowledge
this potential, research into objectifying and/or quantifying
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these characteristics has been limited [1]. Past studies have
revealed a link between daylight and occupant impressions
of pleasantness and/or interest using indicators such as
average brightness, luminous distribution, and luminance
diversity [2-6]. These studies have generally found that
some amount of brightness and luminous diversity creates a
positive impact on impressions of interest and pleasantness,
while excessive brightness and diversity can cause visual
discomfort.  Although widespread consensus on the
measurable impacts of brightness, distribution and diversity
has yet to be reached, there are a number of recent studies
which have proposed methods of quantifying the
compositional characteristics of daylight and their impacts
on perception. The Luminance Difference Index [7] is a
physically based measure which quantifies the
compositional diversity of luminance levels across a range
of view directions. The authors of this study found a link
between higher luminance diversity and increased ratings of
pleasantness, but a dependence on physical measurements
limits the use of this index. Integration within the design
phase necessitates a simulation-based method capable of
assessing unbuilt proposals.

A set of algorithms proposed by Rockcastle et al. [1] were
developed to assess rendered images and quantify the
compositional and temporal variability of daylight across a
fixed view position.  Further development of these
algorithms by Rockcastle et al. [8] used an online survey to
collect subjective ratings for a series of attributes in daylit
renderings and fit the distribution of responses for calming -
exciting to a modified algorithm called mSC (modified
spatial contrast). The model generated from this algorithm
and survey will be introduced as a performance module in
Section 2.2 to predict instances of visual interest from
rendered scenes.

1.2 Impacts of Light on Non-visual Responses

Shifting from visual to non-visual effects of light, there are
several factors that have been linked with health-related
performance indicators, such as the quantity of light we
receive over time and the duration/ timing of that exposure.
Increased daytime exposure to bright light (<1000 1x) has
been positively associated with sleep quality [9] and shown
beneficial effects on alertness and vitality [10-11] Light
exposure does not always induce positive effects, however,
as night-time exposure of dim light (>100 Ix) can shift the



circadian clock and disturb other behavioral/physiological
processes such as melatonin production [12]. The concept
of ‘healthy’ lighting is still relatively new in the lighting
community, as the existence of novel photoreceptors called
ipRGCs was only discovered at the beginning of this
century [13-14]. As such, there is a large knowledge gap in
understanding how different light properties can influence
non-visual responses and how those responses can
influence occupant health and wellbeing in buildings.

The estimation of a healthy daily light dose poses many
challenges, in part due to the relative novelty of research in
this areas, but helping to inform decisions that promote
health and wellbeing is beneficial to the lighting design
community. Non-visual responses must be evaluated as a
dynamic system, which adapt to intensity, wavelength,
duration, history, and timing of light received at the eye and
ultimately at the retina. Based on recent work by
Amundadottir [15], this paper applies a novel model, called
non-visual direct-response (nvRp model).  This model
evaluates the non-visual health potential of light by
integrating its underlying photobiological properties on
responses in humans. The function and implementation of
the nvRp model will be further explained in Section 2.2.

1.3 Integrated Approach

Due to the novelty of mathematical models existing in this
area of occupant-centric daylight assessment, we have only
begun to explore approaches to a computational evaluation.
A recent study by Amundadottir et al. simulated a time
series of HDR renderings to assess multiple view directions
for dynamic impacts of non-visual health potential, visual
interest, and gaze behavior [16]. While this approach laid
the groundwork for assessing dynamic changes in vertical
illuminance and luminance from a human view point, it was
limited to a single, fixed view position. As humans
generally move through space, a range of view positions
would be required to evaluate the diversity of daylight
conditions experienced throughout an architectural space.

The workflow presented in this paper will evaluate visual
interest and non-visual health potential using a platform
which integrates performance modules across an array of
view positions and view directions. The results will be
shown both spatially (across view positions) and temporally
(over time for a select view position) in a select
architectural case study. To showcase this approach, the
authors have chosen to analyze two floors of the Ryerson
Student Learning Center by Snehetta and Zeidler
Partnership in Toronto, Canada.

2 DEVELOPMENT OF AN INTEGRATED PLATFORM

As stated above, the primary motivation for development of
this platform is to integrate a performance assessment of
daylight throughout the buildingsat an occupant scale. The
platform provides a simple interface to guide users step-by-
step through the simulation setup, resulting in an automated
workflow to define inputs and generate the scripts required
for the lighting simulation. Using Radiance as the
background simulation engine, this platform provides the
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necessary inputs to the mSC and nvRp performance
modules introduced in Sections 1.1-1.2 (explained further
in Section 2.2). After the simulation results have been
analyzed, performance is shown spatially and temporally.

2.1 Simulation Workflow

Generalizing the concept of a time-series simulated for a
single, centralized position in space [16], this workflow has
been implemented to the simulation of multiple viewpoints
in space over any number of desired moments and sky
conditions. While integrating perceptual and health-based
performance modules in a manner that is accessible for less
experienced users, the platform remains flexible for more
advanced users who want to override defaults. The user is
guided through this workflow step-by-step using a simple
interface that runs Radiance to generate illuminance and
luminance-based outputs.

The simulation workflow is as follows:

1. Load a 3D model (OBJ, DXF, 3DS, SKP) and
convert it to RAD material and geometry files.
Alternatively, RAD and material files made
elsewhere can be loaded directly.

Select the site location, weather and moment
distribution, and create OCT files (one per moment
and sky condition).

3. Define the position of analysis nodes by reading in
a text files or export of point locations from a
geometry modeling platform (like Rhino).

Run the simulation locally (or use the scripts to
run simulations on an external server) to generate
illuminance and/or luminance outputs.

S. Compute mSC and nvRp performance modules
from the obtained illuminance and luminance data.

6. Visualize the results spatially and temporally.

One of the advantages of using this platform is more
efficient data management, where results are stored in an
organized data folder system and temporal files are deleted
when no longer needed. To speed up simulation times, the
location of ambient files is shared, which makes the
rendering of many view positions possible without a linear
increase in rendering time. Using a method of extracting
multiple views from a single 360° image, we store only one
rendered scene but from there we can generate as many
180° fisheye images as requested.

Instead of running the simulation locally on a personal
computer, the platform can generate shell scripts for
running computationally demanding projects on an external
server. In the background, the platform creates a project
folder, which must be transferred as a whole to ensure that
the platform recognizes the project. In this example, the
authors used a multi-core server to run individual jobs in
parallel. Figure 1 shows an overview of this process from
geometry model to the application of performance modules.
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Figure 1. Shows the workflow for our proposed platform; load and preview a geometry models, select location/instances/sky conditions,
define location of analysis points/view directions/type of simulation, and run desired performance models (mSC & nvRp).

2.2 Performance Modules

While a detailed mathematical description of the two
prediction models described in this paper are introduced
elsewhere [8,15,16], the following section will outline the
implementation of these models into the proposed
simulation platform.

Predicting Visual Interest in Renderings

The study briefly introduced at the end of Section 1.1,
proposed an image-based algorithm called mSC to predict
attributes of visual interest in daylight renderings. The
mSC algorithm was modified from a neighborhood measure
called RAMMG which was developed to predict contrast
perception in digital images [17]. An online experiment
with 167 subjects was used to compare a broad range of
image-based algorithms to subject ratings of visual interest
using 7-point bi-polar ordinal scales from calming —
exciting and subdued — stimulating. The results of this study
found that Pearson Correlation Coefficient values between
median ratings of mSC [8] and calming- exciting and
subdued — stimulating were significantly correlated (r>0.78,
p<0.001)n From a population of 167 subjects, logistic
regression was used to fit mSC predictions to the
distribution of subject responses for each rendering. The
fitted logistic function in [8] computes the probability
distribution that subjects would rate a rendering in the
calming or exciting spectrum based on image composition.
The odds of achieving ratings 1-3 on a 7-point scale are
significant at p<(.05.7iMore detail can be found in [8].

The mSC algorithm is computed on hemispherical images
derived from 360° fisheye HDR images obtained using
rpict > pinterp in Radiance. Each Radiance picture is then
tonemapped and compressed using pcond > ra_bmp to
provide the appropriate image-based input for computing
mSC. Based on the computed mSC value, the fitted model
then returns a prediction of visual interest. From the fitted
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logistic function [8], two thresholds were determined to
predict perceptions of calm and excitement (Section 3.4) in
a majority percentage of the surveyed population. The
application and threshold predictions of calm and
excitement mentioned above are described in depth in [16].

Predicting Non-visual Health Potential

Parallel research in non-visual health (introduced in Section
1.2) proposed a novel model called the non-visual direct-
response (nvRp) model which predicts the relative non-
visual responses to light with the aim of evaluating the
dynamic light-response behavior that occurs under real-
world settings [16]. The nvRp takes effective irradiance as
an input [18]. Currently, the vertical illuminance is
computed using rfrace in Radiance and then these values
are scaled assuming a constant spectral power distribution
of CIE standard indoor illuminant ID65. This assumption
limits the material properties in the scene to grey scale. The
nvRp model outputs a smoothed delayed version of the
input light signal simulated at the occupant’s eye level,
accounting for shifts in spectral sensitivity, the effect of
intermittent patterns, different exposure durations, and
adaptations to prior light history. The application of the
nvRp model thus does not support a point-in-time
evaluation, as the current response depends on past inputs.

The outcome of this model is evaluated over a 24-hour day
and gives a cumulative response (Rp). The cumulative
response Rp is mainly sensitive to total light intensity and
duration of light exposure, therefore providing a measure of
dailyrilightidose, which is independent of circadian timing.
At any time during the day, it is possible to return an
intermediate value if, for example, it is relevant to evaluate
a spatial position for shorter periods of time. This is
especially relevant in buildings, where our occupation may
span anywhere from a couple of minutes to several hours or
days. Setting minimum targets or performance goals is



necessary to evaluate non-visual health potential as we
would like to know how much daylight we need, within a
given space, from a given position and view, to achieve
desired health potential. Given a reference profile of an
ideal light exposure, the nvRp model can produce a target
for evaluating performance. The nvRp model is described in
detail in [16].

2.3 Visualization of Results

The mSC and nvRq performance modules take luminance
and/or illuminance data as input for a series of view
positions within a geometry model and present the results in
a format that illustrates whether performance thresholds
have been met across each view direction (Section 4.5) over
an established time series. The production of
simultaneously spatial and temporal data helps to inform
designers, engineers, and building operators about where
and when daylight might affect human perceptual and non-
visual responses in the built environment. While a
preliminary (static) visualization of results for both mSC
and nvRp is provided for a select architectural case study in
this paper, future development of this platform will allow
users to interact with results across view positions and over
time. An overall picture of average daily performance can
be just as useful as a detailed assessment of hourly
performance or an instantaneous prediction across view
directions.

3 SELECTION OF ARCHITECTURAL CASE STUDY

For the demonstration of this simulation-based workflow,
we selected an architectural case study that presents a
multitude of interior daylight conditions due to its patterned
glass fagade, wvaried interior layout, and mix of
programmatic uses. The Ryerson Student Learning Center
(SLC) in Toronto, designed by Snehetta and Zeidler
Partnership (opened to the public in 2012), is surrounded by
a dense urban context, ranging in height from 3 to 9 stories
(Figure 2).

Considered as a programmatic expansion to the neighboring
library, the SLC houses student work/study spaces and staff
offices — both open and enclosed. The daylight design
concept harnesses natural illumination using high ceilings
and open spaces with translucent frit to minimize direct
sunlight and diffuse daylight deep within the interior
spaces. The selection of a large fritted pattern on the
exterior glass facade produces strong visual effects under
direct sunlight.

3.1 Selection of Spaces for Comparative Study

The Ryerson SLC contains 9 floors, but to demonstrate the
impacts of architectural form, orientation, and fagade
patterns on human-centric daylight performance, we
decided to simulate a series of points across the 6th and 7th
floors, which provide two plan configurations. The 6th floor
is composed of informal open study space across a series of
ramped floor levels. Using a 5-meter spacing, the floor
plan was divided into a grid of 59 points, offset a minimum
of 2 meters from the facade and circulation cores.
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Figure 2. The Ryerson SLC is shown in its surrounding urban
context as a digital rhino model.

A 5-meter grid was used to analyze a moderate number of
interior view position, while limiting computational
expense. Figure 3 shows the layout of space, distribution of
sensor points, and a sample of rendered view directions
from a select view position. The 7th floor is split into three
open study spaces, flanked by two rows of enclosed study
rooms, as seen in Figure 3. All enclosed study rooms look
out onto the open study spaces through an interior glazed
wall. While many of these spaces require electric light at
all times of the day due to insufficient natural illumination
deep within the floor plate, we decided to simulate only the
daylight to evaluate the carbon-neutral potential for interest
and health-related lighting performance. Using the same
spacing as for the 6 floor, with the addition of points at the
center of each enclosed study room, we established a grid
of 76 points.

3.2 Translation of Geometry Model into RAD Format
The geometry of our selected case study was received as a
DXF and imported into Rhinoceros. After re-grouping
layers by material definition, we re-built the glass facade so
frit patterns were individual glass objects and could
properly read material transmission values. We defined a 5
m grid of points at eye level (1.21 m from the floor while
sitting) and exported those point locations as a text file.
Depending on the specific nature of a desired analysis, a
denser array of view positions could be used, but this would
result in higher computational cost and must be considered
alongside other input selections.

Using the DIVA toolbar, we exported our model and
material definitions in the RAD format and imported them
into the platform. We selected 28 semi-annual instances (7
hourly instances on each of January 13, February 28, April
14, and May 30) to give us a comprehensive snap shot of a
symmetrical half year. This time series was developed from
the Lightsolve method [19], which uses 56 symmetrical
instances to interpolate an annual temporal profile of
illuminance-based data. We chose 8 view directions per
view position (135 points between the 6™ and 7% floors) to
conduct a series of illuminance and luminance-based
simulations as inputs for our mSC and nvRp models.
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Figure 3. This image shows the two floors (6 above and 7™ below) selected for analysis in our case study, alongside a sample of
hemispherical renderings produced from each selected view position and view direction (1-8).

3.3 Interpretation of Performance Modules

For each view position and view direction (60,480 in total =
135 view positions x 8 view directions x 28 instances x 2
sky conditions) we applied the mSC algorithm to rendered
hemispherical images [8]. For the same view positions and
directions, the cumulative response Rp was also calculated
using effective irradiance [18].

Visualilnterestn

Two threshold values were used to categorize results of the
mSC algorithm into three categories:

1. Calming, mSC < 6.96
2. Neutral, mSC < 6.96, < 11.75
3. Exciting, mSC > 11.75

Results in this paper are presented as both the average daily
mSC achieved across each view direction, but also as
instantaneous moments. The average daily mSC allows the
user to visualize a compact overview of the perceptual
impact on each view direction, while the instantaneous
hourly results allow him/her or see how those results vary
over time. Results for each view direction are shown using
colored arrows, with the length determined by the output of
the mSC model and the color (cyan, grey, and magenta)
determined by the thresholds listed above.

Non-visualiHealthiPotentialn

A threshold value T = 4.2 [16] was used to categorize the

resulting daily cumulative responses Rp into four
categories:

1. Not achieved during the day, Rp < T (poor)

2. Achieved during the day, Rp > T (fair)

3. Achieved am or pm, Rp > T (good)

4 Achieved both am and pm, Rp > T (excellent)
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Achieving Rp > T over the period of full day is not
necessarily considered sufficient. The goal of T = 4.2 can
be achieved during mornings or afternoons only if the
duration of the solar day is sufficient, since the nvRp model
depends on duration. By binning the results into am and pm
the user can better understand the influence of time of day
and how it can affect the accumulation of dose received.
The binning of the data should be adjusted to every case
study depending on specific program use. Results are
shown with colored arrows in each view direction, with
length indicating the magnitude of Rp and the color
indicating the threshold it falls into (dark green, light green,
yellow, or orange). The desired performance is to achieve
Rp > T before noon (am) or/and after noon (pm).

4 RESULTS

The results of our exemplary analysis are show at both
building scale and occupant scale. Figure 4 shows two
axonometric views of the 7" floor with average daily mSC
and daily dose predictions for nvRp on April 14 under clear
skies. Figure 5 shows a zoom in on one view position on
the 7% floor (in a closed private study room) with daily
average and instantaneous predictions of mSC across the
day. Figure 6 shows average daily mSC and daily dose
predictions for nvRp on February 28 for both the 6 and 7"
floors under clear and overcast sky conditions overlaid in
plan. Figure 6 also shows a frequency distribution of model
predictions for each floor under clear and overcast sky
conditions for each of the 4 days included in our analysis.

4.1 Visual Interest

If we look at the results for February 28, the 6 floor shows
mostly exciting predictions for average daily mSC under
clear sky conditions (Figure 6a), with a slight shift toward
more neutral predictions under overcast skies (Figure 6b).



The 7% floor shows a significant shift towards calming
predictions under both sky conditions (Figures 6e & 6f),
with the peripheral open-study spaces achieving much more
exciting predictions than the closed study rooms on the
interior.

While we can draw certain spatial conclusions from the
overall daily averages in Figures 4 and 6, some of which are
fairly intuitive, Figure 5 shows a more nuanced overview of
the dynamic hourly experience within a single view
position. In this instance (April 14, clear sky), the
prediction for excitement shift dramatically across each
view direction depending on the time of day and resulting
sun position. The instantaneous predictions in Figure 5
illustrate the variable nature of perceptual performance as
shifting sun positions from one moment to the next can
change the evaluation of excitement in our visual field.
Depending on the intended program use and qualitative

msC

- ealming
—  neufral
—  exciting

ambiance in an architectural space, these hourly
performance predictions can be useful for the designer to
know when, over the course of the day and year, impacts of
daylight are likely to alter an occupant’s emotional state.

4.2 Health Potential

Figure 6c-6h shows the daily cumulative response Rp
across each viewpoint in plan on February 28. The results
for the 6™ floor show excellent performance throughout the
space under clear sky (Figure 6¢). Lower light intensities
caused by overcast sky conditions show reduced

performance in view directions facing North and East,
where viewpoints did not exceed the desired performance
(Figure 6d). During solar hours for each of the 4 days the
percentage frequency of the 4 performance categories
(Section 3.4) is counted for all viewpoints in the scene and
using

displayed a stacked bar graph.

nvRD
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=T day
=T am or pm
— =T am and pm

Figure 4. Showing two axonometric views with average daily mSC and cumulative response Rp for each point in the 7" floor on April 14
under clear sky conditions. The length of arrow is determined by the output of each model and colored by threshold (described in Section 3.4).
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instantaneous m5C
1317
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clear sky

Al

Figure 5. Shows a zoom in on one view position on the 7% floor. Average daily predictions of mSC are shown on the left (April 14 under clear
skies), with instantaneous hourly predictions of mSC shown on the right, with associated hemispherical renderings for two instances (7:33 and
15:12) to illustrate relationships between occupant prediction and rendered daylight conditions.
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Figure 6. Average daily values for mSC (on the left) and cumulative daily dose predictions for nvRp (on the right) are overlaid in plan to
show the impact of clear vs. overcast skies on each view position and view direction in the 6" and 7% floors.
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The results for the 6th floor under clear sky conditions are
similar for most days of the year except during the darkest
winter months, where the number of solar hours limits the
overall health potential. As expected, the performance
under overcast skies is reduced. Interestingly, the
category of achieving T = 4.2 during am or pm increases
on February 28, which means that achieving non-visual
health potential is more sensitive to timing of occupation
for overcast than clear skies around this time of year. This
can be explored in more details by analyzing different
time periods of the day.

The results for the 7th floor are less spatially
homogeneous as compared to the 6th floor, which is
explained by the partition of the 7 floor into open and
enclosed study rooms. Less than half of the simulated
points belong to open study spaces (30/76) resulting in a
lower overall performance for the 7" floor. Under clear
sky conditions on February 28 good and excellent
performance is achieved for 45% of the viewpoints
(Figure 6g), which reduces to 22% under overcast
conditions (Figure 6h). As seen in Figures 6g and 6h,
enclosed study rooms receive much less light than open
study spaces. Under overcast sky conditions almost none
of the viewpoints in enclosed spaces (ca. 1%) achieve the
desired performance, while it is achieved under clear sky
conditions in the enclosed rooms facing South and West.

5 CONCLUSION

This paper has introduced a simulation platform to
evaluate in parallel two performance modules in daylight
perception and health potential. Developed to automate
the process of assessing human-centric performance
predictions across a range of view positions and view
directions within a given geometry model, the proposed
platform creates a user-friendly support for daylight
simulation. ~While past studies have used a similar
workflow on a single view position in space, this paper
offers a more streamlined protocol, allowing for the
analysis of many view positions in a computationally
efficient way. The speed of simulations is significantly
improved through shared ambient files and data storage is
optimized by keeping only the illuminance and luminance
data necessary for the analysis of the performance
modules. Visualizations of the data presented in this
paper, while preliminary, provide insights regarding the
daylighting performance of visual interest and non-visual
health potential at the scale of the occupant, but also at the
scale of the building. An array of view positions allows
the user to compare performance predictions across
multiple points in the case study and understand the
impact of architectural composition on those predictions.
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ABSTRACT

The comparison of various competing design concepts
during conceptual architectural design is commonly needed
for achieving a good final concept. For this, computational
design exploration is a key approach. Unfortunately, most
of existing research tends to skip this crucial process, and
purely focuses on the late-stage design optimization based
on a single concept that, they assume, has been good
enough or accepted already. This paper focuses on
information or knowledge extracted from a multi-objective
design exploration for the formulation of a good
geometrical building design concept. To better support the
exploration process, a new integration plug-in is developed
to integrate parametric modelling software and process
integration and optimization software. Through a case study
that investigates the daylight and energy performances of a
large indoor space, this paper 1) tackles the importance of
design exploration on the formulation of a good design
concept; 2) presents and shows the usability of the new
integration plug-in for supporting the exploration process.

Author Keywords
Multi-objective design exploration; Design concepts;
Trade-off; Comparison; Top daylighting; Energy; Daylight

ACM Classification Keywords
J.6 COMPUTER-AIDED ENGINEERING

1 INTRODUCTION

There are multiple definitions of conceptual design and
design concepts. According to Pahl [1], conceptual design
is the phase in which the design requirements defined in the
first phase are synthesized into a number of concept
variants thus a final concept. O’Sullivan [2] includes into
conceptual design the phase in which the designer takes
specifications for an item to be designed and constructs a
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statement (subject to further modification) upon which the
generation of many solutions is initiated. In this research,
we define a designiiconcept as a collection of ideas or
principles that aim to achieve all the requirements of a
design situation. Thus, to describe a design concept (which
includes many potential solutions), there are at least two
aspects that need to be specified: the design requirements
and how to achieve them by applying the design ideas or
principles. Moreover, similar to the definition in [1], we
consider conceptualii design includes the phases of
generating multiple potential design concepts, of evaluating
and comparing the concepts for the most suitable one.

In computational design, parametric modelling [3, 4] is
usually avoided during the conceptual design, especially in
the very early phases. This is because the hierarchical
structure of parametric models is considered to hinder the
freedom of explorative thinking and to prematurely freeze
ideation [5-7]. It is more widely applied, after a final design
concept has been chosen (i.e. after the conceptual design),
in combination with performance simulation for predicting
various building performances. In this context, the design
requirements are indicated by the performance criteria
being considered; and the design ideas are implemented via
the definition of parameters of the parametric model
corresponding to the final concept. Thus, in some sense, the
description of a design concept includes the formulation of
an optimization problem, except for added values of design
(such as cultural values, beauty, emotions, etc.). As such, a
design concept is partially described or formulated by: a set
of objective and constraint variables (i.e. output variables
that are selected among performance criteria, to form an
objective space); and a set of design variables (i.e. input
variables that are selected among parameters of a
parametric model, to form a design space).

In this paper, we claim that parametric modelling, together
with performance simulation and computational design



exploration, are also useful during the conceptual design,
but in the relatively late phases. That is, when multiple
competing design concepts are generated, they are useful
for evaluating and comparing the different concepts,
identifying the promising ones, and then re-formulating
them or even ideating entirely new concepts. For this, the
computational design exploration is a key approach.

Computational design exploration differs from design
optimization. In this study, designrexploration refers to the
process of extracting information or knowledge and
applying it to formulate or re-formulate a design concept.
This process includes two levels of exploratory activities: 1)
the exploration of information or knowledge hidden behind
obtained data sets; and one step further, 2) the exploration
of how to apply the extracted information or knowledge to
support the human decision-making on ideation. This is an
iterative process during which the definitions of objective
variables, constraint objectives and design variables may
change towards a better concept formulation. This change
occurs in two ways: modification of existing design concept
or creation of new design concept, which is similar to
Gero’s definition of design exploration [8]. In contrast,
designioptimization refers to the process that is only keen
on searching for optimal design solution(s) by using various
optimization algorithms, when the design concept has been
well-defined. Thus, optimization typically occurs in a later
stage, during which the definitions of objective variables,
constraint objectives and design variables remain fixed.

The design exploration precedes the design optimization
and it is more important. If one defined an improper or a
bad design concept, he/she might probably get poor results
no matter how advanced the optimization algorithm was.
Unfortunately, most of existing research tends to skip the
process of formulating a good design concept, and rather
focuses on the late-stage optimization based on a single
given design concept. As response, this paper focuses on
the formulation of a good geometrical building design
concept based on the information or knowledge extracted
from a multi-objective design exploration.

Accordingly, a process integration platform is required that
is suitable for multi-objective and multi-disciplinary design
exploration and supports the decision-making on ideation.
However, most of existing platforms integrating parametric
modeling and simulation systems with a design exploration
and optimization environment lack important features, like
scalability, extensibility [9], ease in using advanced
sampling techniques and post-processing tools etc. This
largely limits their applications in conceptual architectural
design. In our research, to better support the exploration
process, a new integration plug-in is developed to integrate
parametric modeling software (i.e. McNeel’s Grasshopper —
GH [10]) and process integration and optimization software
(i.e. ESTECO's modeFRONTIER - MF [11]).

In a case study that investigates the daylight and energy
performances of a large indoor space, three typical types of
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top daylighting design are explored; and eventually, an
improved design concept comes up based on the design
exploration. Through this case, the paper 1) highlights the
importance of design exploration on the formulation of a
good design concept; 2) shows the usability of the new
integration plug-in for supporting the computational design
exploration process.

2 METHODOLOGY

2.1 Computational framework

The overall computational framework is shown in Figure 1.
It consists of two iterative loops: a design exploration loop
(indicated by a large cycle: the outer loop, involving Stage
1, 2 and 3) and a design optimization loop (indicated by a
small cycle: the inner loop involving Stage 1 and 4).
Different from the traditional focus on design optimization,
this paper focuses on design exploration.

Stage 1 - formulation of initial design concepts: it is
involved in the process for one time (marked in dash lines
in Figure 1). In this stage, multiple initial design concepts
are created and ready for the subsequent design exploration.
The tasks below are required:

* Formulation of design variables, parametric model(s)
* Formulation of objective variables, simulation model(s)

Stage 2 - computational design exploration: this is the key
of the design exploration loop. It generates and collects
data; explores the information or knowledge behind the
obtained data (i.e. the first level of exploration); and
explores how to apply the extracted information or
knowledge to support the human decision-making on
ideation (i.e. the second level of exploration). The tasks
below are required:

* Workflow establishment

* Simulation run & Data storage

* Data analysis & Knowledge extraction

* Promising concept identification & Preference integration

Stage 3 - re-formulation of new design concepts: it is the
consequence of the previous stage. In this stage, new design
concepts are created and ready for the subsequent design

Design
Exploration

[ Run & [t smomge
Dhesign
| Opiimézation |

Figure 1. Overall computational framework



optimization (note that the optimization run is not included
in this paper). The tasks below are required:

¢ Re-formulation of design variables, parametric model(s)

* Re-formulation of objective variables, simulation model(s)

2.2 Software Platform

To well support the computational framework, especially
the computational design exploration, a process integration
platform is required. It should be able to (1) connect with
software familiar to architects and engineers; (2) cope with
challenges related to computational power; and (3) include
data analysis tools to facilitate analytic decision making etc.

Considering all these and other requirements, Grasshopper
and modeFRONTIER have been chosen and integrated into
one desired platform in this research (more information in
Section 3). Grasshopper (integrated with Rhinoceros) is one
of the most popular parametric modelling environments
among architectural design professionals. It includes plug-
ins for integrating various building performance
simulations. modeFRONTIER is a process integration and
automation platform for multi-objective and multi-
disciplinary design exploration and optimization. It allows
the integration with a variety of third party CAD and CAE
tools; supports parallel computing; and offers a number of
easy-to-use post-processing tools for data analysis and
visualization.

2.3 Computational Design Exploration

Considering the relative importance of computational
design exploration, as mentioned in Section 2.1, this section
focuses on the computational process of Stages 2, for which
the following four steps are involved.

Workflow Establishment

The parametric models and simulation models are set in
GH, based on the formulation of multiple initial design
concepts. The preliminary establishment of the workflow is
facilitated by GH-MF integration. Through an introspection
process, the input and output variables being investigated in
GH are automatically propagated to MF. Thus, a
modeFRONTIER workflow is preliminarily established, as
shown in Figure 2. Moreover, some settings still need to be
configured before the workflow is fully established. First,
the domain and step of each input variable should be set
properly; second, Design of Experiments (DoE) sampling
strategies should be applied for guiding the choice of
computer experiments or test designs; third, the sequential

evaluation of previously defined test designs should be set.
It is worth noting that DoE is very useful for design
exploration. It helps to extract the most relevant qualitative
information from a limited number of test designs. It is
especially meaningful for the case that has relatively long
simulation time. Uniform Latin Hypercube (ULH) [12] is
one of the commonly used DoE sampling strategies in MF.

Simulation Run & Data Storage

Via various simulation engines, performances are predicted
and the data are stored for later use. The simulation run and
data storage is automated by GH-MF integration. During a
run process, for each test design, MF automatically sends
the input values to GH, and then receives the output values
from GH when the simulation results are generated.
Meanwhile, numerical simulation data are stored in MF
database; images and 3D models are saved in the MF
working directory. All the results can be browsed through
MF user interface (more information in Section 3).

Data Analysis & Knowledge Extraction

Based on the data obtained, useful information (about data)
is extracted by using statistical techniques. The information
needed to know during design exploration includes output-
output relationships and input-output relationships. The
former refers to the inter-correlations between pairs of
output variables; the latter refers to the impact of input
variables on output variables. Considering the relatively
large number of variables being considered, Multivariate
Analysis (MVA) techniques are used to identify patterns
and relationships among these variables. Self-Organizing
Map (SOM) and Hierarchical Clustering (HC) [12] are
among the handy MV A tools in MF.

The SOM is an unsupervised neural network for ordering of
high-dimensional data in such a way that similar data are
grouped spatially close to one another [13]. It represents
multi-dimensional data in a two-dimensional space, which
is very useful and directly interpretable. It can be used to
identify the output-output relationships as well as other
unexpected multiple variable correlations. The Cluster
analysis tries to identify homogeneous subgroups of
samples in a data set such that they both minimize within-
group variation and maximize between-group variation [14].
The HC classifies large amounts of data into manageable
and meaningful subgroups, which provides more abstract
views to the inherent structure of the data. It facilitates to

identify the input-output relationships by using a more
refined data set.

& Input Motes

Output Notes

Figure 2. modeFRONTIER workflow showing input and output variables
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Based on the information obtained, useful knowledge
(about building disciplines) is extracted via designers'
interpretation. The knowledge to be extracted during design
exploration may include reasons: why different criteria are
correlated in some patterns and why different groups (or
concepts) of designs perform differently? To obtain this
knowledge, a good understanding of all input and output
variable definitions is crucial, because it helps designers to
interpret the information in building disciplinary contexts.

Promising Concept Identification & Preference Integration
Based on the knowledge obtained, the variables describing
the most promising concept need to be identified, for the re-
formulation of a new design concept. First, based on the
correlation patterns between different criteria, the most
contradictive criteria and/or the criteria with significantly
different correlation patterns are selected as objective
variables (not more than three); the remaining criteria can
be selected as constraint variables. This ensures obtaining a
meaningful set of Pareto trade-off solutions (from DoE test
designs). Second, a special design variable that controls the
switch among different groups (or concepts) of designs is
crucial (see Section 4.3). Based on its effect on the selected
objectives, the performance of each initial design concept is
observed; and hence the design variables describing the
most promising concept are identified.

It is worth noting that design preference integration is also
important during the identification of the promising
concept. Human designers or clients may have subjective
preference on "soft" criteria (e.g. aesthetics) which are hard
to evaluate numerically. The incorporation of design
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preference allows human to balance between visually
preferred and high-performing concepts. For instance, one
could select visually preferred but mid- or low-performing
concepts for further research. In this sense, it is helpful to
have a user-friendly interface that allows monitoring the
variation of geometry while exploring data and simulation
results, such as the interface provided by MF, as shown in
Figure 3 (top right).

2.4 Re-formulation of New Concepts

There are two ways to re-formulate new concepts based on
the most promising one. According to Gero [15], one option
is to change the ranges of values for design variables (i.e.
innovative design); while the other option is to introduce
new design variables (i.e. creative design). In this paper, we
are interested in the latter. Thus, new design variables are
inspired via the analysis of the promising concept.

3 GH-MF INTEGRATION

The integration of Grasshopper and modeFRONTIER is
useful for supporting computational design exploration.
This potential has been shown in existing research [16-18],
in which the GH-MF integration is provided by a previous
version of customized nodes (both in GH and MF). To
overcome some limitations in the last version (like manual
operations, unstable process initiation and automation etc.),
an improved version of the precedent is developed. The
development has been implemented by using the myNODE
tool [12] (a tool enabling the creation of custom nodes for
the integration of external software in MF), and the Python
tool (scriptable components in GH).

e l
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Figure 3. Grasshopper UI (top left); modeFRONTIER UI (top right); diagram of GH-MF integration (bottom)
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Compare with the precedent, the new GH-MF integration
streamlines the integration process through automatically
recognizing input and output variables from GH in the
introspection phase; facilitates the initiation of the run
phase by one-click action; and improve the stability of the
run phase by automatically calling and closing GH and
Rhinoceros applications for each simulation run (instead of
keeping them always alive which may increase the risk of
crashing). Moreover, the new GH-MF integration is also
supposed to work on Grid, for which, some bugs still need
to be fixed. The communication between GH and MF is
achieved via the automatic data exchange between .dat and
xml files, as shown in Figure 3 (bottom).

4 CASE STUDY

The case study investigates how to design the geometry of
top-daylighting elements to improve daylight and energy
performances of a large indoor space (i.e. 40m*70m*15m).
It is structured as following. Three typical types of top-
daylighting design are introduced as initial design concepts
(Section 4.1). The formulation of the initial concepts is
described, including the selection of objective variables
(Section 4.2) and design variables (Section 4.3). Then, the
computational design exploration process is followed;
results about the obtained data, and results of the data
analysis, knowledge extraction and design inspiration are
showed (Section 4.4). Last, the performances of a new
concept obtained are compared with that of the initial
concepts (Section 4.4).

4.1 Initial Design Concepts

Top daylighting is a common and effective way of bringing
light deep into a building, thus, it is often used in large
single level space, such as indoor sports halls. Three typical
types of top-daylighting design shown in Figure 4 (in the
dash box) are initial design concepts. They are: skylights
(Concept 1), roof monitors (Concept 2) and saw-tooth roofs
(Concept 3). They perform differently in term of daylight
and energy performances, due to different strategies of
introducing light into the space. In addition, Concept 4 is
the new concept proposed after the design exploration.

Conceptl

T e T T By B S Conecept 2
(I
WidthOiBetiom R H
5 ~ ~ P ~ ~ ~ Concept 3 *
: [ :
WidthOfBottom
P PR P P 'L‘ ——4 Concept 4
— \ r \
Extra Widt i Tortam HeightOfSklights

Figure 4. Initial design concepts (1-3); new concept (4)
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Although there might be some general understanding of the
initial concepts, it is not sufficient to support a good
decision on which type we should choose. There are a lot of
geometrical variations for each initial concept. The different
geometrical variations perform differently though they
belong to the same concept. Thus, there is a risk that one
may choose a relatively high performing solution, but from
a less promising concept. In that case, they may overlook a
lot of better solutions or equally good trade-off solutions in
a more promising concept. In this sense, it is crucial to have
a clear view of the overall performance trend or pattern of
each initial concept.

4.2 Objective Variables

Three categories of objective variables are selected for the
formulation of the initial concepts, namely, energy, daylight
and geometry related objectives. Energy related objectives
include: Energy Use Intensity (EUI, energy used per square
meter of floor area), Percentages of Cooling, Heating,
Lighting, Equipment. Daylight related objectives include:
Useful Daylight Illuminance (i.e. UDI(<100), UDI(100-
2000) and UDI(>2000)); DaylitArea; OverlitArea; Average
Uniformity. Here, UDI represents the percentage of floor
area that meets the specified illuminance range at least 50%
of the occupied time. DaylitArea represents the percentage
of floor area that is above 300 lux for at least 50% of the
occupied time (i.e. sDA). OverlitArea represents the
percentage of floor area that is above 3000 lux for at least
5% of the occupied time, which indicates potential glare or
overheating. Average Uniformity represents the annual
average of the minimum-to-average uniformity ratio of
illuminance. Geometry related objective is Area of Glass. It
calculates the total area of the glass being used, which is
often an interesting criterion associate with investment cost.

Moreover, Daysim [19] and EnergyPlus [20], as frequently
used daylight and energy simulation engines, are chosen in
this research. And the Grasshopper plug-ins Ladybug and
Honeybee [21] are used to integrate parametric models with
these simulation engines.

4.3 Design Variables

A special design variable called "Concept" is used to
facilitate the simultaneous investigation of the multiple
concepts. It controls the switch among different groups (or
concepts) of designs; and determines the selection of other
design variables that formulate the initial concepts.
Normally, changing the value of a design variable will not
affect the selection of other design variables. That is, the
dimensions of the design space will be fixed, as the design
variable changes its value. But, in this case, the variable
"Concept" is a nominal variable, which is used for labelling
the specific group (or concept) of designs without any
quantitative meanings. The "values" of this wvariable
include: Conceptl, Concept2 and Concept3. When a
specific "value" is chosen, different set of design variables
will be selected to create the geometry of the corresponding



Type Design variable Range | Step
NumberOfSkylights 2-10 1

Share by

Concept 1-4 LengthOfGlass 30-38m | 0.1 m
WidthOfGlass 1-3m 0.1 m

Share by .

Concept 2, 3 WidthOfBottom 1-3m 0.1m

Only for HeightOfSkylights 1-3m 0.1m

Concept 4 ExtraWidthOfBottom | 1-3 m 0.1m

Table 1. Design variables and their ranges and steps.

initial concept. Thus, the specific "value" determines the
dimensions of the design space being investigated. That is,
by using the special variable "Concept", the dimensions of
the design space are not fixed in this case, which is good for
the simultaneous investigation of the multiple concepts.

Moreover, the design variables determined by the variable
"Concept" are shown in Table I, together with their ranges
and steps. Some of them are shared by multiple concepts;
while some are only for a specific concept.

4.4 Results

Following the steps of computational design exploration
(Section 2.3) and re-formulation of new concepts (Section
2.4), all the results obtained are reported in this section.

First, results about the obtained data are shown in Figure 5.
They include: all the numerical data of design variables and
objective variables; images showing daylight and energy
simulation outcomes; and images showing geometries. This
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data are generated by applying ULH sampling strategy and
running sequential simulations of the samplings. Second,
results of the data analysis, knowledge extraction and
promising concept identification are described in two parts:
identification of promising objective variables and design
variables. Self-Organizing Map and Hierarchical Clustering
are used to analyze the data; then useful information and
knowledge are extracted, based on which, a promising
concept is identified. Last, results of the re-formulation of
new concepts are shown. A new concept is formulated in a
more informed manner, and its performances are compared
with the performances of the initial concepts.

Identification of Promising Objective Variables
Self-Organizing Map is used to identify the output-output
relationships. It is created by including all initial objective
variables, based on the data sets related to initial concepts.
As shown in Figure 6 (left), SOM maps of different
variables are distributed on a hexagonal grid; and those
with similar patterns are placed in adjacent positions. The
color represents the values of variables; deep red means
highest values and deep blue means lowest values. The
level of similarity between patterns indicates the level of
their correlation. Moreover, to facilitate observation, the
general direction of achieving a desired performance goal
of each objective variable is shown by a write arrow. For
instance, EUI aims for a minimization goal, thus the
direction of achieving this goal is from left bottom (high
value) to top right (low value). Similar principles apply to
others as well. By comparing the directions and patterns
between pairs of initial objective variables, the following
information and knowledge are obtained.
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(1) EUI changes in the similar direction as Percentageriofii
Lighting, but in the opposite direction as Percentagenofi
Lighting/Equipment/Heating. By further checking the
variable values, we notice that the increase of total energy
use is mainly due to the increase of lighting energy use.

(2) EUI changes in the similar direction as DaylitArea,
UDI(<100),n UDI(100-2000). This indicates that total
energy use becomes high when more space has insufficient
daylighting level and vice versa.

(3) EUI changes in the opposite direction as OverlitArea,
and their patterns are very similar. This indicates that there
might be an obvious trade-off between minimizing both
total energy use and the risk of glare.

(4) EUI changes in the opposite direction as Averager
Uniformity, but their patterns are significant different. This
indicates that there might be a less obvious trade-off
between minimizing energy use and maximizing daylight
uniformity.

(5) EUI changes in a different (not exactly opposite)
direction as AreaivfiGlass, and the similarity level between
their patterns is medium. This also indicates an interesting
potential trade-off between minimizing both total energy
use and investment cost.

Based on the above information and knowledge extracted,
EUIL OverlitArea, Average Uniformity and Area of Glass
(which may lead to interesting trade-off relations) are
identified as promising objective variables.

Identification of Promising Design Variables

Hierarchical Clustering facilitates to identify the input-
output relationships by using a clustered data set. The
clusters are created by including the design variable
"Concept" and the four objective variables identified, based
on the data sets related to initial concepts. As shown in
Figure 6 (right), the clusters are visualized by a clustering
parallel coordinate chart which shows their distribution in
all selected variables. Each cluster is represented by a
colored band. The mean of each cluster is represented as a
thick center line, whereas the confidence interval is
represented as the band width. The selected variables are

é
1)

represented by parallel vertical lines. Moreover, to facilitate
observation, the general direction of achieving a desired
performance goal of each selected objective variable is
shown by a black arrow. By using the concise visualization,
the following information and knowledge are obtained.

(1) Conceptl (i.e. green band) performs very well in EUI,
but less well in Averagen Uniformity, and very bad in
OverlitArea andidrearnfiGlass. This may be associated with
the widest angle of receiving daylight from all directions
compare with other concepts.

(2) Concept2 (i.e. blue band) performs very well in Averageri
Uniformity,nOverlitAreaniandiidreanofiiGlass; but relatively
bad in EUI This relatively balanced overall performance
may benefit from the protruding roof elements blocking
daylight from certain unwanted directions.

(3) Concept3 (i.e. red band) performs very well in

OverlitAreanandndrearnofiiGlass,;ibut very bad in Averagen
Uniformitynand EUI. This may be associated with the

asymmetric geometry of the saw-tooth roof which makes

the daylight unevenly distributed.

Based on the above information and knowledge extracted,
Concept? is considered as a more promising initial concept
out of three, with relatively balanced overall performance.
The design variables describing the concept are identified.

Re-formulation of a New Concept

We are interested in getting a new and high-performing
concept by adding new design variables, as mentioned in
Section 2.4. Based on the concept identified, improving its
EUI performance while maintaining its advantages in other
performances is the key to improve its overall performance.
Triggered by the previous analysis, we notice that good EUI,
OverlitArea and Average Uniformity performances may be
associated with the use of horizontal windows, protruding
elements and symmetrical geometries; and that good Area
of Glass performance can be achieved by searching within a
certain concept, given its relatively wide band width.

Inspired by the above indications, a new concept (i.e.
Concept4 shown in Figure 4) is proposed. It leaves the
glazing exposed horizontal to the sun, blocks daylight by

Figure 6. Self-Organizing Map (left); clustering parallel coordinate chart (right)
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Figure 7. Objective space for new and initial concepts

using inclined protruding elements while remaining the
symmetrical geometry. In this concept, the height and angle
of the protrusion are important, thus HeightOfSkylights and
ExtraWidthOfBottom are added to replace some original
design variables in the initial promising concept. To better
understand how the new concept performs, it is sampled by
using the same sampling strategy and run. Data obtained are
plotted in a 3D objective space, together with the data of the
three initial concepts, as shown in Figure 7 (the objective
Area of Glass is left out for the easy of visualization). The
results show that, out of total 25 Pareto solutions, 15
solutions belong to the new concept, while Conceptl and
Concept2 account for only 6 and 4 solutions respectively.
This confirms the potential of the new concept in achieving
better Pareto solutions, compared with the other concepts.

5 CONCLUSION

In conclusion, computational design exploration is crucial
for formulating good design concepts in conceptual design
stage. During the exploration, information and knowledge
extraction plays an important role. To support this process,
an integration and automation platform with powerful post-
processing capability is highly useful. In this regard, GH-
MF integration is a good option with great potential.
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ABSTRACT

Architectural design is regarded as a challenging open ended
activity aimed to transform an existing reality into a de-
sired one. This transformation takes place via the genera-
tion of design alternatives. Digital morphogenesis techniques
lend themselves to the task of producing design alternatives
quicker and easily. In this paper, we introduce an interactive
population-based model for evolving design alternatives. Our
model enables designers to steer the trajectory of the evolu-
tionary process. We use a population-based evolutionary ap-
proach that allows us to represent, evaluate and evolve design
alternatives. We illustrate how the model is capable of gen-
erating a diverse space of alternatives, increasing the proba-
bility of finding unexpected designs. Finally we examine the
results obtained, by defining measures of quality related to
design intentions.

Author Keywords
Evolutionary computing; digital morphogenesis; interactive
design; genetic algorithm.

ACM Classification Keywords
1.6.1 SIMULATION AND MODELING: Evolutionary com-
puting; genetic algorithms

1 INTRODUCTION

Designing environments for human inhabitation is a challeng-
ing, purposeful open ended activity aimed to transform an ex-
isting reality into a desired one [29]. This transformation gen-
erally takes place via the production of a physical artefact [35,
19]. In general terms, the design process can be described as
the iteration between synthesis and evaluation [25, 33], which
begins with a set of intentions, that derive from the need and
desires to transform the existing reality, and a preconceived
shape that provides a notion of what the final artefact could
be [30]. Designers then modify the initial shape, generating
alternatives to it. These alternatives are then analysed, search-
ing for one that matches the design intentions. The generation
of alternatives, as well as the evaluation process, are gener-
ally informed by the experience, knowledge and/or intuition
of the designer [3]. This constrains the exploration of design
space to the boundaries of that knowledge, preventing the de-
velopment of diversity, hence the appearance of unexpected
or novel design alternatives.

Digital technology has been used in the design practice since
the 1960s, as computers can offer an improved capacity to
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perform operations that are either difficult or time-consuming
for designers. Automation of repetitive tasks, generation of
complex geometries and shapes, or morphogenesis, and op-
timisation of performance, are some of the applications that
have been developed using computers, contributing to a more
efficient design process.

If designer are to truly exploit the power of computational
techniques in the design process, it is necessary to define what
good design is. From our perspective, this definition can only
be determined by addressing the following three questions:

Ql:
Q2:
Q3:

How are the design alternatives represented?
How are they evaluated?

How are they transformed, in order to fulfil the design
intentions?

Answering these questions can inform the development of
techniques for the systematic generation and evaluation of de-
sign alternatives, enabling designers to steer the design pro-
cess towards the fulfilment of their intentions, and highlight-
ing the potential of using digital morphogenesis for for de-
sign.

The aim of this research is to explore ways in which digi-
tal morphogenesis tools can contribute to the creative stage
of the architectural design process in a meaningful way. In
this paper we present an interactive model for digital mor-
phogenesis based on an evolutionary algorithm. The model
is capable of generating and evolving design alternatives so
decisions can be made understanding the trade-offs between
them. For this implementation we define three strategies to
address the questions indicated above. Design alternatives are
represented as networks of spatial units, where each unit is an
inhabitable space, defined by how it is connected to other spa-
tial units. In order to evaluate design alternatives we explore
the use of graph theory-based metrics that represent possi-
bly conflicting design intentions. We use an interactive ap-
proach to evolve design alternatives, where the user is part
of the selection process. This helps to capture and preserve
features present in some of the design alternatives, that would
otherwise be disregarded by the in silico evaluation methods.
Thereby, the user can steer the trajectory of the search through
the design alternatives, looking to match the intentions, which
contributes to the production of diversity, increasing the prob-
ability of producing novel designs.

A series of simulations are proposed to investigate the capa-
bilities of the model in the production of design alternatives



with emergent spatial characteristics. The proof of concept
implementation allows us to explore the formal implications
of using conflicting design intentions, as well as the possibil-
ities that integrating the designer to an otherwise fully auto-
mated process opens.

The remainder of this paper is organised as follows. In section
2 we set the context for what we understand as the architec-
tural design process, followed by the introduction of work re-
lated to computational morphogenesis, generative design and
the use of evolutionary approaches for the generation of form.
In section 3 we present a detailed description of our model
and how it uses design intentions to generate and evolve de-
sign alternatives. In this section we also describe some of the
results obtained in the process of testing the model. Finally, in
section 4 we summarise and discuss the results and its impli-
cations, before succinctly introducing potential future work.

2 BACKGROUND

In this section we introduce a working definition of the ar-
chitectural design process and its characteristics. We briefly
review some of the relevant computational techniques for de-
sign, in order to contextualise the development of the pro-
posed interactive model.

2.1 Design process

In engineering, the process of design is typically understood
as the sequence of actions taken in order to solve a particular
problem, and it can be summarised in the following steps [5]:

1. Conceptual design: conception of how the problem is go-
ing to be solved

2. Detailed design: definition of how the conceptual design
will be implemented

3. Evaluation: checking that the performance of the design
meets the requirements defined in the problem statement

4. Redesign: iterative process between 2 and 3, while re-
quirements are not met

This definition implies that a problem is clearly defined, that
the extent to which the problem is being solved can be mea-
sured, and that design is the process through which some arte-
fact capable of solving said problem is devised. However, ar-
chitecture is regarded as an ill-defined problem [24], where
information and goals are ambiguous, thus, solutions are not
necessarily true or false, but range between good and bad. As
it is stated in section 1, generally speaking, the outcome of
an architectural or urban design process is a physical artefact
intended to meet a list of requirements of different nature.
Some of these are related to function and performance, but
ther are others that reflect abstract desires and intentions of
the actors involved in the process [19], which makes them
difficult to characterise, therefore virtually impossible to ac-
curately measure. Moreover, the formalisation of design in-
tentions differ greatly based on cultural context [14]. So how
do designers define that a generated physical artefact allows
for the desires and intentions being satisfied?.

According to [3] the architectural design process, in its tradi-
tional form, is based on knowledge and experience, to which
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[31] adds intuition. This process starts with a set of design
intentions, some concrete, some abstract, and a vague idea
of a shape. Then it uravels as the performance of a series
of transformations to the initial form, aimed to find a config-
uration where the intentions fit best. Therefore, it is possi-
ble to say that design is developed as a generative process,
where candidates are synthesised [33] and design choices are
probed and evaluated to identify what [28] refers to as ‘sat-
isficing’ alternatives. In other words, as [12] has suggested,
the nature of this kind of design can be directly paralleled to
the processes of evolution as they happen in nature, in that
successful outcomes of the process of generation of form are
being further developed -evolved- by means of prototyping,
mutation, replication and selection.

Under this perspective, the introduction of computers to the
design process seems like a logical step, given the capabilities
these tools provide in evaluation and classification of charac-
teristics.

2.2 Digital morphogenesis

The introduction of computers to the design practice, in the
1960s [23, 1], opened the possibility to explore the gener-
ation of form beyond human imagination. Generative sys-
tems, in use as a methods to investigate novelty in architecture
since Aristotle [23, p.30], became more efficient and power-
ful in their computational incarnations, lending themselves
to the exploration of novel, more sophisticated geometries
and shapes. Alexander’s work with ‘patterns’ [2] and Stiny’s
‘shape grammars’ [32] are notable examples of said progress.

Computational (or digital) morphogenesis techniques, use
digital media for the derivation of and manipulation of ‘form’
[13, 26], where abstract computer simulations are used to fos-
ter the gradual development and adaptation of shapes [34].
Using bottom-up generative methods, they combine a num-
ber of concepts including self organization, pattern forma-
tion, self-assembly and ‘form-finding.” Self-organization is
a process that increases the order and statistical complexity
of a system as a result of local interactions between lower-
level, simple components [8, 27]. Emergence represents the
concept of the patterns, often unpredictable ones, which form
in large scale systems [15, 20]. Emergent properties arise
when a complex system reaches a combined threshold of
diversity, organization and connectivity. For example, the
self-assembly of geometric primary elements (or ‘building
blocks’) may, in some systems, be an emergent form-finding
property guided by strict rules dictating ‘bonding’ patterns
[11,17].

2.3 Evolutionary approaches in design

The architectural design process can be assimilated to natural
evolution (see section 2.1). Evolutionary algorithms repre-
sent one of the methods that can be used to investigate the
possibilities of digital morphogenesis.

Evolutionary algorithms [9] have been used in architecture
and design to solve a range of functional and formal prob-
lems with varying degrees of success (see [12] for an intro-
duction). Evolutionary algorithms can be generally described



as guided search heuristics that mimic ideas of natural adap-
tation and evolution in a computational model. They are fre-
quently employed to find optimal solutions to performance-
oriented problems [30]. For example, in the work of [21],
evolutionary strategies are used to improve the acoustic per-
formance of a particular space. In a similar manner, [7] pro-
poses the use of a genetic algorithm for the development of
buildings with a lower carbon footprint, and [22] propose a
method for optimising concrete shells using conflicting crite-
ria.

The nature of designing environments for human inhabitation
can be directly paralleled to the processes of natural evolu-
tion, in that successful outcomes of the process of generation
of form (morphogenesis) can be further developed — evolved
— by means of prototyping, mutation, replication and selec-
tion [12]. However, for an in silico evolutionary model to
be useful, the guided stochastic search process must be aug-
mented by multiple objectives to frame that diversity within
the limits of what is needed and desired in the design process.
The work of [12], [5], and more recently [30], illustrate how
evolutionary techniques can be used in the conceptual stage
of design, for the generation of innovative, or ‘creative’ out-
comes. We use these studies as the basis for the development
of the model used in this study.

Multi-objective optimisation (MOO) techniques are being in-
corporated to architectural design as a method to explore the
way in which conflicting objectives can be combined and in-
tegrated. The work of [16] investigates the use of this ap-
proach in the early stages of design, looking to produce de-
sign alternatives above a certain threshold of performance,
on top of which more abstract design decisions can be made.
Similarly, [4] use MOO as a method to generate feedback that
the designer can use to inform the development of the ob-
ject being produced. This suggests that establishing instances
through which the user can interact and steer the trajectory of
the process, as it has been done in arts [18], can represent a
contribution to the creative stages of design.

3 MODEL

In this paper, we introduce a multi-stage interactive model
that uses design intentions as evaluation criteria to evolve di-
agrams of architectural form. The model allows users to steer
the evolution of design alternatives along a desired trajec-
tory, by relying on both in silico and human selection. We
use a multi-objective optimisation (MOQ) approach, through
which a population of design alternatives is evolved using
representations of the design intentions as ‘objectives’. This
model differs from typical MOO implementations used in ar-
chitectural design, in that measures for the evaluation of non
performance-based attributes are introduced, in order to re-
flect design intentions more accurately. By making the de-
signer part of the evaluation, an intuitive component is added
to the evolutionary process. This contributes to the produc-
tion of a more diverse design search space, which increases
the probability of finding unexpected alternatives to address
the intentions being sought. The model is implemented us-
ing the Python programming language in Grasshopper for
Rhinoceros 5.0.
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3.1 Representation

In order to represent design alternatives, we use networks of
spatial units. These units are arranged in a 3D grid of size
(x,y,z), where x, y and z are the number of spatial units in each
direction. Design alternatives are defined by the topology of
the network, determined by which partitions of the grid are
active or inactive.

We use a binary string (genotype) to represent each alterna-
tive. The length of the string is determined as [z X y x (2 +
D]+ x(y+1)xz]+[(x+1) xy x z]. Each bit of the
binary string corresponds to one subdivision of the grid, and
its value (0 or 7) determines if that subdivision is inactive or
active.

The graphic expression (phenotype) for each spatial configu-
ration is generated by mapping the binary string on to a 3D
grid, as shown in figure 1 (a), where the position and ori-
entation of a subdivision is determined by its position in the
binary string. This produces a 3D diagram of the spatial con-
figuration being represented. Finally, as it is shown in figure
1 (b), we use connectivity graphs, derived from the spatial
diagram, as an alternative expression of the phenotype. In
the graph, each node corresponds to the centre of one cell of
the grid, and the connections to neighbouring nodes are de-
termined by the presence of subdivisions between them. It is
important to note that we use a 3D version of the von Neuman
neighbourhood, where each node has neighbours to the north,
east, south, west, up and down (6 neighbours in total).

3.2 Evaluation criteria

Performance-based attributes, such as structural robustness,
exposure to sunlight and ventilation, just to name some,
have known methods for measurement associated with them.
‘Good’ performance refers to the desire of obtaining either a
high or a low value when measuring these attributes, which
makes the translation into objectives straight forward. How-
ever, when dealing with qualitative intentions (e.g. ‘conti-
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Figure 1. An example of a randomly generated individual of size (4,3,2)
represented as spatial diagram (a) and as a graph (b).



nuity of the space’, regularity, or other spatial characteris-
tics that can’t be measured with a specific number), defining
a ‘good’ result becomes a challenge, and the use of differ-
ent methods for evaluation will produce different design out-
comes.

In a traditional design process, the translation of design in-
tentions into form is done based on the knowledge and/or in-
tuition of the designer. Conversely, when performing fully
computerised form generation, the results rely on the crite-
ria being used to evaluate the design alternatives. Therefore,
the accuracy with which these criteria represent design inten-
tions becomes a crucial issue to obtain outcomes that satisfy
the initial intentions.

Computing the ‘quality’ of individuals requires of methods to
evaluate them. For this purpose, what we call ‘design inten-
tions’ have to be translated into ‘objectives’ that the computer
can classify and compare. In other words, it is necessary to
quantify design intentions. Here, we combine a performance-
based measure, with a more abstract one, allowing us to ex-
periment in a scenario where the design is feasible, but it has
a certain qualitative spatial character.

We selected spatial continuity and structural feasibility as
evaluation criteria. Considering that continuity is understood
as a space with the least possible number of subdivisions,
and structural feasibility can only be achieved as result of the
presence of vertical elements that carry loads to the ground,
these attributes can be considered as conflicting.

It is important to note that the selected objectives are not the
primary focus of this study. Spatial continuity and structural
feasibility were used because they are easy to implement and
understand, which make them suitable examples for the proof
of concept for our approach.

Spatial continuity represents the possibility of accessing ev-
ery single spatial module in a design alternative, from every
neighbouring spatial module, by foot, as illustrated in figure
2.

Continuity is measured based on degree distribution —the
number of connections for each node in a graph, using equa-
tion 1.

¢=Sm=lTn (1)
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Figure 2. Three examples of spatial continuity: a) the gray horizontal par-
tition has full connectivity, since it can be accessed from all its neighbours,
b) the gray horizontal partition has a connectivity of 0.75, since one neigh-
bour can’t be directly accessed from it. Finally, in c) the the gray horizontal
partition has a connectivity of 0.5.

Where w is the number of horizontal subdivisions that are
active, d,, is the ratio of the degree distribution of a node n
over its maximum possible degree distribution (looking only
at horizontal connections), and W is the maximum number
of horizontal subdivisions for a configuration. The resulting ¢
is a ratio, where 1 represents full continuity and 0 represents
no continuity at all.

As an example, the highest score for continuity would be a
configuration where all the horizontal subdivisions are active
and all the vertical ones (except for the perimeter ones) are
inactive.

Structural feasibility is defined as the ratio of ‘complete pil-
lars’ in a design alternative, over the number of potential pil-
lars. A pillar is defined as continuous vertical line, located
on the points where vertical subdivisions meet (as indicated
in red on figure 3(a)), that span from the base to the top of
the grid, as shown in figure 3(b). This is calculated using an
algorithm that iterates through the intersections of the grid,
from bottom to top, counting active vertical subdivisions.

3.3 Algorithm

Our model has to be capable of generating design alterna-
tives, as well as evaluating and sorting them based on non-
weighted, and often in conflict, design intentions. We use a
modeified version of NSGA-II [10]: a population-based, eli-
tist genetic algorithm that uses non-dominated sorting. The
sorting process is based on the concept of dominance. An in-
dividual dominates another when it performs at least equally
well on every evaluation criteria, and outperforms it in at least
one. The group of non-dominated individuals is called Pareto
front (see figure 5).

In a typical NSGA-II implementation the process starts with
the generation of a population. This population is then evalu-
ated and sorted based on performance. The ‘best’ individuals
are kept as an ‘elite population’, which helps to maintain the
quality of individuals in future generations. In parallel, a mat-
ing pool is generated, as a method to generate diversity. Sub-
sequently, the mating pool is modified, typically using stan-
dard evolutionary operations (e.g. cross-over and mutation),
to produce new individuals. This ‘offspring’ population is
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Figure 3. a) In red, all the possible pillars (one on each intersection of the
xy plane of the grid) are illustrated for a 3x3x3 grid. b) The configuration of
one pillar that bears load from top to bottom is illustrated.
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Figure 4. A diagram of the modified NSGA-II algorithm being used.

added to the elite group to conform the new population, which
is re-evaluated. This represents the completion of one gener-
ation. At this point an exit condition check is performed, in
order to determine if the process has to stop and show results,
or if it has to continue.

In our implementation, each individual in the population rep-
resents a design alternative. As it is shown in figure 4, we
start by generating a population of size n, where the individu-
als are randomly produced. This population is then evaluated
using the criteria described in section 3.2. As elite population
we select n/4 individuals. The mating pool, of size 3 x n/4
individuals, populated using a dominance-based tournament
system: two random individuals are selected from the overall
population and are made to compete against each other. The
winner is picked based on dominance. For the modification of
the mating pool we use standard two-point cross-over, as well
as mutation (bit flip), with a rate of 5%. Then, the full pop-
ulation is reassembled and re-evaluated. Up until this point,
the implementation of our model works as a typical NSGA-
II, which should work well for problems based on straight
optimisation.

However, given the ‘wicked’ nature of architectural design,
even if all the non dominated solutions are equally valid from
an optimisation perspective —‘good’ solutions—, it may hap-
pen that some alternatives are better suited to accommodate
the intentions of the designer, due to features that escape the
evaluation criteria. Similarly, it is likely that some of the
dominated alternatives present valuable attributes that are not
captured by the evaluation criteria. This is why, as shown in
the dashed line box in figure 4, we introduce an interactive
evaluation stage, which could be considered as an intuitive
evolutionary operator. After the model has performed auto-
mated optimisation for a number of generations (defined by
the user), a set of design alternatives are selected, using a
k-means clustering algorithm [6], and displayed in an inter-
active interface, as illustrated in figure 6: The top row shows
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Figure 5. Scatter plot of a population, after being evaluated and sorted. The
vertical axis represents structural feasibility and the horizontal axis repre-
sents spatial continuity, as defined in section 3.2. Each dot represents one in-
dividual. The red line shows the non-dominated front. In the circles, graphic
representations of the design alternatives in the non-dominated front are il-
lustrated.

individuals from the Pareto front (i.e. the individuals on the
red line in figure 5), and the bottom row shows selected dom-
inated individuals. By using k-means clustering, it becomes
possible to represent different parts of the design space. The
user is then prompted to select individuals from the pool of
alternatives. The selection is used to seed the initial popula-
tion of the following cycle, which is supplemented with ran-
domly generated individuals, in order to reach the required
population size. This mechanism ensures that some features
that might end up disappearing in a typical optimisation pro-
cess can be maintained if they appear to be important from
a design perspective. The user can repeat the process until
satisfied with the generated results.

3.4 Experiments

A series of experiments were conducted in order to test the
capabilities of the proposed model. We specifically focused
on the generation of diversity and the characteristics of the
design alternatives being produced, in relationship to the de-
sign intentions being used to drive the evolutionary process.

Methods

The experiments were run using design alternatives (individ-
uals) of size (4,3,2), as shown in figure 1. We use a popula-
tion of 50 individuals, and the evaluation criteria defined in
section 3.2 to run our algorithm for 150 generations.

Two implementations of the algorithm were tested: The first
one corresponds to a fully automated NSGA-II algorithm, the
second one is the interactive version presented in section 3.3
(see figure 4). The interactive experiments were run in 10
cycles of 15 generations each. At the end of each cycle, the
user was prompted to select design alternatives to seed the
following generation.

Results and discussion
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Figure 6. Graphic interface allows designers to interact by selecting alternatives to seed the initial population of the following evolutionary cycle. The top row
displays Pareto optimal alternatives. The bottom row displays dominated alternatives, selected using k-means clustering (where & is the number of clusters being
represented). The user is prompted to select those alternatives that present features that have to be preserved as the the design process evolves.

Through these experiments we have demonstrated that the
implementation of our model is capable of generating and
evolving design alternatives, using design intentions, pro-
vided by the user, as evaluation criteria. By doing this in-
teractively, designers are enabled to introduce their experi-
ence, knowledge and intuition into an otherwise fully au-
tomated optimisation-based digital morphogenesis process,
which could help to promote features in the design alterna-
tives that may otherwise end up lost or never discovered.

We argue that an interactive digital morphogenesis process
could outperform a fully automated morphogenetic model in
terms of their capability to generate a diverse design space
for designers to search through, increasing the probability
of finding unforeseen ways of addressing design intentions
through physical artefacts.

In order to measure this improvements, we plot the trajecto-
ries of the Pareto fronts for a fully automated process (figure
7(a)) and an an interactive one (figure 7(b)). Every Pareto
front corresponds to a cycle of 15 generations.

In figure 7(a) it can be observed that the distance between
the fronts is larger than in figure 7(b), and the values seem
to be closer to reaching the maximum of the spectrum. This
means that the automated process is faster in producing alter-
natives close to optimal alternatives. However, the interactive
process shows more, and better distributed individuals along
each front, which illustrates its capacity to produce a more di-
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verse search space. Moreover, the automated process shows
that after six cycles of 15 generations, the number of alterna-
tives being produced is low, which could be interpreted as the
system finding a good-enough set of solutions, and settling
on it.

4 CONCLUSION

In this paper we have introduced a proof of concept for a
model capable of evolving diverse spatial configurations by
defining abstract design intentions, rather than trying to opti-
mise performance based attributes. The overarching aim was
to investigate ways in which digital tools for the generation
of form can help designers’ creativity. By implementing a
platform where design alternatives are generated based on ob-
jective and subjective attributes, and displayed side by side,
the trade-offs implicit in the design process are made explicit,
enabling designers to make better informed decisions.

The approach presented in this paper provides a robust plat-
form for the production of diversity in digital morphogenesis.
This is seen as a strength, since it increases the probability
of unveiling unexpected, or novel means to take care of par-
ticular design intentions. It can be argued that by incorporat-
ing the user as a decision maker in the evolutionary process,
we are able to extend the capabilities of traditional evolution-
ary operators (mutation, crossover, etc.), enabling designers
to steer the trajectory of the search process, hence opening
the possibility for exploration and experimentation.
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Figure 7. (a) Plot of Pareto fronts generated every 15 generations for a fully automated run of the model. It is interesting to note that, even if the model seems
to be very efficient, it tends to converge towards a low number of solutions. (b) Plot of Pareto fronts generated every 15 generations for an interactive run of the
model. Each iteration was generated after the user seeded the population. In this case the model seems to be less efficient than in (a). However, the diversity
being produced is higher, which increases the probability of finding a relevant solution

It is important to note that the model presented in this paper is
not intended as a tool to provide complete design ‘solutions’.
It is aimed to help designers in the conceptual —creative stage
of the design process, by expanding design space. Methods
to numerically understand the characteristics of the spaces
being produced have been introduced in the form of evalu-
ation functions. However, it is not guaranteed that the results
provided using these methods will satisfy the actual inten-
tions. The ambiguous nature of incorporeal design intentions
makes capturing their complexity very difficult, which limits
the possibility of computing their quality using optimisation
techniques.

We foresee many opportunities to build on top of the work
presented in this paper. One avenue to explore is the de-
velopment of methods to translate abstract design intentions
into relevant evaluation criteria, in order to improve the qual-
ity of the alternatives being produced. A second avenue that
could be interesting to explore is to making an implementa-
tion of our model, in the form of a plugin for Grasshopper in
Rhinoceros 5.0, available for the design community to use in
different contexts (currently work in progress).
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ABSTRACT

This paper considers which black-box optimization
methods are most appropriate for building energy
optimization by revisiting a seminal work concerned with
this question. We benchmark three categories of black-box
optimization methods—(1) direct search, (2) metaheuristics
and (3) model-based methods—on three building energy
optimization problems. Considering speed of convergence
and stability, we find well-performing methods from all
categories, but the widely popular genetic algorithm
performs poorly. We also extensively analyze the fitness
landscape of one of the three problems. To understand why
algorithms fail or succeed, we relate this analysis to the
methods’ performance. Our results show that the sweeping
generalizations on the appropriateness of metaheuristics,
and especially genetic algorithms, for building energy
optimization require critical scrutiny, while other types of
algorithms deserve increased interest in this field.
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1 INTRODUCTION

To find energy-efficient building designs, building energy
simulation is increasingly combined with black-box
optimization methods. This paper considers which black-
box optimization methods are most appropriate for building
energy optimization (BEO) by revisiting a seminal work
[23] concerned with the same question. Specifically, we ask
if genetic algorithms—the most popular algorithm in BEO
[5], [15]—should really be the preferred choice.

Black-box (i.e., derivative-free) optimization methods [3,
25] require no knowledge about the mathematical
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formulation of an optimization problem, but only consider
the problem inputs (variables) and output (cost). The
relationship between variables and cost defines a cost
function whose range is often referred to as a fitness
landscape. In BEO, one usually calculates the cost function
with a simulation program such as EnergyPlus.

An important criterion for black-box optimization methods
is whether they are local or global. While local methods
work best on unimodal fitness landscapes with a single
optimum, global methods apply to multimodal problems
with multiple optima. The local optima of multimodal
problems, which are optimal only relative to a region of the
fitness landscape, easily trap local methods. Global
methods avoid this entrapment by balancing (global)
exploration, which surveys the overall form of the fitness
landscape, with (local) exploitation, which finds good
solution in promising regions of the landscape.

This study evaluates the performance of optimization
methods currently available for Grasshopper—a popular
parametric modelling software among architects with links
to various simulators—for solving BEO problems. We
consider three categories of black-box optimization
methods: direct Search, metaheuristics and model-based
methods.

1.1 Direct Search

Direct search methods are deterministic and sequential. The
mathematical optimization community prefers them over
metaheuristics due to their proven convergence properties
[3] and generally superior performance on (convex, non-
convex, smooth and non-smooth) benchmark problems
[19]. There are local and global direct search methods.

1.2 Metaheuristics

Metaheuristics [26] often lack proven convergence
properties and often draw their motivation from physical
and biological phenomena. While many mathematicians
view them as methods “of last resort” [3], according to the
BEO literature, metaheuristics are preferable to direct



search methods. The BEO literature supposes that fitness
landscapes in BEO are non-convex, non-smooth and
discontinuous [23], and that, due to their stochastic and
population-based characteristics, metaheuristics tackle such
discontinuous fitness landscape more easily and without
getting trapped by local optima[1], [11].

Such arguments are pervasive [5], [14], [15] and next to
ease of implementation and availability explain the
popularity of metaheuristics. This popularity also applies to
structural design optimization and leads [7] to suggest that
“evolutionary algorithms may be overused, specifically for
continuous problems”. In BEO, the rare comparisons
between direct search and metaheuristic methods usually
feature dated direct search methods like Hooke-Jeeves or
Simplex [15].

1.3 Model-based Methods

Global model-based methods are a younger category of
algorithms. They use machine-learning methods such as
Neural Networks, Support Vector Machines and Radial
Basis Functions (RBF) to approximate the unknown fitness
landscape [12]. The surrogate model replaces or
supplements time-intensive simulations since, although less
accurate, it is much faster to evaluate. To determine a
promising solution to simulate next, the algorithm searches
the model deterministically, randomly or with a
metaheuristic. The model is then updated with information
gained from the simulation.

Model-based algorithms are seldom used for sustainable
building design, although Wortmann and Nannicini present
promising benchmark results for daylight optimization [25].

Local model-based methods—also known as Trust Region
methods [3]—also employ a surrogate model. However,
they construct only partial and comparatively simple
models. Accordingly, trust region methods work best for
convex fitness landscapes without multiple optima.

2 METHODOLOGY

This section discusses the considered black-box
optimization algorithms, the problems from energy
simulation and our benchmarking methodology and criteria.

2.1 Black-Box Optimization Algorithms

We compare the performance of nine black-box algorithms,
all of which are available for Grasshopper. For the global
model-based algorithm, we test two types of surrogate
model. Algorithms where no reference is given are covered
in [26].

Direct Search Algorithms

SUBPLEX [20] hybridizes two local direct search
algorithms. It aims to improve the performance of the
Nelder-Mead Simplex algorithm—one of the algorithms
tested in [23]—by decomposing the fitness landscape into
smaller regions (i.e., subspaces). It searches individual
regions with the Simplex algorithm and moves from one
region to a better one with line search. Line search
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algorithms [3] iteratively select a direction to move to and
search for a better solution in that direction.

DIRECT [9] is a global method that considers the whole
fitness landscape. It recursively subdivides this landscape
into multidimensional hyperrectangles. The algorithm
estimates the potential of each rectangle to contain an
improved solution and subdivides the most promising one.
The result is a grid of solutions that is coarse in
unpromising regions and fine in promising ones. DIRECT
is rarely applied to building performance optimization, but
has shown good performance for structural and daylighting
optimization problems [25].

We test the implementations of SUBPLEX and DIRECT
from the NLopt library[8], which is linked to Grasshopper
via the free Goat plug-in.

Metaheuristic Algorithms

We consider three “classic” metaheuristics algorithms—a
genetic algorithm, particle swarm optimization and
simulated annealing—and CRS2, a method which falls in-
between direct search and metaheuristics.

Genetic algorithms evolve a population of good solutions
through genetics-inspired operations. Crossover and
recombination of individual solutions allow large jumps
across the fitness landscape that help to avoid entrapment
by local optima, while mutation facilitates gradual changes.
Selection ensures the convergence of the population
towards a group of good, often very similar, solutions.

Schooling behaviors exhibited by, for example, birds and
fish inspired particle swarm optimization (PSO). The
swarm’s particles represent a population of solutions. A
particle moves towards a direction weighted randomly
between the best solution encountered by itself and the best
solution overall. In this way, the swarm converges
gradually in a good region of the landscape, while a broad
initial distribution of particles insures against entrapment by
local optima.

Simulated annealing (SA) considers only a single solution.
Mimicking the movement of an atom in a cooling metal, the
solution initially changes more randomly—there is a chance
that the solution will get worse—and becomes more
stable—only accepting improved solutions—as the
“temperature” drops. In other words, this method gradually
shifts from exploration to exploitation.

Controlled random search (CRS2) shares similar features
with a Nelder-Mead Simplex and is a metaheuristic
algorithm in the sense that it heuristically improves a
randomly generated population of solutions [10].

We test implementations of a GA and SA that are included
in Galapagos, the PSO implementation in Silvereye [2] and
the implementation of CRS2 in NLopt linked to by Goat.
Galapagos is distributed with Grasshopper, while Silvereye
is a free, third-party plug-ins.



Model-based Algorithms

COBYLA [17] and BOBYQA [18] are local, trust region
algorithms. COBYLA uses a lincar and BOBYQA a
quadratic model.

We test a global model-based method that interpolates the
surrogate model with Radial Basis Functions [6] and a GA
to search it. These functions allow different interpolations,
of which we test thin-plate spline (RBFtps) and cubic
(RBFc), the two best-performing interpolations in [4].

We test the implementation in the open-source RBFOpt
library [4], which is linked to Grasshopper via Opossum, a
free Grasshopper plug-in.

2.2 Building Energy Optimization Problems

We apply the nine optimization algorithms to three building
energy design problems using the building energy simulation
(BES) program EnergyPlus V8-5-0 linked to Grasshopper via
a custom script.

Figure 1. Office buildings used in the numerical experiments: (a)
problem 1, (b) problem 2 and 3. Image from: [23]

Problem 1 is a simple office building with four decision
variables: building orientation « in [°], window width for the
West and East facade wy and wg in [m], and the shading
device transmittance 7. Problem 2 is a more detailed office
building, where the decision variables control the window
width and heights for the North, West, East and South facade
(Wx, Wi, Wi, Ws), the depth of the window overhangs in West,
East and South (oy, os, 0g), the setpoint of the shading
devices in [W/m?] at the North, East and South fagade (sy, sg,
ss), the setpoint for the zone air temperature for night cooling
during summer and winter in [°C] (7,, T;), and the cooling
design supply air temperature used for the HVAC system
sizing in [°C] (7). Problem 3 is identical to Problem 2 with
the only difference being the use of discrete variables.

We test problem 1 with Seattle, problem 2 with Houston and
problem 3 with Chicago weather. The building models for all
problems are shown in Figure 1. Table 1 summarizes the
variables, their bounds and their discretization step sizes
(form Problem 3). The optimization aims to identify variable
values that minimize the annual energy consumption in
kWh/m?a for heating, cooling and lighting of the office
spaces (i.e., the cost value).
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The BEO problems used here originate from a seminal work
by Wetter and Wright [23] where a thorough description of
the problems including cost functions can be obtained. In our
study, we use a different EnergyPlus version than in [23]. We
obtained the original files from the authors and used the
official EnergyPlus file updater for transitioning to the
current version. The weather files are identical to the original
study.

In [23], the authors conclude that the hybrid PSO/Hook-
Jeeves algorithm finds the best solutions and the simple GA
offers faster convergence (i.e. less time-intensive simulations
to be run) at a slight decrease in solution quality.

Variable symbols Ib ub s
Simple -180 180 -
model Wy, Wi 0.1 5.9 -
T 0.2 0.8 -
Wy Wi, O 0 1 0.05
Ws, Os 0 1 0.05
Detailed Wg, OF 0 1 0.05
model Sws Spy Ss 100 600 25
T, T; 20 25 0.25
T, 23 18 0.25

Table 1. Variable symbols, lower bound /b, upper bound ub and
step size s

2.3 Benchmarking

Following [23], we run Problem 1 for 300 function
evaluations (simulations) and Problems 2 and 3 for 500. On
an Intel Core i7 6700K CPU with 4.0 GHz, one simple
simulation takes about 3 seconds and one detailed simulation
about 5 seconds.

Algorithm Parameters

We use default parameters for all algorithms. Although the
performance of optimization algorithms, and especially of
metaheuristics, can vary greatly with different parameters,
finding the best parameters for a specific problem can require
many more function evaluations than the actual optimization
process itself.Comparing algorithms in this manner reflects a
practical situation where little is known about the
optimization problem and time constraints limit the number
of function evaluations.

The large performance differences between the optimization
algorithms presented here suggest that, rather than spending
an evaluation budget on tuning an algorithm to a specific
problem, one should try two or three different algorithms.
Note that the arguments for applying metaheuristics outlined
in section 1.2 do not depend on specific parameters.

Performance Criteria

We assess the algorithms’ performance with two criteria:
speed of convergence and stability, i.e. quality and reliability.
We measure speed of convergence as the best solution found
relative to the number of function evaluations—with the
computational overhead for the optimization algorithms
considered negligible—and stability as the standard deviation
of the results from ten optimizations runs per algorithm.



DIRECT is the most stable algorithm since it is fully
deterministic. COBYLA and BOBYQA also are
deterministic, but require a starting solution that we assigned
randomly.

3 BENCHMARK RESULTS
This section presents the benchmarking results for Problems
1,2 and 3 from section 2.2.

3.1 Problem 1

After 300 evaluations of the continuous Problem 1,
DIRECT, RBFtps and PSO find mean solutions at 133.0
kWh/m’a, with SA and RBFc 0.1 and CRS 0.2 kWh/m’a
removed (Figure 2). DIRECT, RBFtps and RBFc exhibit
early convergence, with PSO and SA catching up at around
150 evaluations. Generally, these better converging
algorithms also display high stability; of the six best-
performing algorithms PSO exhibited the largest variation
(0.3 kWh/m*a) and SA one outlier (Figure 3).
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Figure 2. Problem 1: Mean minimum energy consumption from ten
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Figure 3. Problem 1: Boxplot of minimum energy consumption
after 300 function evaluations from ten runs.

3.2 Problem 2

After 500 evaluations of the continuous Problem 2, Subplex
finds the best mean solution at 141.3 kWh/m’a, with
DIRECT and SA 0.3, and RBFc and RBDtps 0.5 kWh/m’a
removed (Figure 4). For the first 200 evaluation, Subplex
exhibits the slowest speed of convergence and RBFc and
RBDtps the fastest, after which Subplex rapidly improves.
Except one dramatic outlier by SA, the better converging
algorithms display high stability (Figure 4).
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3.3 Problem 3

After 500 evaluations of the discrete problem 3, SA finds a
solution at 136.0 kWh/m’a, with DIRECT and RBFc 0.2
and PSO 0.3 kWh/m?a removed (Figure 6). Initially, RBFc
displays the fastest convergence; it is overtaken by SA at
around evaluation 150. Problem 3 reveals a large (0.8
kWh/m’a) difference between RBFc and RBFtps—
probably due to the discretization—which otherwise
perform very similarly. Except small outliers by RBFc and
PSO, the better converging algorithms display high stability
(Figure 7).
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4 FITNESS LANDSCAPE ANALYSIS
Using a variety of methods, this section presents a detailed
analysis of the fitness landscape for problem 2.
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4.1 Sensitivity Analysis

We apply the Sobol method, a variance-based sensitivity
analysis technique, in order to quantify the amount of
variance in the cost value f(x) that can be attributed to
changing variable values x. The first first-order effect S;
indicates the variance in f(x) caused by varying only a
single variable x;, whereas the total effects Sy; indicate the
variance in f(x) caused by a variable x; if all other variables
are varied as well. Hence, S7; shows the higher-order effects
of a variable, i.e. if it interacts with other variables [21].
Both indicators give crucial information about the fitness
landscape, as it reveals the most sensitive decision variables
in the optimization. For computing S; and S7; we generate a
Sobol (also called LPr) sequence, which is a pseudo-
random sequence to uniformly distribute samples in a
multidimensional hypervolume. The Sobol method is an
important technique in BES uncertainty research [13], [22].

S; and Sy; for the n = 13 variables x; € {wy, wy, o, Ws, 05,
Wg, Og Sw, Sg Ss, L., T, T;} of problem 2 are shown in
Figure 8, using a LPr sequence of m = (n + 2) * 1000 =
15.000 samples. It is striking that only two variables (7, and
T,) significantly contribute to the cost f{x), while all other
variables appear to be negligible. It is worth noting,
however, that the total effects S;; of T, and T, are
substantially higher than their first-order effects, indicating
a strong interaction between other variables.
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Figure 8. First-order (S;) and total effects (S7;) from the Sobol
method for problem 2.

4.2 Uni- and Bivariate Correlation

We correlate the m samples from the LPr sequence of
problem 2 to study the relation of each variable x; to the
cost f{x). In the previous section, we identify two major
variables, while other variables appear negligible. This
impression is confirmed in our correlation plots in Figure 9,
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where we show the univariate correlation between variables
wy, T, and T, over f{x) on the right side of the figure.
Variable wy is representative for all other variables (other
than 7, and T,), i.e. they show a similar pattern. From the
univariate correlations, clear patterns can be recognized for
T, and T, while this is less the case for the remaining
variables (represented by wy).

On the left in Figure 9 we show a bivariate correlation of T
and T, over f(x). Each dot is a sample from the LPr
sequence, i.e. x/mJ. We overlay a thin plate spline
interpolation surface using the Matlab curve fitting toolbox.
The importance of the two variables 7; and T, becomes
especially clear this way, as it shows their joint relation in
affecting f(x). Computing the residuals of the samples in
relation to the interpolation surface reveals a range between
+20 and -10 kWh/m?a. In other words, by solely controlling
T, and T,, f(x) varies between ~400 and ~150 kWh/m?a; by
controlling the remaining variables, f(x) can be further
varied in the range of +20 and -10 kWh/m?a. These last 10
kWh/m?a reduction form the true challenge to be addressed
by the optimization algorithms, as indicated in section 3.

fx)

e 0 Ttl 1
Figure 9. Problem 2. Left: Bivariate correlation between two most
sensitive variables 7, and 7, and cost f(x). Right: Correlation
between variables wy, T, and T, and cost f{x).

4.3 Fitness Distance Correlation

Fitness Distance Correlation (FDC) aims to correlate the
cost value of a solution and its normalized Euclidean
distance in terms of variable space to the global optimum
[16]. One of the practical challenges is knowledge about the
global optimum x*. As a best possible guess, we assume
that our global optimum is the best-found solution of all
function evaluations from the LPr sequence and from all
conducted optimization runs. Despite the large sample sizes
(15.000 for problem 2) of LPt sequences, the best solutions
found by optimization algorithms—which typically use a
far smaller number of function evaluations (here 500)—are
almost always better than the best solutions found by
sampling. This efficiency is a strong argument for the need
for black-box optimization methods to search design
spaces.

While the FDC value indicates how consistently an
algorithm is searching the variable space towards the global



optimum, plotting the distribution of cost f{x) over distance
provides insights into the structure of the problem and the
behavior of an algorithm.

In Figure 10 we show the FDC plot for problem 2, using the
samples generated by the LPr sequences. The global
optimum lies at 0 on the distance axis. The cost value of the
optimum is given in the plot as f{x*). Furthermore, the best
and worst solutions of the LPt sequences in terms of cost
value (f(x/m]), and f(x[m]),..) and distance (d/m],;, and
d[m] ..) are given in the plot. The pattern of problem 2 is
highly scattered and does not show any clear lower and
upper bounds. It becomes apparent how rugged and non-
smooth the problem landscape is: solutions with similar
cost might vary significantly in terms of distance and
getting closer to the variables of the best solution might not
necessarily improve cost.
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Figure 10. FDC plot of LPt sequences for problem 2.

Figure 11 shows FDC plots for all algorithms and all runs
for problem 2. Similar to the convergence graphs, the axes
are clipped at 150 kWh/m?a and distance 1.5, since most of
the search is conducted in this region. The plots also
indicate the FDC values, lowest cost (fini,) and mean
lowest cost of all runs (f5g0).

The fast convergence of RBFtps and RBFc discussed in
section 3 can also be observed here. They invest most of the
evaluations to successively reduce the distance towards the
best-known value. All runs seem to have a similar search
track so that individual runs cannot be identified—proof of
the algorithms’ stability. PSO shows a similar pattern to
RBF, but the search tends to get stuck in local optima. Each
run results in discernably different results, indicating a
lower stability of this algorithm.

CRS2 shows high randomness of the sample distribution
and no consistency in approaching the best-known value.
Similarly, GA also shows high randomness, albeit greater
convergence to specific regions. But it is unsuccessful in
approaching the best-known value and shows very low
stability between individual runs.

SA reaches cost values close to the best-known solution,
but is unable to approach this solution in terms of variable
space: the distance does not fall significantly below 0.5.
While individual search tracks can be seen in the
distribution of the samples, SA consistently approaches the
same cost value. DIRECT comes close to the best-known
value. Its division of the search space into hyperrectangles
can be recognized in the distribution of the samples.
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The local algorithms SUBPLEX, BOBYQA and COBYLA
are easily distinguished in the FDC plots. Individual runs
can be tracked by their search paths, especially with
BOBYQA. For COBYLA and BOBYQA, this
characteristic is fatal. Depending on their starting solutions,
they get trapped by local optima and can only refine them.
On the other hand, the division into sub-spaces by
SUBPLEX allows it to break out of local optima. In this
case, it even finds the best value, suggesting that local
search can be very effective when started in the right
region.
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Figure 11. FDC plots of all algorithms for problem 2. The best
solution found per run is highlighted as a white diamond shape.

4.4 Performance Map

Figure 12 is a “Performance Map” of Problem 2, that—Ilike
the FDC plots in Figure 11—visualizes the relationship
between variable values and cost. Here, the 13 variables are



mapped onto the plane by linearly combining variable
values with 13 radial coordinate axes: p = xyvq + -+
X, Vp, Where p denotes the point location on the plane, x is a
variable value, v is its corresponding radial vector, and 7 is
the number of decision variables. Cost is indicated as color
with a logarithmic scale. To create the figure, we map all
samples (from the optimization runs and the LPt sequence),
triangulate them and interpolate the colors using barycentric
coordinates. [24] covers this method in detail.

The map indicates clusters of very good (~141 kWh/m?a)
and good (~142 kWh/m?a) solutions. These clusters confirm
the problem’s multimodality. The location of the clusters in
the upper right quadrant of the figure—which is associated
with the variables for window size—suggests that better
solutions tend to have larger west and east windows and
smaller set-points for the shading devices and summer
cooling. These better solutions are interspersed with worse
ones, which reveals a high degree of discontinuity of the
fitness landscape with many local optima.

Figure 12. Performance Map of Problem 2. The map visualizes
the most relevant portion of the fitness landscape. The red dots
indicate solutions within 0.1% of the best solution.

5 CONCLUSIONS

In this benchmark, the best converging algorithms are a
global direct search method (DIRECT) on Problem 1, a
local global search method (SUBPLEX) on Problem 2 and
a metaheuristic (SA) on Problem 3. DIRECT and SA
converged fast on other problems as well, although SA is
less stable. The RBF algorithms performed slightly less
well overall. They excelled in early global exploration, but
struggled with exploiting promising local regions. On
problems 1 and 3, PSO did well and SUBPLEX struggled,
with the reverse being true for problem 2, making these
algorithms worth trying. BOBYQA, COBYLA, GA and
CRS2 exhibited impractically slow convergence and lower
stability than the other algorithms.

Based on the tested implementations, the GA is a poor
choice of default algorithm, with DIRECT or SA being
better candidates. For problems with a limited number of
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function  evaluations—for  example  time-intensive
daylighting simulations—we recommend RBFc. ([7] and
[25] present similar results for structural and daylighting
problems.) Since the performance of optimization
algorithms is problem-specific, we advise trying several
algorithms from different categories when possible.

Sensitivity analysis showed a large impact of two variables
for cost reduction and only a small impact by the remaining
variables. Nevertheless, their small contributions result in a
complex, non-smooth and rugged fitness landscape. This
complexity appears in the FDC plots (Figure 11) and
performance map (Figure 12). Awareness of a problem’s
structure helps to understand the performance of
optimization algorithms. In this example, algorithms that
smooth fitness landscapes (i.e. RBF) or avoid distraction by
local optima (i.e. SA, SUBPLEX and DIRECT)
successfully balance global exploration and local
exploitation.

The authors of [23] assume that local direct search
algorithms should perform better on the “rather smooth”
Problem 1 and metaheuristics should perform better on
Problem 2, because it has “discontinuities (...), which
makes optimization with descent algorithms difficult”. This
hypothesis has not been validated by our results, which do
not indicate a clear relationship between the category of
algorithm and its performance. Also, only local direct
search and no model-based methods were tested in [23].

Compared to [23], we cannot recommend the GA due to its
relatively poor performance in our benchmarks. While a
direct comparison to [23] cannot be made, mainly since we
use different implementations and settings, we can reopen
the issue of algorithm choice in the BEO community: The
sweeping generalizations one finds in the literature (such as
“Evolutionary algorithms are robust in exploring the search
space for a wide range of building optimization problems”
[1] or “Direct search methods can be very efficient if the
objective function doesn't have large discontinuities,
otherwise it can fail or get trapped in local minima” [14])
on the appropriateness of metaheuristics for multimodal
problems and the limitations of direct search deserve
critical scrutiny. In our tests, the GA (a metaheuristic)
struggled on all problems, while DIRECT (a direct search
method) and RBF (a model-based method) performed well.

One should thus hesitate to generalize the performance of
optimization algorithms and not be limited to only one
algorithm—or category of algorithm—for a design task,
since an algorithm’s success depends on the specifics of a
problem. The question when to choose which optimization
algorithm and with what parameters is of great relevance
for designers: There are many algorithms next to the GA
and other famous metaheuristics that deserve -close
attention.
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ABSTRACT

This paper describes a flexible workflow for generative de-
sign applied to architectural space planning. We describe this
workflow through an application for the design of a new of-
fice space. First, we describe a computational design model
that can create a variety of office layouts including locating
all necessary programs and people using a small set of input
parameters. We then describe six unique objectives that eval-
uate each layout based on architectural performance as well
as worker-specific preferences. Finally, we show the use of
a multi-objective genetic algorithm (MOGA) to search
through the high-dimensional space of all possible designs,
and describe several visualization tools that can help a de-
signer to navigate through this design space and choose good
designs. We conclude by discussing the future of such com-
putational workflows in design and architecture. Our hope is
that they go beyond basic automation to create an expanded
role for the human designer and a more dynamic and collab-
orative interaction between computer design software and
human designers in the future.
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Parametric modeling, simulation, genetic algorithms, multi-
objective optimization, evolutionary design, generative de-
sign, architecture

ACM Classification Keywords
1.6.5 SIMULATION AND MODELING - Model Develop-
ment

1 INTRODUCTION

Computers and computer-aided design (CAD) software have
had a dramatic impact on architectural practice since the
emergence of computers in academia in the 1950s, and espe-
cially since the introduction of personal computing in the
1980s. Although early researchers envisioned a wide-rang-
ing future interaction between computers and human design-
ers [10], the first computer tools to be widely adopted by ar-
chitectural designers were computerized versions of tradi-
tional drafting and rendering tools. While they allowed de-
signers to produce content much faster than with traditional
methods, they did not fundamentally change the process of
design.
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1.1 Parametric design

In the past decade, a new type of design software has
emerged which is fundamentally changing the way designers
use computers to develop and refine their designs. Known as
parametric design software, these tools allow the designer to
not only define a final geometric solution, but to describe the
entire system behind how a design is generated. Within this
larger system description, the designer can expose specific
parameters, or values that drive different variations of the de-
sign.

Although such a model takes more work initially to describe,
it offers the designer many advantages. First, the parametric
approach makes it easy to create variations and custom ad-
aptations of a design. Instead of manually creating multiple
versions for different applications, the designer can expose
the critical parameters that drive different variations and au-
tomatically generate different versions by changing those pa-
rameters. Second, a well-structured parametric model is
more adaptable to change in the future. Since it is defined by
a series of operations, the design can be easily adapted to
changing conditions instead of rebuilding the model from
scratch each time.

Most importantly, the parametric approach allows the de-
signer to think through design solutions in a deeper and more
dynamic way than possible with traditional methods. In a tra-
ditional approach, the designer studies the design problem,
internalizes all of its constraints and objectives, and then uses
their skill and experience to craft a single design solution, or
a handful at most. With the parametric approach, the con-
straints and goals of the design problem can be directly em-
bedded within the parametric model, which can then be used
to automatically generate a variety of solutions. Instead of
designing a single solution, the designer can now think of
designing a multi-dimensional ‘space’ of design. Each di-
mension of this design space represents one of the critical
parameters exposed by the parametric model, and each indi-
vidual design variation can be found somewhere within this
hyper-dimensional space.

1.2 Beyond parametric
While the parametric approach has broadened the possibili-
ties of design and pushed the boundaries of human-computer



interaction in the design process, the exploration of the de-
sign space is still limited by the abilities of the human de-
signer. Although some parameters may be set by the con-
straints found explicitly in the design problem, for the most
part the human designer must investigate different design op-
tions by manually varying individual parameters and evalu-
ating each option using their own criteria and intuition in a
way not much different than with traditional design methods.

The concept of generative design, as described in this paper,
addresses this limitation by tasking a computer with explor-
ing the design space semi-autonomously, and then reporting
back to the designer which options it considers promising for
further analysis. Because a computer can process infor-
mation much quicker than a human, such a system allows a
much deeper exploration of complex design spaces. Tradi-
tionally, such an approach has been used to optimize a given
model to achieve maximum possible performance based on
concrete objectives [8]. With a model of sufficient complex-
ity, however, a generative design system can also be used to
reveal interesting parts of the design space and discover
novel design solutions that would otherwise be hidden to the
human designer.

To take advantage of the possibilities of generative design,
the basic parametric model must be extended in two ways.
First, the model must include concrete metrics by which each
design option can be evaluated. Since the computer does not
have any inherent intuition about design, the human designer
must explicitly describe to the computer how to determine
which designs perform better than others. Second, the model
needs to be connected to a search algorithm that can control
the input parameters of the model, get feedback from the
metrics, and intelligently tune the parameters to find high
performing designs while also exploring the full possibilities
of the design space. One of the most promising of these al-
gorithms is the multi-objective genetic algorithm (MOGA),
which uses principles of evolution to create sequential gen-
erations of designs and evolve them to contain higher per-
forming designs over time [9].

The remainder of this paper describes our development of a
custom workflow for generative design specifically geared
towards architectural space planning, and our application of
this workflow to the design of a new office space.

2 RELATED WORK

The application of multi-objective optimization towards
solving complex mechanical design problems is well-known
in the field of engineering. Marler and Arora [8] provide a
good overview of various applications. However, being con-
strained to the goals of engineering problems, these applica-
tions are limited to using only structural performance as op-
timization criteria.

Liggett [7] provides a thorough historical overview of auto-
mated methods for space planning in architecture, including
the use of genetic search algorithms. Derix [2], Keough and
Benjamin [6], Chronis et al. [1] and Gerber et al. [3] have
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applied similar optimization methods to a variety of architec-
tural problems. However, their optimization criteria are sim-
ilarly constrained to well-known and easily simulated physi-
cal objectives such as structural and environmental perfor-
mance. In contrast, we propose a more flexible workflow that
can accommodate a diversity of optimization criteria, includ-
ing those dealing directly with how space is used and expe-
rienced at the occupant level

The quantification of spatial experience has also been ex-
plored by a variety of authors. Hillier, et al. [4] proposed a
variety of analytical tools for studying spatial configurations
which they called ‘space syntax’. Peponis, et al. [11] extend
this work by proposing a universal method for understanding
plan topology through linear representation. Turner, et al.
[12] propose a view-based ray tracing technique for under-
standing and analyzing spatial configurations. While the pro-
posed methods can help the designer derive quantitative data
about their designs, they are only offered as tools to aid a
traditional design process. In contrast, we extend these meth-
ods and show how they can be used as measures of spatial
performance to guide an automated optimization process.

3 METHODOLOGY

Our proposed workflow of generative design for architecture
is organized into four steps: (1) the design of a geometric
model which can create many design variations, (2) the de-
sign of a series of performance metrics which can be used to
measure the performance of a single design, (3) the explora-
tion of the model’s design space through a MOGA, and (4)
the investigation of the resulting design data through statisti-
cal analysis. Furthermore, we propose this method as only
one component within a broader design process. Thus, there
are several steps that must be taken both ‘before generative
design’ in order to establish a design concept to drive the ge-
ometric model and collect necessary data for the perfor-
mance metrics. Similarly, there are a variety of steps that
must be taken ‘after generative design’ in order to achieve
other criteria and develop the selected design solution to the
level of a final constructible design.

3.1 Before generative design

As with any architectural design project, the process begins
by studying the design problem, understanding its goals and
constraints, and formulating a vision and concept for the de-
sign. The vision of the project was to create a dynamic and
highly functional new office space for Autodesk in Toronto.
Some of the constraints included:

1. The outline of the three floors of an existing new build-
ing where the office would be located

The programmatic requirements, including specific
numbers of shared amenities such as meeting rooms

3. Occupation by up to 300 workers

Diversity of different departments, project teams, and
workstyles that the office needed to accommodate
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Figure 1. Description of specification of geometric model

Based on the vision of the project and these constraints (the
goals of the project were established in a subsequent step),
we developed an architectural concept around breaking up
the floorplan into a series of individual ‘neighborhoods’. In
this concept each neighborhood is a work-area for an indi-
vidual department or project team. The neighborhoods are
divided by shared amenity spaces, which are contained
within standalone rooms. These rooms create visual variation
within the office space as a whole, while providing a degree
of privacy and uniqueness to each neighborhood.

Once this basic concept was established, the design problem
became the arrangement of neighborhoods within the build-
ing floorplan, the location of shared amenity spaces, and the
assignment and placement of teams and individual workers
in the neighborhoods. In architecture, this type of problem is
known as space planning, and deals with the optimal ar-
rangement of programs and spaces within a fixed plan. Be-
cause there are so many possible variations, this type of prob-
lem is traditionally difficult to solve for a human designer,
and typically relies heavily on intuition and rules of thumb,
along with iterative design and testing of a large variety of
solutions before finally choosing the best one. Due to the
complexity of this problem, it was actually the subject of one
of the first applications of computing to architectural design
[5]. For us it was the perfect problem to test the possibilities
of the generative design process previously described.

Besides exploring many design options, another advantage
of the generative design approach is that we can evaluate de-
signs at a much higher level of detail than possible with tra-
ditional approaches, including evaluating some aspects of the
design which are often ignored or abstracted in typical space
planning projects. In this case we wanted to judge each de-
sign not only on global architectural goals such as maximiz-
ing the amount of light in the space, but also on local goals
having to do with the individual preferences of each of the
office’s future occupants.
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To get information about these preferences we distributed
surveys to all individuals and teams in the office, asking their
preferences in terms of which amenities they want to be close
to, which other teams or individuals they often work with,
and the office conditions they prefer. Based on this infor-
mation, we were ready to construct the generative design
model that could generate unique design solutions and eval-
uate each one based on specific performance metrics.

3.2 Geometric model

The first step was to create a geometric model that could de-
fine a set of neighborhoods within the two main floors of the
office building, position shared amenity zones between
neighborhoods, and then locate specific programs within the
amenity zones and individual workers within the neighbor-
hoods. To create each individual design, our geometric
model applies the following algorithm (see Figure 1):

Locate a seed point for every neighborhood

2. Draw neighborhood boundaries based on edges equi-
distant from the neighborhood seeds (similar to a voro-
noi diagram)

3. For each neighborhood, choose one of the edges along
which to place a shared amenity zone

4. Place shared programs within amenity zones based on
a greedy fill algorithm

5. Assign teams to neighborhoods, also based on a greedy
fill algorithm

6. Assign people to specific desks in neighborhood based
on list order.

To establish the neighborhood seeds, a linear spine is drawn
over the plan and the seeds are distributed evenly along this
spine. Then, each seed’s exact location is refined by two in-
dividual parameters — the first defines the distance to move
along the spine from the initial point, and the second defines



the distance to move away from the spine in the perpendicu-
lar direction. A third unique parameter chooses the edge
along which to place the amenity zone by specifying its nor-
malized distance along the neighborhood boundary. The
placement of individual amenity programs, teams, and indi-
viduals is not parameterized, but is instead directly deter-
mined according to the geometry of the neighborhood
boundaries.

With 15 neighborhoods controlled by 3 unique parameters
each, the model is completely described by 45 unique param-
eters. Currently, there are no theories or rules for how many
individual parameters a model should contain to ensure that
a robust search of the design space is both feasible and com-
plex enough to create a wide variety of design options. In
general, the current best practice is to make this number as
small as possible, while ensuring that each critical aspect of
the design is controlled by a unique, continuous variable.
The uniqueness of each parameter is important so that the
algorithm can directly control each aspect of the design in-
dependently while searching for the best combinations. The
continuity of each parameter is important because the algo-
rithm should be able to fine-tune the parameter settings by
predicting future results based on past experiences. If each
setting of a parameter yields completely different results, it
will be far more difficult for the algorithm to search through
the design space.

Finally, in order to take advantage of learning within the au-
tomated search process, the entire model needs to be com-
pletely deterministic, relying only on the input parameters
exposed to the algorithm to generate each design. No noise
or random parameters should be utilized in the geometric
model.

3.3 Design metrics

To allow the search algorithm to automatically measure the
performance of each design generated, we also defined a set
of unique goals, or metrics, which rate the relative perfor-
mance of each design along a set of criteria. These metrics
form the set of output values that the search algorithm can
use to evaluate how well each design option performs, and to
guide its search of the design space toward discovering
higher performing designs.

One apparent limitation of the generative design process is
that all performance criteria for a given design system must
be exposed to the search algorithm as a numeric quantity.
Thus, any performance metric that we want the algorithm to
consider must be both quantifiable and computable in a reli-
able and efficient way for all solutions within the design
space.

In engineering applications where similar optimization
workflows have been explored for a number of years, the
metrics are relatively straight forward. For example, the
strength of a structural component is easy to compute using
standard finite element analysis (FEA) software. An archi-
tectural design problem, however, often has many competing
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and complex goals, some of which are difficult if not impos-
sible to quantify such as beauty, fairness, quality of space,
elegance, and novelty. To deal with this potential difficulty,
we divide the set of all possible architectural performance
metrics into three groups:

e Those that can be easily quantified and calculated us-
ing existing tools (e.g. daylight analysis)

e Those that can theoretically be quantified but cannot be
computed using existing tools, for which new computa-
tion tools must be developed (e.g. employee work style
preference and activity hotspots)

e Those that cannot be quantified and must be addressed
through other means outside of generative design (e.g.
beauty)

While this classification addresses the current limitations of
the generative design workflow, the conclusion of this paper
outlines some ideas for future research that suggests machine
learning as a way to quantify and evaluate goals that are chal-
lenging to compute using direct calculation. In our case, our
analysis of the project goals along with discussions with the
managers and individual workers yielded six discrete design
metrics to evaluate each design (see Figure 2):

1. Adjacency preference, which measures the travel dis-
tance from each employee to their preferred neighbors
and amenities

Work style preference, which measures the suitability
of an assigned neighborhood’s daylight and distraction
measurements to the assigned team’s surveyed prefer-
ences

3. Buzz, which measures the amount and distribution of
high-activity zones

Productivity, which measures concentration levels at
individual desks based on sight lines to other desks and
other noise sources

5. Daylight, which measures the total amount of natural
daylight entering the space throughout the year.

Views to outside, which measures the ratio of work-
spaces with an unobstructed view to the exterior glass
facade

One of these — daylight — is well understood and can be cal-
culated using existing analysis tools. The other five were ei-
ther novel or highly specific to our design goals. For these
we developed our own custom analysis tools which we built
directly into the generative design model.

Each new design project potentially brings with it a unique
set of goals and performance requirements, which will never
be fully described in any given design software. Thus, part
of the responsibility of the designer in the generative design
workflow is to be able to use computational tools such as
parametric modeling and custom scripting to describe their



Figure 2. Design metrics (from left to right: adjacency preference, work style preference,
buzz, productivity, daylight, and views o outside)

unique design goals to the computer. Although this some-
times makes the design task more difficult, it also has the
potential to expand the role of the human designer while
opening up new opportunities for design though enhanced
human-computer interaction.

Along with the geometric model, the design metrics consti-
tute the second half of the full generative design model. This
model is a closed system that (1) takes in a discrete set of
input parameters, (2) creates a unique design solution based
on those parameters, (3) evaluates the design along a set of
unique metrics, and (4) outputs those metrics as a set of dis-
crete values. When this system is connected to a search algo-
rithm, it can be automatically explored for good design solu-
tions. However, although the algorithm can explore many
more designs than possible through traditional manual
means, it can only evaluate them based on the specified met-
rics output by the model. Thus it is crucial that the chosen
metrics sufficiently capture the priorities of the design prob-
lem, and accurately describe the relative performance of each
design according to those metrics.

3.4 Design evolution

Once we have defined the generative design model, we can
use a search algorithm to automatically explore the space of
possible designs and discover novel and high performing de-
sign options. A search algorithm is a subset of a general op-
timization algorithm, which is concerned with discovering
optimal settings of input parameters of a function which
maximizes the value of one or more outputs. Although many
search algorithms exist, the one of particular interest to us is
the multi-objective genetic algorithm (MOGA).

This algorithm generates designs in groups called genera-
tions. The first generation is composed of a set of initial de-
signs either randomly or evenly sampled from the design
space. Subsequent generations are then produced by either
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directly taking high performing designs from the previous
generation (a process called elitism), or randomly mixing the
parameters of two high performing designs to create a single
new design (a process called cross-breeding). Each new de-
sign’s input parameters may also be slightly modified before
it enters the population (a process called mutation). This pro-
cess is then repeated for multiple generations, either until the
target number of generations is reached, or performance fails
to improve for a certain number of generations. In this way,
a MOGA uses concepts found in natural evolution to gener-
ate new designs based on the input parameters (genome) of
previous high performing designs, thus gradually promoting
the best options (survival of the fittest) and ‘evolving’ higher
performing designs over time.

This type of algorithm has many advantages in the context of
generative design. As the name implies, the MOGA can op-
timize designs along any number of output metrics. Further-
more, the user does not need to prioritize or weight the indi-
vidual metrics beforehand. This is because the MOGA deter-
mines relative performance based on the idea of dominance
rather than the absolute difference in metric values. A design
is considered better performing than another if it dominates
or performs better in one or more of the metrics. Thus the
algorithm will continue to produce designs that are dominant
in as many of the metrics as possible, and the user can later
decide how to prioritize the metrics.

Another advantage of the MOGA is that it works stochasti-
cally by sampling designs from the design space, and trying
to learn optimal configurations of the input parameters
through experimentation. Other optimization algorithms
such as gradient descent rely on computing gradients for
each objective with respect to each input parameter. This is
not possible with most parametric design models, which are



Generation

Figure 3. Time plot showing lineages of designs through generations (color indicates design cluster)

defined by a large number of geometric functions, none of
which can be easily differentiated. Thus, such model can
only by optimized through a stochastic experimental process.

Finally, genetic algorithms have also been shown to be ex-
ceptionally good at finding the overall best performing de-
signs within a design space (the global optimum) while
avoiding locally high-performing areas that may not be the
best overall. By recombining high-performing designs from
different areas of the design space, and slightly mutating de-
signs over time, genetic algorithms can avoid local optimums
more effectively than simpler, more deterministic algorithms
such as gradient descent.

As with any optimization algorithm, the MOGA has hyper-
parameters that need to be set before beginning the search
process. These hyper-parameters have a significant impact
on how the algorithm behaves and thus are an important as-
pect of generating good results. However, these settings also
depend on the nature of the problem, so their tuning is often
a product of heuristics and previous experience. The MOGA
hyper-parameters include:

e The sampling method or the starting population
e  The size of the starting and subsequent populations

e  The termination criteria of the process (run for a set
number of generations, or continue until no new better
designs are found for a number of generations?)

e Cross-over rate, which dictates how many of a genera-
tion’s designs are created by combining two designs
from the previous generations

e  Mutation rate, which dictates the rate at which a de-
sign’s parameters are slightly modified before entering
the next generation

In our case, we used generations of 100 designs each and ran
the process for 100 generations creating 10,000 designs. The
starting population of 100 designs was generated by ran-
domly sampling from the design space. Through experimen-
tation we settled on settings of 95% for cross-over, and 0.2%
for mutation. The entire process ran over 5 days on a single
MacBook Pro with a 2.60GHz Intel Core i7 processor and 16
GB RAM.
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3.5 Data analysis

This process generated a data set containing 10,000 designs,
including the input values for each design and its score along
the six metrics. One approach at this stage would be to filter
the dataset by the metric scores and directly select a few
high-performing designs for further analysis. However, de-
pending on the complexity of the design problem such a se-
lection can be challenging for a number of reasons.

First, the various metrics might be directly competing with
each other, which means that there is actually no single best
design but a range of equally high performing designs along
the trade-off between competing metrics. For example, when
designing an industrial component there is typically a trade-
off between the part’s weight and its strength. In this case,
unless there is a specific weight or strength target, it would
be difficult to select a single ‘best’ design without first un-
derstanding how this trade-off works.

Second, as previously mentioned, the hyper-parameters of
the MOGA have a significant effect on how the search
works, and proper tuning of these settings depends on the
particularities of each generative design model (including
how many and what type of input parameters and output met-
rics are used). Thus, it is rarely enough to run only a single
search process, and it is helpful if the results of every search
are studied in depth to determine how the hyper-parameters
may be tuned for future runs.

Finally, one of the advantages of a learning-based process
such as MOGA is that it not only finds high-performing de-
signs but also performs the search in a structured, semi-intel-
ligent manner. By investigating the search process itself,
more can be learned about the nature of the problem as a
whole. In order to investigate this process and gain a deeper
understanding of the design space, we developed a series of
data analysis tools to aid the designer in exploring the dataset
of designs generated by the MOGA.

Inheritance analysis

In addition to the input and output data for each design, the
MOGA also outputs a history of how these designs were gen-
erated. Figure 3 shows a plot of this data, with each point



representing a design, and each column of points represent-
ing a generation of designs. Two colored lines entering a
point from the left indicates that the design was formed
through cross-breeding of those two designs. A thin black
line indicates that the design was carried over directly into
the next generation.

In this plot you can see an instance where a newly formed
design is high performing and thus is consistently carried
over into future generations (A), as well as a case where a
new design gets carried over one generation but then dies out,
likely due to the fact that it was not as high-performing as
others in its generation (B). Studying such plots helps us un-
derstand how the algorithm explored the design space, how
dominant design lineages are formed, and helps locate poten-
tial blind spots in the design space missed by the algorithm.

Input space analysis and clustering

To analyze how the sampled designs are distributed within
the design space, we can use principal component analysis
(PCA) to transform the 45-dimensional input space into a
new 45-dimensional space where the dimensions are now or-
dered according to the extent to which they describe the var-
iance in the data. Then we can use the first two PCA compo-
nents to create the best-possible two-dimensional projection
of the high-dimensional design space and see how the sam-
pled designs are organized within that space.

To further study the distribution of designs in the design
space we can cluster them based on Euclidean distance in the
full 45-dimensional design space using the K-means algo-
rithm (see Figure 4). Intuitively, this gives a representation
of different design typologies or strategies that share similar
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input parameters. Once we have assigned the clusters to each
design we can study how these design typologies relate to
performance in the output metrics. For example we can see
if certain design types perform better in some metrics than
others. Such tools can help us understand the design problem
in general and reveal potential design strategies, rather than
simply picking the single best design.

Metric space analysis

Once we have understood the distribution of designs in the
input space, we can study how the designs perform along the
six performance metrics. Since there are usually less output
metrics than input parameters, the space of outputs is not typ-
ically as high-dimensional as the input design space. Never-
theless, if there are more than 3 or 4 metrics it can be difficult
to represent the results on a single plot. Our typical approach
is to do a pairwise plot of all the output metrics to find com-
binations of metrics that have an interesting relationship or a
clear trade-off. We can then study the tradeoffs in greater de-
tail by plotting them against each other on a scatter plot (see
Figure 5).

Once we have studied the performance of the whole set of
designs, we can select a subset for further manual analysis.
As abaseline the MOGA will provide us with a set of designs
which are statistically dominant called the Pareto designs. To
narrow it down further we can look for designs that occur at
different points along the trade-offs, which can help us to see
the effect of those trade-offs on the design solution. We can
also use the cluster information generated earlier to identify
cases where similar performance was achieved by different
typologies of designs.

Figure 4. Plot showing clusiering m mpui design space
{color indicates design cluster)

Adjacency Preference

Figure 5. Plot showing radeoff between two objectives
(color indicates design cluster)



3.6 After generative design

Once a set of interesting designs is selected, they can be fur-
ther analyzed by the human designer, discussed with the
stakeholders, and developed into a final design. It is im-
portant to note that since the MOGA follows a stochastic pro-
cess based on sampling a limited number of designs from the
design space, the overall optimal design will not necessarily
be found through the search process. Furthermore, as dis-
cussed previously, not all aspects that are important to an ar-
chitectural design can necessarily be represented as a metric
in the generative design model. Some aspects, such as
beauty, cannot be quantified, and thus need to be considered
once the generative design process is complete.

Finally, most generative design models including the space-
planning model presented in this paper are fairly abstract and
oversimplified, providing only rough geometry, boundary,
and location information. After a basic space-planning strat-
egy is selected, there is still much refinement and design
work to be done, including selecting architectural materials
and designing connection details, to get it to the level of a
final constructible design.

Therefore, the process does not end with choosing one of the
designs found by the algorithm. Instead, a deep analysis of
various high performing designs and their trade-offs should
suggest potential design strategies that the designer can fur-
ther explore to achieve a final best design.

4 CONCLUSION

This paper described our development of a generative design
workflow for architecture, and our application of it for the
design of a new office space for Autodesk in Toronto.

Although the results of this investigation have been very en-
couraging, the process also has some limitations. Currently,
the placement of programs and individual people in the plan
depends on the neighborhood geometry, and thus cannot be
directly controlled by the MOGA. To get a better and more
targeted search we would need to develop methods to di-
rectly parameterize this placement and expose those param-
eters to the algorithm.

Another limitation is that the calculation of each design is
still relatively slow — about one minute for each design —
which limits the amount of exploration we can do. Automat-
ically analyzing 10,000 designs already dramatically im-
proves the capacity of a human designer, but is relatively
small considering it is sampled from a 45-dimensional design
space. Distributing the execution of designs within a single
generation over several computers in a network would allow
many more designs to be evaluated.

Finally, the workflow can be improved by integrating other
types of modelling, particularly machine learning, for quan-
tifying aspects of the designs that are difficult or impossible
to compute through direct calculation. This is particularly in-
teresting because it might allow the computer to develop
knowledge of various design factors such as comfort, beauty,
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or novelty that are crucial to good design but have tradition-
ally been difficult to relate to a computer.

As these types of workflows continue to develop in the fu-
ture, it is our hope that they not only allow designers to de-
velop high performing design options, but also help them un-
derstand their design problems better through a more collab-
orative human-machine design interaction. This will allow
us to move far beyond the basic automation of tasks evident
in early CAD tools, and leverage the full potential of true
computer-aided design.
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ABSTRACT

Determining the mixture of spaces that go into a building
(the building’s programming) is a difficult decision. Despite
decades of research into effective layouts, designers still
primarily rely on rules of thumb to determine how to
allocate space. In this paper, we describe a new method for
predicting meeting room utilization using an artificial
neural network trained on empirical data from 56 buildings.
This method was able to predict meeting room usage (R* =
0.56, P < 0.0001), outperforming human designers. We
argue that by training machine learning algorithms to
recognize usage patterns in built architecture, the algorithm
can help the designer make more informed programming
decisions.
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Office design; building layouts; machine learning; neural
network; building performance; meeting rooms.
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CONNECTIONISM AND NEURAL NETS; 1.6.3
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1 INTRODUCTION

One of the most important decisions that an architect makes
is determining a building’s programming. During this
process, a designer will define the number of spaces to
include within the floor-plate and specify their size, type,
and function. By determining the mixture of spaces in a
building, the architect sets up most of the logic for how the
building will operate. This decision is especially important
for office buildings, where there is often a financial
incentive to use space effectively and a performance
incentive to provide employees with the right amenities,
which pressures the designers to find a programming mix
that benefits both the employees and the business.

At WeWork, we are constantly considering how best to
program our buildings. To date, like most architects, we
have programmed our buildings mostly using rules of
thumb that have been established through years of practice.
But recently, we begun to consider whether algorithms can
help us make more informed choices about the mixture of
spaces we include in our buildings.

In this paper, we outline a new technique for evaluating
programming decisions. In particular, we focus on
decisions around the allocation of meeting spaces in office
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buildings. Using a neural network trained on data gleaned
from 690 meeting rooms in 56 office buildings, we
demonstrate a method for predicting the utilization of
meeting rooms prior to construction. We argue that this
technique could be expanded to other aspects of office
layout, and perhaps other architectural archetypes, which
lays the foundation for machine learning to be used in the
evaluation of architecture, potentially allowing us to predict
the performance of buildings based on the prior
performance of constructed designs.

2 ALLOCATING MEETING ROOMS AT WEWORK
WeWork is a company that provides shared workspace,
community, and services for entrepreneurs, freelancers, and
businesses. As of December 2016, WeWork has over one
hundred offices in 10 countries. Each location has a unique
mixture of spaces — private offices, meeting rooms,
lounges, phone booths, and other amenities — that are
customized for the local market (Figure 1).

e

Figure 1. Two meeting rooms at WeWork City Hall, New York.
The meeting rooms are amenities that WeWork members can
reserve.

To program a new location, the designers at WeWork need
to determine the right mixture of spaces to build. As they
create the plans for a new location, they need to make
decisions about how many meeting rooms to create, how
many private offices to put on the floor, how many phone
booths, etc. The meeting spaces are always a point of doubt.
At WeWork, the meeting spaces are special rooms that
members can book by the hour and use as a place to come
together, to meet, to talk, to pitch potential clients, to hold
interviews, to conduct lunch and learns, and to hash out the



details of their next big idea during a brainstorming session.
Given the importance of these meetings, WeWork members
expect to be able book meeting spaces when needed. If
there are too few meeting rooms in a location, members
become frustrated that they are constantly booked. On the
other hand, if there are too many meeting spaces, then the
rooms sit empty and take up space that would have been
better allocated to some other function.

Designing meeting spaces isn’t a unique problem. A 2012
study by the EIA suggests that there are around 3 million
office buildings in the United States [2]. In constructing
each of these buildings, the designers have deliberated over
how many meeting rooms to build. Given that this decision
has already happened 3 million times in the United States,
and given that it is a critical decision for effective office
buildings, you might expect that there would be standards
to guide designers, similar to how there are standards for
other important aspects of an office’s layout, such as egress
standards for life safety. However, no such standards exist.
There are surveys of existing buildings done by various real
estate groups and furniture manufacturers, but as one such
survey by Knoll notes, these surveys are not necessarily
effective because there are “many variations of individual,
group and social spaces across organizations” [8]. Without
any clear standards, designers are left to rely upon rules of
thumb or intuition to layout meeting rooms, which often
results in buildings with too few or too many rooms.

At WeWork, our designers have historically allocated
meeting rooms based on a standard that takes into account
the number of people occupying the building. The ratio of
rooms per person was based on our experiences designing
and operating previous buildings. A major limitation of this
technique was that it assumed that all meeting rooms were
equal and that everyone would use the meeting rooms in the
same way. Analyzing our data, we noticed that people in
smaller companies tended to favor different meeting rooms
than people from larger companies (for example, large
companies are more likely to use large meeting rooms).
These nuances weren’t captured in our existing standards so
we sought to improve our standards to better account for the
differences between people inhabiting our buildings and the
variation between meeting rooms (both in terms of size and
available facilities). Ultimately, we wanted to predict how
our meeting rooms would be used before we commenced
construction.

3 PREDICTING OFFICE BEHAVIOR

There is a long history of architects using algorithms to help
predict the performance of rooms in office buildings.
During the 1970s, researchers in Cambridge’s Centre for
Land Use and Built Form Studies (LUBFS) were using
algorithms to calculate walking distances between rooms,
which effectively gave each room a walkability score that
was then used to optimize the floor plans to reduce walking
times (an important consideration when documents had to
be physically exchanged rather than emailed) [6]. Around
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the same time, at The Bartlett in the University College
London, early work in the field of space syntax attempted
to evaluate urban layouts based on visibility, choice, depth,
and other mathematical factors that could be derived from a
street network [4]. This work has been subsequently applied
to the design of offices to evaluate plans based on qualities
such as connectivity and privacy [9, 10, 13]. More recently,
there has been a variety of work that attempts to predict the
performance of office spaces based upon environmental
simulations of architectural phenomena such as lighting,
acoustics, and the thermal environment [3].

Our work differs from previous studies in three important
ways:

1. Our research focuses exclusively on meeting
rooms and does not attempt to develop a tool that
evaluates all rooms and all layouts. Our decision to
focus on meeting rooms was driven primarily by
the business case at WeWork.

Our research evaluates rooms based on their
programming rather than their layout. In other
words, we attempt to predict the success of a
meeting room based on its capacity and
functionality rather than its position on a floor
plan. This will be explained in more detail
throughout the paper, but in essence we found that
programming was a major factor in determining a
meeting room’s success.

3. Our research uses machine learning, trained using
empirical usage data from 690 rooms in 56
locations. While it is fairly common to identify
underutilized rooms using room usage data from
individual buildings, it is difficult to apply these
findings more generally since the data only
pertains to one building. WeWork is in the fairly
unique position of designing and managing a
number of offices, which means we have data
from hundreds of meeting rooms going back at
least three years. Given the size of our dataset, we
are able to use techniques like machine learning to
identify overall patterns in our dataset — techniques
that wouldn’t be statistically robust on smaller
datasets. As we have described in a previous
paper, our usage of machine learning is highly
original in the context of architectural practice [1].

4 PREDICTING MEETING ROOM
WEWORK

Our objective was to predict conference room utilization
using data. Since we wanted to make these predictions prior
to constructing a new location, we limited ourselves to
information that would be accessible prior to construction
(the capacity of meeting rooms, the capacity of private
offices, the equipment available in meeting rooms) and
excluded information that could only be gleaned once a
project was completed (the types of companies using the
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space, the cultural norms that formed in the building, etc.).
Using the construction information as an input variable, we
attempted to predict the utilization of meeting rooms, which
was measured as the percentage of hours they were
occupied (the output variable).

4.1 Data Collection and Preparation

Input Variables

At WeWork, information about the layout of buildings is
housed in an Amazon Redshift database. Using the R
programming language, we downloaded the data and
preprocessed it into a set of inputs. For each location we
derived two datasets:

1. A list of meeting rooms, which included their
capacity (number of seats) and equipment
(whether they had a whiteboard or AV equipment).
To remain consistent with internal design tools, the
meeting rooms were then grouped into one of four
categories based on their size and amenities. These
groups were:

e Large AV Room (capacity > 10 with AV
equipment)

e Medium Rooms (capacity between 4 and 10
with AV)

e Small AV Rooms (capacity < 4 with AV
equipment)

e Small No AV Rooms (capacity < 4 with no
AV equipment).

A list of occupied private offices within a building,
which included the capacity of each office
(number of seats). To remain consistent with
internal design tools, the capacity of each office
was bucketed into the following groups: 1, 2, 3, 4—
S5, 6-7, 8-9, 10-11, 12-13, 14-15, 16-24, 25-29,
30-59, and 60 or greater.

With this data, we knew the number of meeting rooms in a
building (including the capacity and type of equipment) and
the number of people using the building (including the
capacity of the private offices they were renting).

Output Variables

Members at WeWork reserve meeting rooms either through
the WeWork website or using the WeWork app. Each room
costs a certain number of WeWork credits per hour, which
are allocated to companies every month based on the size of
their office. Additional credits are also available for
purchase. The number of credits required to reserve a
conference room varies by both room type (with larger
rooms requiring additional credits) and time of day (10
A .M. through 4 P.M. are considered peak hours and require
an additional credit to reserve). Based on previous internal
studies, we know that the reservation data is an accurate
proxy for how rooms are actually utilized at WeWork since
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members are effectively paying to book a room with their
credits and therefore have an incentive to show up for their
meetings (in other environments where people do not use
credits, a large number of no-shows would make this type
of analysis ineffective).

A meeting room’s utilization was measured as the
percentage of hours it was occupied during peak hours (10
A.M. to 4 P.M. on Tuesday through Thursday) over the past
six months. Reservations booked on Mondays and Fridays
were excluded due to low usage in certain regions on those
days. We excluded any locations that were established less
than one year prior to the study start date since new
buildings take a few months to settle, which left us with 690
meeting rooms in 56 locations. To match the categorization
of meeting rooms in the input variables, for every building
we calculated the mean utilization of rooms in each
category (Large AV, Medium, Small AV, Small No AV).

4.2 Model Training

Given our input variables (meeting rooms and offices), we
wanted to predict our output variables (peak utilization).
We experimented with a number of techniques, including
linear regression and support vector machines, but settled
on using a neural network since it proved more accurate on
this data set.

How Neural Networks work

Psychologist Frank Rosenblatt first developed the Artificial
Neural Network in 1958 [12]. His version was called
Perceptron and was designed to loosely mimic the way the
human brain processed visual data. Today, artificial neural
networks are used to understand complex relationships in a
wide variety of applications.

An artificial neural network is organized into layers of
nodes (circles in Figure 2) connected by weights (lines).
Figure 2 contains one configuration of a neural network.
The number of nodes in layer 2, as well as the number of
internal layers, are parameters of the neural network that
can be adjusted. Over time, these layers of nodes can learn
to identify relationships using a training process that
involves feeding the network input and output data (this is
often called supervised machine learning).

The output is calculated by taking the input variables and
multiplying them by the weight (lines connecting each input
variable to each node in the second layer, see Figure 3). The
initial weights of the model are randomly selected. The
product of each input variable and weight are summed at
each node in the second layer along with the weight of the
bias layer (yellow). This value is then passed through a
sigmoid function that transforms and constrains the value to
be in range 0—1. The value computed at each node in the
second layer is then used as the input value for the
following layer. The same computation is computed
between the second and third layer of nodes. The third layer
(in the configuration shown in Figure 2) is the output layer
that is the prediction of the model.
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Figure 2. Diagram of artificial neural network trained to predict
meeting room usage. Input variables on the left contain
information about the office’s floor plan. These inputs are fed
through the network to generate predictions of utilization, which is
shown to the right.

Layer 1 Layer 2

Iriput 1 d==

Input 2

Input 3

Input 4

Input n Ve

Figure 3. The calculation of a single node in the second layer of a
neural network. The input variables are multiplied by their
respective weights and summed along with the bias layer weight.
This result is then passed through a sigmoid function.

The prediction is then compared the actual value and the
error is computed. The neural network uses backward
propagation to update the weights based on this error [5].
This process is repeated with the training data until the error
falls within an acceptable range. The final product of the
training process is a set of weights that can be used to
predict the output variable.

Training

The R package neuralnet was used to train the neural
network [7]. This package contains a function (neuralner)
that performs the training described above. This function is
fed: a formula, normalized input data, the neural network
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configuration, an error threshold, and the name of the
backward propagation type as parameters. The formula
defines the input and output variables from the dataset that
is input to the function. The input variables in the dataset
were all normalized on a scale of 0 to 1 using the scale
function in R. This ensures that all input variables are on
the same scale so that errors are not dominated by variables
with higher scales. The threshold was set to .02 and rprop+
was used as the backward propagation algorithm.

In order to determine the optimal node configuration, a
looping function was created to test multiple variations of
the network configuration. This function also performed k-
fold cross validation. K-fold cross validation was used to
evaluate the ability of the model to generalize to new
locations. In this process, the 56 locations were split
(80/20) into 66 training locations and 17 testing locations.
The six months of training data associated with the 66
training locations was used to train the neural network
(feeding the algorithm both the input and output variables).
Using the weights derived from the training of the neural
network, a prediction was made for the utilization of the
meeting rooms for each of the 17 testing locations for the
six months of the study. These predictions were then
compared to the actual meeting room utilization and the
mean squared error (MSE) of the algorithms performance
on the testing data was computed and recorded. This
process was repeated 20 times for each network
configuration, randomly selected training and testing
locations each time. The output of this function is a matrix
of 20 different errors (one MSE for each training/testing
split) for 20 different network configurations. The
distribution of errors was evaluated and the configuration
with the lowest mean error and variance was selected
(Figure 4).
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Figure 4. The density distribution for three of the network
configurations across the 20 training/testing combinations.



This process was repeated many times testing different
variations and combinations of input variables against the
accuracy of the model.

4.3 Model Predictions

To test the accuracy of the predictions on real projects, we
exported the neural network model to Excel, which was
then fed new input data exported directly from Revit. This
Excel model would then calculate a predicted utilization of
each of the four meeting room types using the finalized
weights of the neural network.

In our initial tests, the model performed well when making
large changes, but the results were sometimes nonsensical
when making small, incremental changes to the floor plan.
For example, if one additional medium room was added to
a particular floor plan, the utilization of the large AV
meeting rooms might increase. This is counterintuitive as
adding additional room to a building should result in a
redistribution of reservations across more rooms and a
lower utilization of other rooms in the building. These
unexpected results varied from floor plan to floor plan. Due
to the “black box” nature of a neural network, the root of
these unexpected results could not be identified.

In order to mitigate these effects, the prediction of the
neural network was averaged with the prediction of two
additional models. This technique is known as ensemble
modeling and is an established method of predictive
modeling [11]. The first was a simple average by room type
across the meeting rooms in the training dataset. The
second was a regression tree (Figure 5). The R package
rpart was used to create one regression tree for each of the
four meeting room types. The result of this algorithm is a
series of decision nodes that partition the data to one of
various leaf nodes. Each leaf node is related to a prediction.

4.4 Results

The aim of this study was to determine a method to predict
meeting room usage prior to building construction. The
results of this application of machine learning was a model
that could predict 56% of the variation (p-value <.0001) in
meeting room usage of different meeting room types when
given information about the building (Figure 6).
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Figure 5. Branches of the regression tree that was combined with
the neural network to form an ensemble model, which proved
more accurate than the neural network alone.
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Figure 6. The utilization of the meeting room (x) compared to the
prediction (y). If the predictions were totally accurate, the dots
would fall on the diagonal line. Although there are a few
inaccuracies, for the majority of the rooms the algorithm is fairly
accurate and produces better results than a human designer.

Figure 7. Predictions from the neural network overlaid on a floor
plan in Revit. Rooms that are predicted to be underutilized are
shown in purple and rooms predicted to be at the right utilization
are shown in green. Based on this information the designer can
make adjustments to the plan, possibly removing an underutilized
meeting room, and see how this affects the predictions.

The most accurate configuration of the neural network
consisted of one hidden layer with 18 nodes. The prediction
of the neural network was averaged with the mean
utilization of each room type and the prediction of the
regression tree. This configuration resulted in an average
MSE of 0.014. The accuracy of this model was determined
using k-fold cross validation to ensure that the model was
not overfitted to training data. Given a target utilization of
55%, the MSE of the predictions made by designers across
the WeWork portfolio is 0.065, which means the neural
network significantly (p-value < .0001, df 367)
outperforms the human designers at this task.

5 DISCUSSION

For WeWork, this research has significantly affected how
we program our buildings. Using the neural network in this
paper, we have considerably better insight into how
frequently people will use our meeting rooms (Figure 7).
This means that we can make smarter, more informed
decisions about our programming, which has lead to a



better member experience (by increasing the number of
meeting rooms in buildings with high predicted utilization)
and more efficient layouts (by replacing meeting rooms
with low predicted utilization with more popular amenities).

Beyond WeWork, this research has meaningful
implications for the architectural profession. We know from
past experience that architects often struggle to anticipate
how buildings will be used, which has led to decades of
research focused on trying to predict inhabitant behavior.
This is a complicated subject because there are obviously a
range of factors that influence an individual’s decision to
use something like a meeting room, factors that range from
availability, to privacy and prior experiences. Our research
suggests that we might be able to sidestep many of these
complications by gathering sufficient data on how current
buildings perform. With a large enough dataset, it might be
possible for a neural network to learn about where people
want to sit, which buildings are easiest to navigate, perhaps
even which layouts are most energy efficient.

Another way to conceptualize this research is as an
enhanced form of post-occupancy evaluation. Rather than
evaluating one building at a time, the neural network is
studying multiple buildings (in our case hundreds of
rooms), identifying common patterns, and using these
patterns to evaluate future plans. As more building are
documented in a digital format with technologies like BIM,
and as more sensors are put on buildings, this type of
evaluation is going to become increasingly viable. Our
research stands as one example of how this may function in
the future.

Our optimism about the future of machine learning in the
context of architectural layouts is tempered by our
experiences with this project. In particular, we see three
primary limitations to the further application of machine
learning in the evaluation of architectural layouts:

1. The amount of data that is required to train an
algorithm. Machine learning generally requires
large data sets and a clear metric for success.
Neither of these are readily available to many
firms or to different components of design. In the
case of meeting rooms, WeWork is in a fairly
unique position to capture this data across the fleet
of meeting rooms in our portfolio.

The potential gaps in training situations. The
neural network is trained to recognize patterns. So,
if the network is given a layout that differs
substantially from past designs, it might struggle to
accurately predict the performance of the new
design. Even with the large amount of data we
have available within WeWork, it is possible that
major changes to our design standards or novel
combinations in a building layout may not be
within the scope of what the neural network has
learned. In order to understand the limitations of
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the neural network, a Chi-Squared test can be used
to compare the input variables (before
normalization) the model is attempting to predict
to those used to train the neural network. We also
implemented warnings to notify designers when
they were outside the normal range of previous
designs.

3. The black box nature of the results. It is difficult
to understand precisely what the neural network
has learned through its training. When the model
predicts low meeting room utilization, the designer
has no insight into why that utilization is low or
exactly what should be changed to improve the
predicted utilization. This also means that there is
no way to verify that it has learned something
sensical and generalizable. This risk is reduced
through thorough testing and the use of k-fold
cross validation.

With these limitations in mind, we anticipate that our
research is applicable in other architectural settings where
there is a large sample set, relatively consistent design
patterns, and a clear metric for success. In particular, this
research could be immediately applied to hospitals and
retail environments.

6 CONCLUSION

In this paper, we’ve demonstrated how we trained a neural
network to predict the usage of meeting rooms at WeWork.
We’ve shown that this network is generally accurate (R* =
0.56, P < 0.0001, df = 335) and capable of outperforming
human designers at anticipating how people will use the
meeting rooms. While there are clear benefits for WeWork
in terms of a better member experience and more efficient
layouts, the real contribution of this research is to suggest
that architects can evaluate some aspects of their project’s
performance by using machine learning to evaluate the
performance of past projects. However, we note that any
further research is going to be hindered by access to the
large amounts of data necessary to train the algorithms, the
applicability of the trained algorithm to novel situations,
and the black box nature of the results. Assuming these
limitations can be overcome, we imagine this technique
could be applied to other situations where the architect
needs to anticipate how a building will perform, such as
energy performance, navigability, and preferences for other
types of rooms.
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ABSTRACT

This paper describes the outcomes of ongoing research,
conducted at the Architectural Association (AA) Summer
DLAB Visiting School 2016, to develop an innovative
strategy for the construction of three-dimensionally
interwoven concrete composite structures. Research
methods include the employment of computational design
and robotic fabrication techniques that incorporate geometry
rationalization and material constraints. Through the analysis
of traditional rod bending strategies, this research aims to
develop a novel approach by the reduction of mechanical
parts for controlling the desired output geometries. This goal
is addressed by devising a robotic tool-path, developed in
KUKAJprc with Python scripting, where fundamental
material considerations, including tolerances and spring-
back values, are integrated in the bending motion strategies
through a systematic series of mathematical calculations in
line with physical tests. Correlations between custom-
formed steel reinforcement bars and Polypropylene form-
work within the agency of a concrete composite structure are
verified through the large-scale prototype. This research
serves to test the evolving complexity of embedding
parameters related to generative form-finding, geometrical
rationalization, material constraints, and robotic toolpath
planning within the computational environment and
simulation tools, thereby enabling the capacity to implement
simple mechanical tools and cost-effective fabrication
methods.
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1 INTRODUCTION

The digital era in architecture has witnessed the production
of a wvast array of geometrical assemblies through
computational form-finding methods in previous decades.
With the developments in digital fabrication, the production
and assembly of complex forms has been compromised by
the constraints of selected fabrication techniques. In recent
years, robotic fabrication processes implemented in
architecture have begun to incorporate digital and physical
paradigms in an unparalleled way due to the multi-axis
freedom of an industrial robot arm, its speed, precision, and
low tolerances [1]. The development of robotic fabrication
processes in architecture within recent years has fuelled the
emergence of complexity found in mass-customized
assemblies, moving away from previous standardized /
sheet-material component fabrication [2].

This paper describes the outcomes of ongoing research to
develop an innovative strategy for the construction of three-
dimensionally interwoven concrete composite structures.
The investigations are conducted as part of the Architectural
Association (AA) Summer DLAB Visiting School 2016.
Research methods include the employment of computational
design and robotic fabrication techniques that incorporate
geometry rationalization and material constraints. Research
objectives focus on the evaluation and interpretation of a
traditional fabrication process, steel rod bending, towards its
advancement within the domain of advanced computational
and robotic methods. Through the analysis of rod bending
strategies in traditional manufacturing industries that are
well-documented and established, this research serves to test
the evolving complexity of embedding parameters related to
generative form-finding, geometrical rationalization, and
material constraints within the computational environment
and simulation tools, thereby enabling the capacity to
implement simple mechanical tools and cost-effective
fabrication methods.



In recent years, robotic rod bending workflows have been
addressed and developed by research teams. A custom-made,
robot-aided CNC bender that is controlled as an additional
axis of the generic robotic system has been developed for the
“Clouds of Venice” installation at the 2012 Venice Biennale
in order to realize mass-customized, robotically bent steel
rod elements [3]. Moreover, there is an ongoing research on
the integration of robotic fabrication constraints within
conceptual architectural design processes through custom-
built algorithms [4]. This research aims to expand on the
generic properties of a robotic manipulator, whereby
attention is kept on the development of custom-made,
versatile programming and simulation workflows without
the necessity to develop custom-made hardware elements.
Through the careful correlation of data pertaining to material
properties, including tolerances and spring-back values of
steel rods, with fabrication constraints related to robotic
toolpath planning, this research presents a methodology for
the integration of generative design tools, geometrical
optimization, material opportunities and limitations, and
fabrication constraints for the robotic bending of steel rods.

The one-to-one scale prototype presented in this research is
a case study to test the methodology with the design and
construction of a 3-dimensionally interwoven concrete
composite structure. The design brief for the prototype entails
the design and construction of a one-to-one scale pavilion made
from reinforced concrete in a forest located in AA’s Hooke Park
premises in Dorset, United Kingdom, within a limited time
frame, three weeks. There are 3 main constituents of the
prototype to test the key research objectives: Steel
reinforcement bars, Polypropylene form-work, and a fast
setting concrete mix. The dimensions of the structure are 3
meters in width, 3 meters in length, and 2.4 meters in height.

2 COMPUTATIONAL METHODOLOGY

2.1 Computational Form-Finding

Initial computational form-finding techniques explore the
generation of a network of interwoven elements via a
bundling algorithm developed in Grasshopper. The
algorithm enables the user to locally differentiate the amount
of connectivity between elements in discrete parts of the
global configuration, a condition that can enhance structural
performance. The outcomes of this computational process
have been organized as a catalogue of variations in order to
understand properties of the different options in terms of
relationship with context, structural, environmental and
spatial qualities (Figure 1).

2.2 Tool and Jig Development

Simultaneously, an automated fabrication process is
developed, where custom shaped steel reinforcement bars
can be bent using a 6 axis robot (KUKA KR- 150), custom
built bending jig made of steel plates, and pneumatic grippers
(Figure 2). The bending jig system comprises 3 different
bending discs, with radii of 50 mm., 100mm., 150 mm.
Gripper, chosen as an appropriate end effector with V
metallic channel for holding the rods in position, is made of
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two pneumatic cylinders separated by an optimal distance of
250mm. Shorter length of the tool can result in kinking the
rod during the bending process, while longer length will
reduce the length of the rod available for bending. Apart from
the pneumatic grippers for the end effector, a stationary third
gripper is placed on the bending jig to secure one end of the
steel rod inside the jig, controlled through the independent
10 of the robot.

In this setup, rod bending process puts forward a set of
constraints which have direct feedback on the computational
form-finding process. The utilization of 3 different arc radii
has been targeted to achieve a smoother transition between 2
consecutive linear members, the absence of which could
create extreme angle differentiation between linear members
leading to fatigue on steel rods.

fd 2-0 fd 2-2 fd 2-4 fd 2-6

Figure 1. Computational form-finding through custom-built
bundling algorithms.

R=50mm.

R =100 mm.

—R=150 mm.

Figure 2. Robotic bending jig system.

2.3 Geometrical Optimization and Integration of Spring-
Back

With the aim to establish an analytical relationship between
initial  form-finding, geometrical optimization, and
subsequent manufacturing processes, two main methods
have been developed in Grasshopper, the graphical algorithm
editor embedded within the three-dimensional modelling
software McNeel Rhinoceros. Both methods incorporate
custom-built Python scripts that integrate scientific data from
mathematical equations or physical experiments. Firstly,
geometrical outcomes from initial bundling algorithm
experiments, 3-dimensioanlly curved continuous paths, are



optimized via a custom-built Python script inside
Grasshopper. With this method, each continuous path is
initially divided into domains at specified intervals. The
dimension of each interval is determined by taking into
consideration the continuity of curvature in the optimized
path in comparison to the initial path, steel rod sizes, and rod
connection limitations that might occur on site during
assembly process. Consequently, each continuous path is
divided with an interval of 550 mm. in length, and a polyline
model is created according to tangent vector information at
each node of the intervals. At this stage, jig radii are assigned
to every node according to the angular difference between
consecutive beams. For nodes which have an angular
difference smaller than 30 degrees, 50 mm. radius is
assigned. For nodes which have an angular difference
between 30 degrees and 60 degrees, 100 mm. radius is
assigned. For nodes which have an angular difference greater
than 60 degrees, 150 mm. radius is assigned. In this way,
initial continuous paths are rebuilt into a series of lines and
arcs with variable bending angles. Lastly, every member is
extended by 100 mm. at each end point to provide sufficient
overlap between consecutive members during site assembly,
thereby creating members of 750 mm in length (Figure 3).
The resulting geometry serves as steel reinforcement rods for
the concrete structure in the future stages of design and
fabrication. This geometrical information is then carried
forward to the next pre-manufacturing stage where data
pertaining to bending location, bending angle, and jig radius
is recorded for each individual rod.

Figure 3. Geometrical optimization process.

The second method formulates a mathematical solution to
address spring-back of steel rods in order to prevent
undesired results during robotic bending process. Table 1
presents the input parameters for the mathematical equations
that are going to be described in this section. Initially,
physical experiments have been carried out to test spring
back of steel rods with a fixed diameter, 8 mm., fixed length,
1500 mm., and different jig radii. These experiments have
been performed manually with the use of a custom-built steel
plate bending jig and a base steel plate to score the target and
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resultant angles. For each jig radius, physical bending tests
have been conducted by implementing 4 different bending
angles, 30 — 60 — 90 - 120 degrees respectively. These
experiments have been carried forward repeatedly for each
jig radius and bending angle, totaling 48 individual
experiments. For each physical experiment, the jig radius,
target bending angle, resultant angle after spring-back, and
spring-back values have been documented. Simultaneously,
the recorded spring-back values have been tested against a
spring-back equation for rods with a circular section (Table

2)[5].

Ty (Yield stress of 200

the material —

N/mm’)

Qs (Angle of VAR

springback from

Q)

Q, (Target angle) VAR

R, (Radius of jig 50 100 150

in mm)

E 210000

(Elastic(Young’s)

modulus —

N/mm’>=MPa)

d (rod diameter - 8

mm)

Cocfficent 34 -7.86
(Equation (Equation

I) 1)

Table 1. Input parameters for mathematical spring-back equations.

Spring-back equationI | Qg = Qo*[(3.4*T,*Ro)/(E*d)]

Table 2. Spring-back equation 1.

A series of deviations ranging from 5 degrees to 65 degrees
have been observed between the results of physical spring-
back tests and the results of spring-back equation I. It has
been observed that this undesired result can be related to the
material properties of the specific steel rods that have been
tested; a slight variation in the rod’s elastic modulus and
yield stress values can lead to deviations in the equation
results. Therefore, the initial spring-back experimentation
has resulted with the necessity to devise a refined spring-
back equation that can produce results with a highly reduced
angular tolerance. As a result, a regression analysis method
has been opted to mathematically compute the relationship
between the results of the physical spring-back experiments
[6]. Comprehensive documentation of physical experiments
performed earlier has served as an advantage to implement
regression analysis. This analysis sets a new equation with
different coefficients for each input to match physical test
results, searching for a coefficient that can best estimate the
relation between inputs. Regression analysis has been
performed in Microsoft Excel where test results of physical



spring-back experiments have been collected on a table to
find the best fit ratio for each input to achieve the target
angle. After iterative analysis a precise equation has been
established (Table 3), and with the use of this equation
(spring-back equation II) the angular deviation has decreased
below 5 degrees. Table 4 represents a selected series of
spring-back results from physical experiments, spring-back
equation I, and spring-back equation II.

Qs = [-7.86 + (Q0*0.34*Ty)

Spring-back equation

11 +(R0*0.12)] / (E*d)
Table 3. Spring-back equation II.
0 ,%n S0 P >
S | % |ic| 25| 2| ¢
2 | £ | E2 | £E25| &2 | &2 | &
B0 |30 15 15 1.21 14.34 100
B1 |30 18,4 11.6 121 14.34 100
B2 30 19.1 10.9 1.21 14.34 100
B 3 30 20.2 9.8 1.21 14.34 100
B4 |30 10.2 19.8 0.61 8.34 50
B S 30 12.2 17.8 0.61 8.34 50
B 6 60 342 25.8 3.64 30.54 150
B 7 66.5 37.8 28.7 4.04 32.75 150
B 8 60 38.1 21.9 2.43 24.54 100
B9 57 39.6 17.4 2.31 23.52 100
B_10 | 90 49.7 40.3 5.46 40.74 150
B 11 | 60 32.6 27.4 1.21 18.54 50
B 12 | 120 65.1 54.9 7.29 50.94 150
B 13 | 120 66.2 53.8 7.29 50.94 150
B 14 | 120 66.8 53.2 7.29 50.94 150
B_15 | 120 68.4 51.6 7.29 50.94 150
B_16 | 150 75.8 74.2 9.11 61.14 150
B 17 | 90 65.7 243 3.64 34.74 100
B 18 | 90 65.7 243 1.82 28.74 50
B 19 | 120 81.3 38.7 4.86 44.94 100
B 20 | 130 88.8 41.2 5.26 48.34 100
B 21 | 120 88.8 31.2 2.43 38.94 50

Table 4. Comparative analysis of physical experiments, spring-
back equation I, and spring-back equation II.

Spring-back equation II is then implemented in a Python
script inside Grasshopper so as to convert target bending
angle into actual bending angle that integrates spring-back
values. As a result, all rods are bent 15 to 60 degrees more to
achieve target bending angles. For example, in order to reach
90 degrees bending with a 150 mm. jig, the rod needs to be
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bent 130.74 degrees to compensate for the 40.74 degree
spring-back value (Table 4 — member B_10). This process is
finalized by collecting the data relating to rod location in the
global geometry, bending location, bending angle, and grip
point of robotic arm for each rod, concluding the preparation
of rods for robotic bending process (Figure 4).

d-dimensional element
(after bending)

2-dimensional element
(before banding)

Figure 4. Data collated for each rod member.

3 TOOLPATH

BENDING

DEVELOPMENT FOR ROBOTIC

3.1 Robotic Toolpath and Programming Development
In the next stage, the custom-built script developed with
Python in Grasshopper is incorporated with KUKA|prc,
parametric robotic control add-on of Grasshopper [7]. In this
way, the information generated for rod-bending, including
tolerances and spring-back values, are directly transferred to
robotic bending motion. For robotic toolpath planning, steel
rod elements of 750 mm. length and 8 mm. diameter have
been coupled in pairs, achieving an overall rod size of 1500
mm. This size has been designated as an optimal length in
order to avoid collisions during robotic simulation, as both
ends of the steel rods are required to be bent. During robotic
toolpath planning process, two sets of data have been key
parameters, bending angle and jig radius for each end of the
steel rod respectively.

Recent developments in architectural programming
interfaces for computational design and fabrication,
especially in McNeel Rhinoceros and Grasshopper, present
users to code and observe real-time results as the robotic
simulation is developed. KUKA|prc add-on, developed by
Robots in Architecture [8], provides an inverse kinematic
(IK) solution within the Rhinoceros-Grasshopper interface,
allowing for the prediction and inspection of the problems
that can be encountered during robotic simulation. As there
has been no ready-made robotic toolpath programming
solution for the required task of robotic rod-bending,
KUKAJprc’s built-in  command types for Cartesian
Coordinate Programming, namely LIN (Linear Movement),
PTP (Point to Point Movement), CIR (Circular Movement),
have been employed. The basic input required for these
commands is a plane comprised of XYZABC information,
XYZ defining the location and ABC defining the orientation
of the end-effector. This information can be easily extracted



from planes in Grasshopper, where all geometries and data
need to be referenced to the robot base. This process has laid
the foundation for the development of an in-house robotic
toolpath generation method.

During the development of the robotic toolpath, movement
from the initial robot position, defined by steel rod before
bending, to the final position, defined by steel rod after
bending, has informed the motion of the robot's TCP (Tool
Centre Point). This motion is guided by three planes: starting
plane, auxiliary plane, and end plane for the bending
movement through a CIR (KUKA circular movement
command) for smoother bending process. Safe retracts and
WAIT commands have been included in the algorithm to
avoid any collisions and allow sufficient response time of the
pneumatic gripper.

The employment of KUKA|prc’s IK solver has presented a
challenge due to the fact that predicted robotic simulation
errors cannot be automatically rectified. Therefore, industrial
software packages—like Mastercam / Robotmater—have
been taken into consideration. These packages offer highly
competent milling strategies and have the capability to tackle
the problem stated; however, they lack custom toolpath
generation for custom-made end-effectors, and cause
limitations in the transfer, handling, development, and
manipulation of irregular geometry. Nevertheless,
Robotmaster provides a very powerful optimization interface
which not only detects the robotic simulation errors, but also
provides an intelligent solution to the problem. Hence, the
potential of combining the advanced techniques of
Robotmaster for optimising robotic simulations and the
power of custom-coding in Grasshopper have been harvested
during robotic toolpath planning. A process has been
developed in multiple stages: Firstly, on the Grasshopper
platform, the custom toolpaths that include handling and
manipulation of data have been executed. Then, a post
processor has been written on the same platform to generate
XYZIJK of the toolpath in Automatically Programmed Tool
(APT) code format. In this format, XYZ defines the
Cartesian coordinates of Tool Centre Point (TCP) and IJK
defines the vector for tool orientation. Thereafter, the code is
imported into Robotmaster using the Robotmaster Import
Utility Tool in order to perform robotic toolpath
optimization. Although this method provides a two-stage
process using two different software platforms, it offers a
robust and automated output. In this way, more than 80 steel
rods, each bearing a unique bending angle and radius, have
been robotically bent within a short period of time thanks to
the speed, precision, and low tolerances of the custom-made
robotic bending protocols (Figure 5).

4 FABRICATION AND ASSEMBLY

The outcome of this phase, a series of interwoven 3-
dimensional components made of lines and arcs, is given
structural thickness via a built-in meshing algorithm inside
Grasshopper that generates a high-resolution mesh around
the components. This mesh is then optimized and
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Figure 6. Development of computational model: (A) continuous
paths, (B) lines and arcs, (C) high-resolution mesh, (D)
triangulated mesh.

triangulated to create developable surfaces that can be
unrolled with accuracy in later stages of fabrication (Figure
6). The diameter of each branch in the structure ranges
between 100 mm. and 250 mm. according to its location in
the global configuration. The global configuration comprises
nodes from which multiple linear and arc-formed elements
stem out; therefore, it is crucial to address the complexity of
the global geometry in relation to appropriate form-work
methods.

Methods of designing and fabricating form-work systems for
complex reinforced concrete constructions have been
researched and documented in the architecture and structural
engineering fields. One method, fabric casting, makes use of
flexible fabric form-work which allows for the design and
production of artefacts that have the potential to yield
morphologically interesting and materially efficient
assemblies [9]. The process involves the creation of two-
dimensional patterns that are stitched together in order to
generate a three-dimensional formwork that is then used for
concrete casting. This method has been tested previously
during AA Summer DLAB 2014, whereby fabric form-work



and earth scaffolding were employed in coordination in order
to design and fabricate a reinforced concrete shell structure
[10]. During the course of this previous research, the
geometric deviation between the digital simulation and the
architectural output, coupled with the requirement to provide
a stiff scaffolding system led the current research to devise
an alternative form-work system that has the potential to
construct a complex geometrical configuration, does not
need additional scaffolding elements, and can be removed in
a short period of time.

The triangulated mesh generated with the geometrical input
of steel reinforcement rods acts as the form-work for the
structure. At this stage, the fabrication process for the one-
to-one scale prototype presents itself with different
challenges in regards to the appropriation of complex
geometries for digital fabrication methods and the material
behaviour of concrete during the pouring process. The form-
work necessitates the employment of a material rigid enough
to compensate for hydrostatic pressure that acts laterally on
the faces of the form-work. Additionally, it has been
observed that the material needs to provide a smooth surface
finish in order to guarantee an effortless de-moulding
process. This set of constraints has driven the choice of form-
work material to be Polypropylene sheets of 2440 mm. x
1200 mm. x 3mm.

As the final mesh geometry of the form-work is a
developable surface that can be unfolded for a flat sheet
fabrication process, the research at this phase has focused on
an automated process for unfolding 3-dimensional
triangulated mesh geometries. Inspired by traditional
mountain and valley paper folding techniques, Pepakura, an
origami based software used to translate complex geometries
into foldable paper models, has been selected as the preferred
software tool for mesh unfolding [11].Initial mesh
optimization in Grasshopper has been used to re-triangulate
and reduce the number of polygons in order to maintain part
specific sizes related to the constraints of the Polypropylene
sheet material.

Each branching component of the mesh structure is fed to
Pepakura, where a strip based approximation method
reinterprets the output mesh as regions or stripes by
analysing the triangle’s topological distance with respect to
its new border. The unfolded piece can be further segmented
while maintaining its border cutline. A series of outward
facing flaps, which aid in the manufacturing process and
ensure overall connectivity between the various pieces, are
added. The result is a series of foldable stripes that are
unrolled flat on sheet material and are thus suited for CNC
milling. A nesting algorithm, Rhino Nest, reduces waste of
sheet material and optimizes the scoring patterns of mountain
and valley folds [12].

The fabricated sheets are folded back and tied together with
zip ties to generate the 3-dimensional components of the
interwoven structure. Each component is further wrapped
with cloth-backed adhesive tape in order to enhance the
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structure’s performance against hydrostatic pressure during
the pouring process. Naturally occurring gaps between
joints, a condition due to polypropylene’s material thickness,
serve a two-fold purpose: Firstly, gaps provide the flexibility
required by the overall structure to find its final resting
position once the lateral forces of expanding concrete are in
effect. Secondly, they offer much needed ventilation in an
otherwise airtight form-work, accelerating concrete curing
times. As the form-work mesh has been generated directly
from the geometry of the steel bent rods, the self-supporting
form-work has been guided into position with ease by the
robotically bent steel rod reinforcement bars, which has
remained at the geometrical centre of the form-work (Figure
7).

During the final stage of assembly, each module has been
placed on site, guided by the foundation area that bears a
depth of 300 mm (Figure 8). The self-supporting form-work
has kept additional scaffolding to a minimum, only requiring
temporary supports where needed during concrete pouring
process. Furthermore, the elimination of stationary
scaffolding has granted an accessible work area that allows
for a continuous concrete pouring process, lasting 7 hours in
total. Special attention has been paid to the sequence of
pouring. The complexity of the geometry has required each
branch to be filled simultaneously from ground upwards,

Figure 7. Steel rod reinforcement bars placed inside
Polypropylene form-work.

Figure 8. Polypropylene form-work with steel reinforcement bars
on site.



contrary to traditional individual casting methods. Coupled
with the triangulation of the form-work geometry, the
sequence of the pouring process has helped to balance the
hydrostatic pressure throughout the structure, thereby
preventing ruptures and minimizing overall displacement.

A special mix of aqueous fast setting concrete mixed with
fiberglass additives has been poured in one step to
homogenize the setting stage, allowing the concrete mix to
be cast and cured within several hours. Due to the surface
finish of Polypropylene form-work, it has been possible to
complete the de-moulding process of the structure in a short
period of time (Figure 9). Additionally, the use of
Polypropylene has facilitated a reflective surface quality for
the prototype (Figure 10). The final configuration is
characterized by a continuous network of concrete branches
that support each other while creating an amorphous spatial
enclosure.

DISCUSSION

Throughout the design, fabrication, and assembly processes,
the strong associations and interfacing between different
design, analysis, and simulation protocols have been
essential in correlating a multitude of parameters and design
drivers. The comparison between the digital simulation of
the architectural output and the final output, the prototype
itself, provides useful information to be considered and
embedded in the future digital simulations. A key challenge

Figure 9. Close-up of one-to-one scale prototype, displaying
reflective surface finish.

during the fabrication process was to have precise control
over the sequence of concrete pouring in order to maintain
balance of the form-work as well as to resist hydrostatic
pressure. This challenge was met by filling each branch
simultaneously as to retain a similar height range of fluid
concrete in all branches. Nevertheless, future work can
incorporate CFD  (Computational Fluid Dynamics)
simulation of concrete in the digital environment on various
selected global configurations in order to test the efficiency
of concrete flow. With this method, CFD simulation of

LW

Figure 10. Global configuration of one-to-one scale prototype.
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concrete flow can serve as a key driver during design
development.

In current research processes, the role of robotic fabrication
techniques is moving away from a direct design-to-
production approach towards the integration of robots within
the design process itself. While the employment of complex
hard-ware systems and sensors can be a useful method of
enabling this integration, this research presents a
methodology to  develop custom-made, versatile
programming and simulation workflows without the
necessity to employ custom-made hardware elements.
Hence, this research aims to expand on the generic properties
of a robotic manipulator by testing the complexity of
embedding parameters related to generative form-finding,
geometrical rationalization, material constraints, and robotic
toolpath planning within the computational environment and
simulation tools, hence enabling the capacity to implement
simple mechanical tools and cost-effective fabrication
methods.

One of the key aims of this research is to illustrate the
architectural possibilities of using concrete in a non-
conventional way by creating strong associations between
computational design methodologies and robotic fabrication
processes. Nevertheless, it is argued that a similar
methodology addressing the integration of material
properties and robotic fabrication constraints in the early
stages of design development can be developed for further
material systems and robotic fabrication protocols. Through
the utilization of material and fabrication parameters as
design drivers from the conceptual design phase onwards,
the high level of complexity inherent in design processes can
be discovered to serve multiple aspects of performance.
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ABSTRACT

This paper presents a parametric approach to an integrated
and performance-oriented design, from the conceptual
design phase towards materialization. The novelty occurs in
the use of parametric models as a way of integrating
multidisciplinary  design constraints, from daylight
optimization to the additive manufacturing process. The
work focuses on the case of a customized sun-shading
system that tailors daylighting effects for a fully glazed
fagade of the alleged PULSE building.

The overall workflow includes preliminary analysis on
simplified models and an initial parametric model to run
computational optimization loops. The output consists of
individually unique sun-shading panels, optimized for
varying daylighting requirements based on programmatic
distribution and specified viewing areas. The resulting
geometric complexity was resolved through subsequent
detailed parametric models; implementing the structural
design requirements and integrating the constraints dictated
by the additive manufacturing process, including the
necessity to minimize material and 3D-printing time. This
paper focuses on a particular part of the overall workflow,
describing the support provided by parametric modelling to
control geometric complexity and multi-disciplinary
requirements.

Author Keywords
Multi-disciplinary design optimization; daylighting;
additive manufacturing; performative facades.

1 INTRODUCTION

A number of precedent projects have investigated both
static and kinetic solutions for optimized building skins,
specifically with regard to daylighting performance through
design tools and computation. Some studies aim for the
improved performance of daylight harvesting, tackling
issues of human comfort and energy efficiency [3]. Others
study the performance-based shading capacity of intelligent
and kinetic features in building skins [4, 22] while
exploring complex geometry for improving building
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performance, as a potentially more optimal approach [19].
The built projects include the dome of the Louvre Abu
Dhabi museum [24], and the Esplanade Theaters in
Singapore [21], among others. Numerous precedents
address the urgent needs for a more sustainable built
environment based on optimized performances.

Nevertheless, most designs of traditional shading devices
highly depend on modularity and the related reduction of
customized unique items. This restriction is mainly dictated
by the traditional production techniques, which are usually
unable to deliver customized elements at affordable costs.
Unfortunately, this often prevents the designer from
customizing the sun shading according to specifically
desired performances.

On the contrary, customized shading devices could
potentially be beneficial for the performances of the building.
Shading systems have major impacts on solar gain, daylight
control and visual connections. For any of these concerns, the
indoor requirements are not homogeneous throughout all
indoor spaces of a building, as each indoor area may have
different requirements. Hence, a uniform sun-shading system
across the facade may not satisfy these appropriately, leading
to discomfort or excessive energy consumption for climate
control.

In recent years, the potentials of digital manufacturing for
the building industry are creating opportunities to overcome
the need of repetitive modularity and standardized
components. Specifically, additive manufacturing is
showing remarkable potentials to create tailored products
with high complexity in shape and variations. As such, it
allows producing customized elements, each of which can
be unique at no additional cost.

The combination of parametric models, performance
simulations and the additive manufacturing process also
offers the opportunity to generate a library of generic
scenarios, sharing the same systematic workflow, making
them re-applicable to multiple specific design cases. The
benefit of these generic parametric geometries is that they
can be optimized based on the performance requirements of



each specific design case and produced by means of additive
manufacturing. An example of previous studies on is [8].

The methodology presented in this paper is based on
several parametric models. Via the parametric models, the
shading system can be applied onto different fagades and
optimized according to any orientation and conforming to
different indoor daylight-requirements. The paper focuses
on the workflow for handling the optimized complex
geometry of the shading of a large building facade via
parametric models, toward 3D-printing of individually
unique modules. The handling of all multi-disciplinary
constraints is a challenging task. The paper identifies the
difficulties encountered through the integration of multi-
disciplinary requirements and related results from the
performance simulations introduced at various stages of the
computational design process; and it demonstrates the
entire workflow until 1:1 prototyping.

The paper focuses on a case study, the PULSE project.
Within the specificities of the case study, the paper argues
that an integrated and highly collaborative process is
essential to identify the optimal geometry for making the
transition from the digital geometry to the fabrication
output possible. The PULSE project allows discussing the
digital workflow at length and through demonstrating the
influence of the collaboration. In doing so, the paper
underlines the importance of defining the priority and
timely integration of design criteria that inform the order of
geometric operations.

The paper is structured as follows; first an analysis of
precedents and relevant references is provided in section 2;
then the specific case of the PULSE building is described in
section 3; the digital design process of the PULSE shading
is presented in section 4; finally, discussion and conclusions
are provided in section 5.

2 BACKGROUND AND PRECEDENTS

In this paper, geometric complexity and systematized
customization controlled through digital models are tackled
for the sake of enhancing performance.

Recently, the potentials of additive manufacturing
(particularly 3D-printing) to produce complex building
components tailored to specific requirements and desired
building performances are rapidly emerging. Although the
research relating to the application of 3D-printing in the
construction industry is still in its infancy [26], relevant
precedents have investigated its potentials for a number of
building components. Among the examples, structural
nodes are optimized and 3D-printed [6, 20]. Here, the
geometric complexity resulting from the structural
optimization is concentrated in localized components.
Further potentials are highlighted in [18]. Focusing on
facades, [23] investigate the tool-less production with
additive manufacturing that allows for new shapes and less,
but higher integrated functional parts, such as fittings,
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offering a better performance with lower material
consumption. Recent studies also investigate to what extent
3D-printing technologies can be successfully applied to the
construction of large/scale structures, including full
buildings [5, 12, 13, 16, 25].

As [26] indicates, depending on the technologies used in the
3D-printing process, there are five distinct types. These are
stereo-lithography, fused deposition modeling (FDM),
inkjet power printing, selective laser sintering and contour
crafting. For each of these, the implementation in the
building industry faces various challenges commonly
related to economic feasibility and scale of the printed
components. This research aimed at pushing the boundaries
of relatively inexpensive technology toward reliable
building applications, making it competitive with more
traditional shading systems. As such, FDM was selected. In
the case of FDM, one of the highest challenges relate to the
post-processing in case of support material to be removed
and to the uncertainties of the long term behavior of the
printed materials, especially in case of plastics. In [5], a
new material is discussed, to print at a building scale a glass
reinforced plastic, claimed as light, solid, anticorrosion,
anti-aging, waterproof and insulating.

As compared to the precedents, the uniqueness of the case
study presented in the paper is the completeness of the
digital workflow applied to a large-scale design toward
additive manufacturing. This included iterative loops across
digital sketching and simulations, advanced multi-objective
optimization, multi-disciplinary models coping with
constraints dictated by the production process and
production files.

In precedents, parametric design has been largely utilized as
a method for performance optimization, constraint-handling
and integrated modeling of complex geometries. Among
the relevant examples are [2, 7, 9, 17]. Precedents using
optimization in combination with parametric modeling and
simulations are numerous. Regarding simulations for
shading systems, [10] provides an interesting overview,
whereas [11, 14, 15] focus particularly on optimization.

However, precedents rarely focus on the complete
workflow, (from optimization to production). The
fabrication of shading devices for building is mostly
centered on standardization in order to meet the
requirements of traditional production techniques. In
contrast, the workflow presented in this paper supports the
customization of individually unique modules.

3 THE PULSE PROJECT

PULSE (Practice, Unite, Learn, Share & Explore) is a
multifunctional building for the Campus of Delft University
of Technology (TUDelft) (see Figure 1). It is designed by
Ector Hoogstad Architecten (EHA). It is to be located at
the central axis and will facilitate an interfaculty
educational center. It will cover an area of 4700m2 and its
expected realization date is in 2017. It is designed with the



ambition to be the first building on the campus to reach the
target of becoming energy neutral. Several aspects have
been investigated to achieve this target. Besides the optimal
orientation of the building and its program, the articulation
of the facade plays an important role in reducing energy
consumption. For various design intentions, the project
includes a prominent west/southwest fully glazed fagade,
which covers an area of 463m2 on the first floor and 647m2
on the second floor. The indoor spaces behind the facade
are large open spaces accommodating multiple functions.
The functions are distributed on two floors interconnected
by an atrium and the program includes traffic space, study
spaces and lounge areas with coffee corners. Based on the
different programmatic functions, the daylight requirements
are different (300, 400, 600 and 800 Ilux). Also the
architectural preferences for the quality of the light are
specified, preferring filtered light close to the fagade and
allowing desirable, indirect light to enter the core.

This research focused on the need for sun-shading and
daylighting control on the facade to minimize the heat load
on the facade and increase the lighting conditions in the
interior. The team involved in the project for the design of
a 3D-printed version of the sun-shading device was a large
multi-disciplinary team, including experts from TUDelft
regarding computational design, 3D-printing and structural
design; and from Yagar University involving evolutionary
optimization; the architects from EHA; and other external
parties for 3D-printing facilities.

The overall digital workflow for the sun-shading of the
fagade can be summarized in the following interrelated
phases: a) the initial concept and the preliminary
simulations; b) the parameterization of the model; c) the
multi-objective optimization; d) the selection of optimized
design options and the structural analysis; e) the tests for
3D-printing; f) the integral parametric models; g) the final
configuration and production of 1:1 scale prototype. Section
4 of this paper presents phase f) and partially g). The
following sections 3.1, 3.2 and 3.3 provide a brief
presentation of the phases a) to e).

e

Figure 1. Render of PULSE Buﬂding on TUDelft campus.
Image Courtesy of Ector Hoogstad Architecten
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3.1 Preliminary Analysis and Optimization

Based on local weather data and preliminary building
simulations for solar radiation, the initial shading concept
was defined. It consisted of a cloud of sun-shading elements
in front of the fagade. The shape evolved from a traditional
horizontal shutter into a concave element because it
increases its reflective capacity. Later tests indicated that
pulling the maximum points along its concave surface to
the side proved more beneficial as well. These studies
resulted into an asymmetric panel that could accommodate
different widths along its axis.

In order to identify the meaningful design variables for
parameterization, a second set of preliminary simulations
were run, this time on parametric models. Daylight studies
were done using Rhino and Grasshopper for geometric
modelling; Diva and Ladybug (plug-in for Rhino and for
Grasshopper) to simulate daylight. A series of systematic
analyses were conducted by running daylight simulations
for interval values of each design variable, in selected times
of the year (different hours and different seasons). This
way, the solution space was sampled to better understand
the trends between geometric features and daylight
performances of each different functional zone.
Additionally, a large number of geometric configurations
were saved and inspected with the architects upon criteria
that were not included in the simulations (such as visual
connections with the outdoor and aesthetic appearance of
the facade). Based on this process, appropriate design
variables (and their numeric ranges) were identified prior to
optimization.

Based on the identified significant variables and on the
studied daylight requirements, a final parametric model for
optimization was built in Grasshopper by a team at Yasar
University; and connected to a genetic algorithm
optimization solver developed at Yasar University. The
optimization objectives included the minimization of the
areas of the shading modules (in order to save material and
time when 3D-printing) and the target lux values for each
different functional zone (in order to maximize the amount
of time in which the targets are reached, based on daylight
only). Divided by the total hours of operation, the obtained
percentage demonstrates the efficiency of the solution.

To obtain a higher resolution, the functional zones were
further subdivided into squares to which these target
illumination values were assigned. The illumination at each
of the tiles is simulated for all hours of operation
throughout the day. With minimal-tolerance (testing only
for approximate target values of 300, 400, 600 and 800
lux), the best performing solution reaches 17% (see Figure
2).When the tolerance is adjusted to instead include a range
of target values, this percentage increases significantly.

Several optimization runs were performed by using a large
computer server physically located at EHA while being
controlled from distance from Yasar University; and at
TUDelft. Each new run included improvements of the



models and algorithms. Using the output of the
optimization runs, several design options located on the
identified Pareto fronts were inspected (an example is in
Figure 2). The related 3D models were visualized by the
architects and assessed also based on criteria not included
in the fitness functions of the optimization. As a result, a
design solution was chosen for further development, as it
was identified as the most promising one.
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Figure 2. Results of the optimization and a related 3D model.

3.2 3D-printing

After the preliminary simulations and concept development,
the relevance of selecting a production technique that could
accommodate the variances in each of the modules became
evident. 3D-printing was selected as the most advantageous
to produce these gradual geometric differences resulting
from the optimization process. Moreover, it was considered
a relevant research agenda for the construction industry, as
the team experimented on the limits and potentials of the
technique to be applied in a large-scale outdoor project.
Eventually, it also opened related topics, for example
regarding recyclability of the materials, among others.

The 3D-printing process was approached with specific
demands, as the production was bound to fit the timeline of
the construction site; the modules were meant to be
translucent; the total budget was limited. In addition, the
suspended panels demanded a lightweight material, forcing
the team to further minimize material usage. When coping
with such demands at a large-scale, several complications
add to the geometric definition of the panel, some of which
were unforeseen in the early stages.

To proof the concept of using FDM for the manufacturing
of the large amount of panels, a big 3D-printer was custom
designed and built by Leapfrog 3D-printers. The goal was
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to be able to manufacture a single panel within the limited
timeframe of 8 hours, thereby enabling the production of
two panels per day. With hundreds of panels to be
produced, the effective, expedient and low cost
manufacturing of the panels was key to the viability of the
project. As such, multiple 3D-printers would be necessary,
also making the custom design of affordable 3D-printers
essential.

The first constraint entailed the maximum printable volume
of the printer (2100x560x560mm), which is not to be
exceeded by the dimensions of the panel. This was taken
into consideration in the early stages of the optimization
constraints, guaranteeing that each panel would fit in the
printer.

Secondly, the thickness of the panel was limited to the size
of the custom build 2.2mm-nozzle of the large 3D-printer.
As the nozzle completes each section, the final maximum
thickness of each panel will be no more than 6mm. Since it
is still time-consuming and relatively costly to 3D-print, it
was crucial to meet the design criteria within these absolute
minimal volumetric dimensions.

In order to save more time and material, an additional goal
was to minimize the necessity for support-material, thus
constraining the angle between each print-layer no larger
than 45 degrees, positioning the panel in such a way that
nearly horizontal surfaces are avoided. Upon finding the
optimum orientation for the 3D-print, the panels needed to
be separated and cut, while adhering to the all of the
constraints mentioned above.

Several material experiments were carried out to test for
printability, durability, structural strength, UV resistance
and cost. PVDF proved promising results at small-scale
tests, but still requires modifications for full-scale prints.
The possibility of enhancing it with fiberglass to reduce the
problematic shrinkage of the material is one of the explored
options. As of current, successful 1:1 scale prototype 3D-
prints have been completed with PET.

In summary, the primary target of the additive
manufacturing process is to make the production of
hundreds of panels possible within the allocated budget and
time. As of recent tests, the approximate time required to
produce each of the full-scale prints is estimated at 8 hours.

3.3 Structural System

In the initial stages of the project, several options were
discussed regarding the structural approach as well.
Although preferred, a self-supporting structure was not
feasible with the selected lightweight materials for the
additive manufacturing process. Therefore, the first
structural proposal was to suspend the panels with a vertical
cable system locking each panel into the correct position.

However, in this scenario panels could potentially break,
endangering the people below. Rather than using expensive
safety cables as a solution, the option of weaving the steel



cable structure through the panels was explored, not only
increasing safety but also making them less visible,
esthetically enhancing the design. The panels needed to be
divided differently, significantly affecting the joint. Instead
of producing a single panel, the redesigned panel combined
two segments and their cross connection, with the added
benefit of strengthening the structural capacity of the panel.

The cable system alternates between a single cable in one
direction and two parabola double-cables in the other
direction, which cross one another twice per string; once
above and once below. The double-cable holds the panels in
place and prevents them from rotating. Since the parabola
cables are being held apart by the panels, this system
requires that they can structurally withstand the inward
tension from the two crossing cables.

4 DIGITAL WORKFLOW AND PARAMETRIC MODELS
After the optimization runs, the parametric model contained
simplified geometry, although the geometric complexity of
the final geometry was anticipated. The primary objective
of the post-optimization digital workflow was to reduce the
size of each file as much as possible before resuming the
further development of the geometry. The output generated
by each parametric model is reduced to only necessary
information before proceeding to the next model, keeping
the size of the operable data manageable. Identifying the
segmentation of the parametric models occurred
systematically, as each required a different data structure.
The following section provides a summary (also illustrated
in Figure 3) of each model in order to explain how each
panel is geometrically defined according to the design
constraints.

Optimization
! 3D Printing Daylighting Structural
! Requirements Requirements System
> -
Post-Optimization Mode! l —» /  Grid +Points .;
| excepiions
convert -
data structure L
-
— Detail Model | » / 2D Sections /
| exceptions
convert -
data structure L
—
> Sweep Model | —» / 3D Geometry /
— | exceptions
convert
data structure ¢
Lo
> Joint Model | —» / Joints /
— exceptions
convert
data structure
-
e

Panel Model | »> / Panels / —‘
| = QICQPHGMS

| 3D Print Preparation

Figure 3. Digital Workflow Flowchart.
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4.1 Post-Optimization Model

As a design principle, the diagonal base-grid was generated
according to the results of the preliminary daylight studies
and the decision to internalize the structural system. The
grid controls the orientation and the number of panels in
addition to the way the elements are positioned in relation
to one another. The optimization was performed on a
simplified lofted surface, defined by the dimensions of the
grid, resulting in s-shape segments, shaped like the hood of
a cobra.

The optimization already incorporated the constraints
defined by the integrated structural cable system. For every
s-segment, two of the planes intersect the single cable and
two planes intersection the double cables of the structural
system. In the case the optimization result returned a
smaller width than the necessary width between the cables
of the double cable system, the optimization result it is
overridden to accommodate the cables inside the panel.

The post-optimization model converted the numeric data
retrieved from the optimization into a spatial representation,
defining the points of intersection and rotation (both in plan
and in section) at each of the 4 planes along the s-segments
(see Figure 4, top). This point-cloud generated in the post-
optimization model was then further used as input for the
subsequent parametric models.

4.2 Detail Model

As illustrated, the relationship between the design criteria
was first explored at two singular instances in section and
only two-dimensionally. Then, the detail model uses the
data generated by the optimization results and generates
each section on a flat horizontal plane before projecting the
two-dimensional geometry onto planes oriented to the
directions derived from the post-optimization model. It
generates two-dimensional sections located at each plane
and defines the width of each section and the appropriate
rotation.

The further geometric definition of the sections is entirely
informed by structural and additive manufacturing
constraints. First, due to the structural system, there are 2
different types of sections, a double cable and a single
cable. Secondly, as mentioned, the thickness of the section
is derived from the nozzle size (2.2mm) of the 3D-printer,
depositing either a single line (3mm) or a double line
(6mm). Therefore, the wings are 6mm thick at the tips and
are 3mm thick where the inside becomes hollow (see Figure
4, middle).

Due to the anticipated growing complexity of the three-
dimensional geometry, the aim was to resolve most of the
intricacies emerging from the integration of the design
criteria with these planar constructions. The more precise
and identical these sections were constructed, the easier it
would be the transition from the two-dimensional
projection to a volumetric three-dimensional geometry.



Figure 4. Output from Detail Model.

4.3 Sweep Model

The sweep model uses the sections generated by the detail
model to create the three-dimensional continuous surface
geometry. The sweep fits a surface through a series of
profile curves (sections) that define the surface shape and a
series of rail curves that define the surface edges.

The sweep model requires an entirely different data
structure. In order to produce the three-dimensional
continuous surface geometry, it is necessary to convert the
structure from individual s-segments to uninterrupted
horizontal branches. The sweep model also generates the
hollow inner surfaces by using the offset sections from the
detail model. This geometry is subtracted from the solid
boundary representation in order to reduce the material and
weight of the panel (see Figure 4, bottom).

Upon completion of the sweep model a control-simulation
was performed in order to compare the illumination results
of the initial optimization with the post-optimization
volumetric three-dimensional geometry.

4.4 Joint Model

The joint model produces the joint that occurs at every
intersection of the underlying grid between the v-segments
and n-segments of each panel (see Figure 5, left-top). The
joint internalizes the cable structure to hold the structural
system in place and offers structural stability. It needs to
withstand both tension forces from the cable system and
wind load. To achieve the most equal distribution of these
forces, the joint requires a fluid vertical transition between
v-segments to n-segments.

According to the additive manufacturing criteria
constraining the 3D-print direction, the joint is problematic
where it connects the v-segment and n-segment, as it
contains horizontal surfaces. Since the two legs of the x-
shape panel are printed first, the joint has to bridge a
horizontal gap. In order to prevent the need for support
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material (which is problematic because it adds printing time
and material), the bridge between the legs needs to be
minimized, resulting in a sharper blend between the v-
segment and n-segment (which is undesirable due to
structural concerns).

As the goal was aim to minimize material, the joint cannot
be solid, so all excess material should be removed.
Adhering to the previously established print thickness of
3mm, the inner offset of the joint is created by redrawing
the curves according to the previous paragraph. These
curves are drawn from a 3mm offset of the original network
surface.

4.5 Panel Model

The panel model defines the last parametric relations before
exporting the geometry to a format that finalizes 3D-print
preparations. It places cutting planes and splits the
continuous surfaces from the sweep. Each panel is cut-off
according to the size limitations of the 3D-printer, resulting
in v-segments and n-segments. Combined with a joint, they
form an x-shape panel.

Ideally, this cut-off occurred at the midpoint of each grid
element, resulting in a regular x-shaped panel.
Unfortunately, this panel exceeds the additive
manufacturing criteria restraining the printable angle no
larger than 45 degrees. To meet this constraint, the panel is
reoriented in such a way that is the legs are not the same
length.

In addition, the model resolves the connection between the
panels with a tube, ensuring their location and preventing
the panel’s rotation. The tube is a standardized, straight
PVDF cylinder with a diameter of 1.5cm and a length of
10cm. These dimensions are defined parametrically to
accommodate various options to be determined later after
structural testing and availability of standardized materials.
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Figure 5. Output from the Sweep, Joint and Panel Models.



Figure 6. Full-scale 3D-printed prototype: one module.

The geometry of the joint model is imported into the panel
model and together with the v-segments and n-segments,
generates the x-shape. Since the data structures of these
three separate pieces do not align, and do not match the
desired organization of the panels, the data structure
requires revision once more. Once the data matches, the
pieces are seamlessly joined as one and exported
accordingly. The inner sweeps are also cut, organized and
subtracted; resulting into a hollow, bare minimum volume
to print. In this case, the organization of the data resembles
the order of assembly during construction. The labels are
recessed into the planar surface at the cut of each panel and
3d-printed along with the panels. The final model is visible
in Figure 7.

4.6 3D-print Preparation

The last step of the digital workflow requires the exporting,
organizing and preparing for 3D-printing. From the panel
model, each individual panel is repositioned and exported
as a separate file to be printed. The polysurfaces are welded
into a closed mesh and converted into a .stl file. Evidently,
the exported geometry requires thorough inspection and
manual fixes before sending it to the 3D-printer.

As such, several samples have been produced across
multiple scales, including 1:5 architectural models, an 2
strings of 7 panels as 1:3 assembly models to test the
structural systems and finally a successful 1:1 prototype
module (see Figure 6).

5 CONCLUSION

The research presented in this paper investigated the digital
workflow of the performative-design-to-production process
of an optimized sun-shading system. The proposed process
exemplified the challenge of integrating multiple design
criteria in terms of performance optimization, internalized
structure, and manufacturing concerns that resulted into a
high geometric complexity. The final geometry (Figure 7)
became the calibrated product of a complex, continuously
redefined set of mathematically described rules, rather than
a preconceived aesthetic image.

As discussed, the design criteria developed over time as
part of the natural challenges throughout any collaborative
design process. In doing so, the paper argues that this
process of identifying the parameters and constraints that
informed the design decisions is not a linear, sequential
process. The paper argued for the necessary integration of
multi-disciplinary constraints through multiple parametric
models. In doing so, the juxtaposition of multiple design
criteria facilitated the encounter of several conflicts, which
could have never been detected if modeled manually
through a panel-by-panel approach.

In addition, this research demonstrates the potential use of
additive manufacturing at large-scale and its contribution to
the design of performative building envelopes. In future
research it would be advantageous to streamline the
collaboration even further in advance to ensure that each of
the identified design criteria is considered simultaneously,
rather than sequentially. Particular additive manufacturing
constraints became a decisive constraint too late in the
process, where it should have been incorporated from the
beginning. As of today, more tests are necessary with
regard to the selected material (PVDF) and also to decrease
the printing time. Upon evaluation and towards possible
future phases of the case study the primary concern is to
reduce the complexity of the geometry to ensure 3D-
printability.

Y y
Figure 7. Detail of the PULSE Sun-shading System.
Image Courtesy of Ector Hoogstad Architecten
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ABSTRACT

This paper will discuss the role of simulation in extended
architectural design modelling. As a framing paper, the aim
is to present and discuss the role of integrated design
simulation and feedback between design and simulation in a
series of projects under the Complex Modelling framework.
Complex Modelling examining how methods from the
parallel disciplines engineering and computer science can
broaden our practices and transfer central information
modelling concepts and tools. With special focus on new
hybrid structural morphologies and material fabrication, we
ask how to integrate material performance, engage with
high degrees of interdependency and allow the emergence
of design agency and feedback between the multiple scales
of architectural construction.

This paper presents examples for integrated design
simulation from a series of projects including Lace Wall, A
Bridge Too Far and Inflated Restraint developed for the
research exhibition Complex Modelling, Meldahls Smedie
Gallery, Copenhagen in 2016. Where the direct project aims
and outcomes have been reported elsewhere, the aim for
this paper is to discuss overarching strategies for working
with design integrated simulation.
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simulation;  design

ACM Classification Keywords
Design.; Algorithms; Performance

1 INTRODUCTION

The current forming of a shared digital design practice has
led to the emergence of new methods in which simulation
both acts as a means by which to enable feedback in the
design chain by informing early design decisions,
corroborating intuition and rectification of design decisions.
In this sense this new practice has employed multiple
understandings of simulation; lightweight simulation using
fast and less exact methods for early stage design
integration and heavyweight simulation using more
verifiable and exact calculation method for final design
evaluation [1]. This paper examines how this dual practice
has traditionally paired particular kinds of simulation tools
to either of these practices and how new advances in the
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way simulation is undertaken challenge this otherwise
simple separation.

The paper aims to understand the fundamental differences
introduced into architectural design, as we enter an
expanded digital design chain equally concerned with
design at the scale of the material, the element and the
structure. Rather than understanding simulation as duality
between lightweight and heavyweight, simulation here
becomes a recurrent and distributed event occurring across
the modelling environment bringing together different
scales of design agency and employing varying levels of
precision as well as different tools of calculation. By using
examples from the research investigation Complex
Modelling [2], the paper will examine how the advancing of
digital design practice, the contemporary evolution of our
design tools and the stronger understanding of our problems
spaces allow us to reconceive how simulation can become
part of design strategy.

2 SIMULATION IN DESIGN

Architectural design practice is facing increasing demands
in terms of predictability and performance of its outcomes.
Simulation lies at the core of this emerging practice of
performative architecture [3], as it allows for the
quantitative evaluation of a project’s performance. Today,
different means of simulation cover a broad range of
architectural concerns, from design to construction and
operation, including the simulation of a design’s
environmental, structural and material performance and its
fabrication and assembly. This means for the new practice,
that simulation is understood as an integrated part of the
whole chain from design to production and as bridging
different disciplines including architects themselves. The
incorporation of simulation potentially disrupts traditional
design practice by introducing feedback and cyclical
thinking in a process that is otherwise characterised by an
ideal of linear progression and division of labour separating
design generation and analysis.

Design integrated simulation produces computational
workflows, which grant simulation models different
degrees of design agency [4]. In an analytical track,
simulation models are used to investigate the performance
of a proposal post design. This approach is exemplified in
the Dermoid project [5]. The project utilises the bending



behavior of short plywood elements to form larger trusses
arrayed in a reciprocal open topology. The overall structural
behaviour of the design in terms of deformation and
bending stresses in the trusses is simulated with Finite
Element Analysis (FEA). , aThe results are nd in turn
explored by the designer, who take decisions on how to
alter the design, if design goals are not met yet. In a
generative track, simulation is a part of an autonomous
design process. This approach is exemplified in The Rise
[6]. Here, the 6m high bending active structure is developed
in a computational design system based on the simulation
of a growth system and built from bundled strands of rattan.
The simulation is devised as an artificial energy
metabolism, in which a first set of branches are “grown”
according to locally available “energy”. The performance of
the grown branches is then analysed with an integrated and
calibrated particle spring system and a new energy level is
locally distributed based on the results, before the process
restarts.

Computational design workflows on the generative track
are generally linked to lightweight simulations, as only
these can provide the necessary amount of iterations. The
analytical track on the other side is characterised by fewer
feedback cycles, in which heavyweight simulation is used
to provide accurate and precise answers - at the cost of
higher processing time. The question is how to overcome
the tie of the generative track to fast, but inaccurate
lightweight types of simulation and the analytical track to
heavyweight but slow types, when complex architectural
problems necessitate generative approaches and a general
demand for more frequent and better feedback cycles exists
in the profession.

3 THE CURRENT DIVISION INTO LIGHTWEIGHT AND
HEAVYWEIGHT SIMULATION

To separate different kinds of simulation we introduce a
division into lightweight and heavyweight simulation (Fig.
1). The term lightweight is rooted in computer science,
where it describes an algorithm or language, which has a
small memory footprint or impact on the overall
performance of a computational system. In our field
lightweight simulations are similarly characterised by a
minimal use of computational power. This allows them to
be directly integrated into the generative track and
workflows of early design stages. Here, they provide a level
of accuracy and precision, that is ‘good enough’ for design
decisions, while operating on high levels of abstractions,
assumptions and generalisations. The algorithms that
underly lightweight simulations are often so general in
scope, that they can encompass a wide range of concerns
and solve simultaneously questions related to geometry,
structure, assembly and fabrication of a design.

In contrast heavyweight simulation is understood as more
accurate and precise, but as well computationally heavy,
specialised in scope and demanding in terms of knowledge
about a design. Typical representatives of lightweight
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simulations are particle/spring systems commonly used in
physics systems. In contrast to FEA, which employs a
matrix based method for the solution of the equations of
equilibrium and the associated stresses of the structural
members as a result of forces, boundary conditions and
material properties, particle-spring systems operate on a
simplified vector representation of forces and solve the
equilibrium of the system iteratively. This reduced
approach allows to form find structures [7] or simulate
realistic physical behaviour directly in the design
environment; for instance with tools like the Nucleus solver
within Autodesk Maya™ or the Kangaroo plugin for
Grasshopper/Rhino.

EARLY DESIGN PHASE
|LIGHT

DESIGN GENERATION

LATE DESIGN PHASE
HEAVY

DESIGN EVALUATION

L

Figure 1. Diagram in which the integration of simulation moves
along a time based unfolding from lightweight to heavyweight

In CITA the exploration of how to integrate simulation in
design has been undertaken across an extensible range of
projects employing different material systems and different
scales of material interaction [8]. The design of CITA’s
pavilion at Roskilde [9] exemplifies this workflow. In the
design of this bending active gridshell structure, an initial
series of particle-spring simulation models supported the
connection between a limited number of critical material
behaviours and limits to key design parameters within a
generative process. These models included numeric
calculation of minimum bending radius and utilisation, so
that the natural minimum energy bending behavior of
tubular elements could be attracted to a non-standard target
geometry, connections established to other elements within
the structure, and element lengths maintained. At each
iteration, bending was calculated for each element and
those forces acting on the elements applied only when the
bending was deemed within the limits of the material.
After a design was established, it was then evaluated using
a different software environment. A non-linear FEA model
defined with the FEA software Sofistik AG was used to
analyse the resulting geometry and bending stresses after
the shaping of the gridshell.

A second example is the Tower [10] a 9m tall bending
form-active hybrid structure, in which bend 10mm glass-
fibre reinforced plastic (GFRP) rods are stacked in layers
and inserted into a constraining bespoke CNC knitted
surface. The implementation of the K2 physics solver into
the computational design model in Rhino/Grasshopper
allowed here for a real-time interaction between the
designer and the form-finding of the structure. The ability
to quickly customise the K2 simulation engine granted the
necessary fluid design process. The general nature of the
K2 engine allowed furthermore to represent and solve the
many layers of design constraints in one modelling
environment. This allows us to consider during the design



process simultaneously parameters of shape, structure, production, assembly and to some extent material
' b 7 Define Solve Goals /-' Shaned Export Structural
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Figure 2. Flowchart of the computational design workflow of the Tower project in which lightweight simulation is used for the shaping
process (white) and the subsequent analysis in FEA (black).

behaviour, as the light weight simulation provides feedback
on the utilisation of the GFRP rods in terms of bending
forces. An accurate analysis of the design in terms of
stresses in all building elements and the behaviour of the
overall structure under external loads took again part in
Sofistik (Fig. 2).

The division of the simulation process into an initial
lightweight model for design exploration and a later
heavyweight model for validation and verification, sets a
focus on interfacing ‘handshaking’ between the often very
different levels of description used in the models. The
challenge is to identify and extract information from one
model and to port it directly into another as input
parameter. Handshaking can here be uni- or bidirectional. It
can take place sequentially, as in Dermoid, where the form
found design was analysed in FEA and the resulting
dimension of elements fed back into the lightweight
simulation, or in parallel, when multiple simulation models
produce information for other models [4]. The interface
between the often mutually inconsistent frameworks of
simulation has to be carefully curated and reconciled in
overall fitness functions, artificial metabolisms,
Hamiltonians or other weighting methods [11].

The previous section between one set of methods for more
abstract behavioural descriptions, and another set for more
highly specified behavioural descriptions, can be replaced
and geometric description. The recognition and
exploitation of this overlap — and the extension of domains
to which projection-based dynamic relaxation and FEA can
be applied - initiates new possibilities for moving between,
or combining, simulations - either to become increasingly
accurate and precise over a set of investigations, or to
simultaneously calculate and combine results drawn from
different levels of resolution.

Where these projects have allowed us to understand and
prototype the potential for working with different kinds of
simulation, both light- and heavyweight, it has also led to a
larger research enquiry into how simulation of different
levels of realism can interface and handshake along the
design chain. Rather than positioning lightweight
simulation only at the start of the design chain, and
conversely heavyweight simulation only at the end, our new
practice asks how these different kinds of design analysis
with their differing implementation, speed and ability to
couple different frameworks through a manifold of
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handshake-algorithms can be further leveraged in design
practice.

4 PROPOSING A NEW MODEL:
SIMULATIONS OF DIFFERENT
FIDELITY

Changes in simulation practice now open the door to less

linear differentiations and progressions between lightweight

and heavyweight simulation. The separation described in
the previous section between one set of methods for more
abstract behavioural descriptions, and another set for more
highly specified behavioural descriptions, can be replaced
by the use of both methods across varying levels of material
and geometric description. The recognition and
exploitation of this overlap — and the extension of domains
to which projection-based dynamic relaxation and FEA can
be applied - initiates new possibilities for moving between,
or combining, simulations - either to become increasingly
accurate and precise over a set of investigations, or to
simultaneously calculate and combine results drawn from
different levels of resolution (Fig. 3).

INTERFACING
LEVELS OF

In the Complex Modelling project we explore alternative
models for intersecting and interfacing different modes of
simulation in the design model.

«”

~

Recurrent and distributed
simulation of varying fidelity
cycles for generation (G)
and evaluation (E) across
the design chain

Figure 3. New model in which distributed simulation models of
varying degree of realism act in a network and handshake in
different ways. The gradient from white to black represents the
gradient between high and low fidelity.

The research experiments Lace Wall, A Bridge Too Far,
and Inflated Restraint develop and demonstrate this
extended ability to specify - at varying degrees of accuracy
and precision - material systems within design integrated
dynamic relaxation and FEA simulation. Limits around the
methods for dynamic relaxation, particularly the capacity to
incorporate material information such as Young's Modulus,
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Figure 4: Flowchart of the interactive Lace Wall modelling pipeline, defining different modelling stages and expressing
the integrated feedback loops.

have previously restricted its capacity to contribute to
higher level quantitative understandings of behaviour. But
new approaches using projection based
dynamic relaxation extend to include this information: In
Lace Wall, the goal solver Kangaroo2 is implemented both
for describing form-finding behaviours, used during
exploratory design where topology and dimensions are free,
and for describing mechanically calibrated behaviours used
during accurate structural analysis. The Kangaroo2 API
enables designers and developers to integrate the solver and
write custom goals with great freedom. Enabling both the
development of the K2Engineering plugin [12, 13] and the
interactive Lace Wall modelling pipeline [14] where
designers are free to handshake between the exploratory
and structurally accurate modes of modelling at any time.

In contrast, the limits around FEA tools have been in the
other direction: a traditional separation from design tools
has implied slow iteration time and encouraged use only in
the wvalidation of high-resolution geometries.  Current
integrations of FEA into the design environment are
exploited in A Bridge Too Far to enable fast and iterative
feedback, but also to develop more nuanced relationships
between the FEA model and the design model — simulations
that act on scalar subsets of the model to ask partial
questions, and which exploit the fact that often, appropriate
answers only require a minimum of information, rather than
the whole. In A Bridge Too Far, the integrated FEA tool
Karamba is implemented within the design process as part
of a search and optimisation loop. Its integration within the
3D modelling environment Rhinoceros allows structural
simulation to be informed but also then combined with
other considerations in a form-finding and optimisation
process.

With the ability to specify the models at varying levels of
accuracy and precision, new workflows are enabled. While
the simulation methods differ between the projects, the
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workflows share a common approach that partitions models
into networks of sub-models functioning at different levels
of resolution, and the curating of connections between these
models (Fig. 4). This involves identifying appropriate
models, tailoring the specificity of material information and
the resolution of geometric definition to those models, at
the appropriate resolution, and distributing multiple such
models across the workflow. Connections might support a
sequential progression of material and design specification
from low to high, or one to many: In the case of Lace Wall
sub-models are organised by feedback loops. Where
upstream models generate topology, geometry and
behaviours, central models solve these behaviours, and
downstream models generate analysis data to re-inform the
upstream models. Enabling a continuous and interactive
search loop, where resolution is automatically defined on
the fly. Allowing humans or search algorithms to generate
fit candidates without having to continuously adjust
parameters that do not affect design. Alternatively,
connections might support also support the progressive
generation of design detail across multiple scales, as in the
case of the research structure Stressed Skins [15]. Lastly,
connections might extract information in parallel from
multiple models and combine this within a single energy
descriptor to steer design generation, as implemented in A
Bridge Too Far.

Our initial exploration of these workflows has led us to
change the way we conceptualise the relationship between
methods, and the spectrum on which they sit. When both
simulation methods can be employed with greater or lesser
quantities of information, lightweight and heavyweight is
not the best characterisation anymore. With an increased
degree of freedom in how we computationally describe both
pseudo behaviours (the description of place-hold
behaviours that estimate material performance) and
accurate physical behaviours, we are now afforded direct



control of how we define modelling accuracy (i.e.
qualitative properties of the underlying model) and
precision (i.e. quantitative properties, such as resolution).
As such, the simulation spectrum is perhaps better
described as being one of fidelity. Rather than arranging
these as an incremental process of refinement we can
employ these differing means of reproducing behaviour
with different degrees of resolution strategically within the
design workflow.

5 EXAMPLES OF WORKFLOWS
MODELLING

These workflows are prototyped and developed through
three Complex Modelling projects: Lace Wall, A Bridge
Too Far and Inflated Restraint. Where each project finds
local means of implementing simulation, then the strategies
have in common the partitioning of the model into a
network of models, the distributed and recurrent utilisation
of different kinds of simulation across the design chain with
varying degrees of fidelity, the external verification and
validation of the simulations and the establishing of
different kinds of handshake operations within the

IN COMPLEX

modelling workflow.

Figure 5. Lace Wall in the Complex Modelling exhibition.

5.1 Simulation in the Lace Wall workflow

Lace Wall belongs to the family of form-active hybrid
structures and is a generic and modular space frame-like
system, that can be extended in a spatial array to construct
large enclosures such as walls, roofs, domes and more
complex macro shapes. The material system consists of a
minimal inventory of elements: 8mm GFRP rods, textile
cables and custom designed high-density polyethylene
joints. The rods are bent and joined into 80 discrete units,
each stabilised by an internal three-dimensional cable
network. While the dimension and topology of the GFRP
units are identical, the cable networks are differentiated so
as to allow the single units to withstand different local
strains in the structure and to constrain each unit into
bespoke geometries, that allow them to fit into a desired
overall macro shape [16].
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Lace Wall investigates computational strategies to design
with material systems, that are characterised by a high

Figure 6. Single unit of Lace Wall after K2E structural analysis
with tension (blue), compression (red), stresses and bending stressed
displayed.

degree of interdependence of elements and scales. This
reciprocal relation limits for Lace Wall the traditional use
of small scale physical models for design exploration.
Designers get quickly fatigue by the necessary level of
accuracy to develop form-active hybrid structures, which
are highly sensitive to the smallest imprecision and
changes. On computational level the simulation of single
units and large arrays of interacting bending active units is
similarly challenging, as the final shape emerges only as a
result of the interacting forces in the bending active element
and the tensioning wires. These can not be captured
precisely enough by lightweight simulations and the sheer
amount of interacting elements prohibits a handshake to
FEA. For Lace Wall it was furthermore of  high
importance, that the design environment is not restricted to
iterations within fixed topologies, as it was the case in
Tower [10], but that topologies could be openly explored.

The computational workflow (Fig. 4) of Lace Wall
employs, an approach in which a low fidelity simulation,
for an initial and approximate form finding, can at any time
be exchanged with a high fidelity simulation, for precise
determination of the resulting shape and stresses (Fig. 6).
The speed of the K2 simulation enables not only a direct
interaction of the designer with the bending active structure
and immediate feedback on the expected shape and through
the K2 loop on the expected performance, but as well to
employ generative workflows. Herein topologies for the
constraining cable networks can be automatically generated
and form found, which provides the means to analyse and
qualify the fitness of a candidate. These are collected
alongside their fitness parameters in a database for further
design iteration. Promising candidates can undergo a more
precise analysis with the K2E engine in a second loop.

The models in the workflow share a common data model,
where topologies, properties and their performance are
encoded in an Object oriented way. This way of
representation enables a handshake between the very



different modelling frameworks, within the Lace Wall
pipeline.

Core to the development of the workflow, is the constant
verification of the computational model against established
structural and computational models and theories, as well as
the validation of the results against physical probes and
prototypes.

Figure 7. A Bridge Too Far in the Complex Modelling exhibition.

5.2 Simulation in the A Bridge Too Far workflow

A Bridge Too Far is an asymmetric bridge, spanning 3
meters and weighing 40kg excluding buttresses. The
structure consists of 51 unique planar, hexagonal panels,
arranged without framing into an inner and outer skin. The
thickness of each panel varies locally, and at maximum is
Imm thick. The project explores an extension to the
capacities of thin panelised metallic skins through the use
of rigidisation (the selective movement of local areas of the
sheet out of plane to increase structural depth) as means to
enable novel lightweight and frameless structures, and the
improved understanding of underlying processes [17].

The modelling approach seeks to counter and evaluate
buckling at the scale of the structure, the panel and the
material. The integrated FEA tool Karamba is used to
predict behavior and deflections of the entire structure. This
design-integrated simulation is validated against simulation
using Sofistik as well as empirical load testing of
prototypes. A k-means clustering algorithm is used to
determine panel outlines, a low fidelity representation that
supports evaluation of the coincidence of seams on upper
and lower surfaces. An interference model generates high
fidelity rigidisation geometries, from which a precise
calculation of material properties is made using circle
projection. This is done to incorporate the implications of
fabrication within the modelling process. All geometric
features in the bridge, including those for resisting local
footfall, buckling within each panel, and also the structural
connections that manage shear forces across upper and
lower skins, are fabricated using Robotic Dual Point
Incremental Forming (DPIF). The effects of this fabrication
process are both geometrically and materially
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transformative, where stretching and a local increase in
surface area corresponds to thinning and a change of yield
strength, according to the angle of forming. The impact
within the simulation is to add significant variation to
information that would more usually be simplified and
made uniform.
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Figure 8. Flowchart of A Bridge Too Far modelling pipeline.

Where previous research at CITA has explored a sequential
approach to the definition of shapes and features at different
scales, [18], this project has implemented a parallel
approach [11]. A custom tree hierarchy class is used to
establish geometry-data coupling and support continuity of
information flow [15]. The tree supports information flow
between models of different geometric resolution and
precision, as well as various upstream and downstream
methods of data propagation. This approach to
communication between models supports a search and
optimization loop. Within the loop, geometric (seams,
connection size and shape) and material information (yield
strength and material thickness) is generated at geometric
resolutions that are both lower and higher than that of the
FEA simulation, with information down and up-sampled as
required. Deflections calculated using Karamba are
integrated with measures coming from these other models
and combined into an overall measure of energy, which is
minimised during the optimisation loop (Fig. 8).

5.3 Simulation in the Inflated Restraint workflow

Inflated Restraint is an air-inflated cable-restrained
pneumatic membrane. In this class of structural hybrids the
cutting pattern plays a critical role in the scalability,
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mechanical performance and resulting aesthetic of the
membrane. Architectural membranes are generally
characterised by rational patterns with minimal deviation
between discrete textile elements. We investigate a method
for producing irregular cutting patterns that offer an
extension of possible surface languages, achieving defined
design volumes with complex surface curvature and the
generation of cable restraint topology. To demonstrate this
we define a target geometry with areas of pronounced
anticlastic curvature. This class of curvature is ‘unnatural’
to pneumatic systems and embeds an efficacy test for our
pattern generation method and fabrication approach. We
analyse the mesh curvature of the target geometry to
identify and separate regions of synclastic and anticlastic
curvature. A k-means clustering algorithm is then used to
group mesh faces according to approximate curvature in
each of the separated regions. Graph traversal methods
(Depth First Search and Dijkstra’s Shortest Path) are then
employed to further sub-divide the localised curvature
regions into individual patches for fabrication. The naked
edges of these patches are then dynamically relaxed to
smoothen the boundary edge, ready for laser-cutting and
sewing.

Figure 10. A Bridge Too Far in the Complex Modelling exhibition.

The topology model of the cable restraint is also derived
from curvature analysis of the design target model. In this
case, we firstly identify areas of anticlastic curvature, the
‘lowest’ points of the membrane surface, to establish the
primary loops of the net. This ensures that they do not
exhibit ‘slippage’ on the membrane when under tension.
Further edges are added to the net topology using search
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criteria that combines finding areas of lowest synclastic
curvature (to relieve membrane stress) and being
approximately equidistant from each other (to ensure even
distribution). In simulation, we ‘inflate’ the membrane
model to verify its interaction with the cable restraint
model. Here, the measure of success is that the net does not
‘slip’ and the two systems find, and maintain, equilibrium
across the operating pressure range. The modelling
workflow as a whole is verified by comparison with the
physical demonstrator. Here, the measures of success are
that the inflated surface achieves the desired curvatures,
that the membrane has a smooth transition across patches
and that there are no areas of compression resulting in
unsightly and underperforming wrinkles (Fig. 11).

Qg'

Figure 11. Stages in the modelling workflow. 1. a defined target
model; 2. curvature analysis of the design model; 3. subdivision of
the surface; 4. breaking into discrete models for refinement; 5. first

stage of cable-restraint topology generation.

6 CONCLUSION

Complex Modelling takes point of departure in the
understanding that the development of architectural design
and its material practices is impeded by our inability to
comprehend and capture the complexity of more hybrid and
more bespoke material systems. If current building practice
is optimised through a modus mass production, Complex
Modelling asks how future more complex and more hybrid
building systems that take advantage of the complex
interactions of stress and strain could look and what the
logic of the underlying systems of representation and
analysis could be.



The modelling workflow presented here seeks to prototype
how future design methods can integrate simulation in ways
that support the design of complex and highly
interdependent material systems. Where the Complex
Modelling projects presented in the paper are highly
speculative and rarefied, they explore how advanced
computational modelling and its strategic integration of
different modes of simulation with varying degrees of
accuracy and precision allows us to reconsider how
architecture is designed, built and understood.

In this workflow simulation is no longer conceived as a
simple division between the practices that belong to
generative design thinking or analysis and evaluation.
Instead, modelling as a whole is understood as the strategic
construction of a network of dedicated sub-models in which
simulation models for both design generation and analysis
appear as distributed and recurrent events across the design
chain. The essence of this practice is that:

e That there are multiple sub-models and that they are
composed in an overarching modelling network
(workflow)

e That the overarching modelling network integrates
different kinds of simulation that operate at different
levels of fidelity according to locally available
information and needs for design accuracy and precision

e That the dedicated sub-models are locally validated and
verified in respect to the particular mode of analysis
undertaken

e That information is passed between the models through
different kinds of handshakes with different levels of
sophistication operating within the models
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ABSTRACT

The Double Face 2.0 research project aims at developing a
novel type of an adaptive translucent Trombe wall. The
novelty of the proposed system is based on the integration
of new lightweight and translucent materials, used both for
latent heat storage and insulation, advanced computational
design processes, used to identify the relationship between
variations in geometry and their effect in terms of overall
performance, as well as proposed fabrication methods based
on Fused Deposition Modelling. Various concepts and
geometric configurations are explored and improved via a
computational design workflow. The exploration is deeply
rooted in performance simulations manufacturing
constraints and measurements of prototypes. The paper
presents the workflow of the overall on-going research
project, with specific emphasis on the incorporation of a
computational assessment and optimization process.
Moreover, it presents the preliminary set of measurements
and simulations for thermal performances, their results and
related conclusions.

Author Keywords
Simulation-based design; data driven design; building
comfort and energy performance.

1 INTRODUCTION

The presented research through design project consists of
two sequential stages: the Double Face 1.0 (DF 1.0), which
produced a preliminary demonstrator and the DF 2.0, a
currently on-going further development and refinement
stage. The overall project tackles the integration of technical
requirements into the architectural language. In
architectural designs, technical requirements are often
perceived as limiting constraints rather than inspiring design
principles. At contrary, the project develops a workflow for
incorporating technical aspects from building physics and
from the fabrication process, to support the integration of
the engineering performances into the design of the product
through an iterative form-finding approach. It does so by
focusing on the case of an innovative Trombe wall,
conceived as an interior adaptive translucent system. The
workflow is being used for multiple design concepts, some
of which will be prototyped, and eventually validated via
1:1 demonstrators.

SimAUD 2017 May 22-24 Toronto, Canada
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Trombe walls have been implemented as means of passively
storing solar heat for more than a century, constantly
evolving from the first patent filed by Edward Sylvester
Morse in 1881, to the one popularized by the French
engineer Felix Trombe in the late 1960’s [1]. It generally
comprises of a system oriented towards the winter sun
composed of an opaque wall (thermal mass), glazing and an
air cavity in-between. Through adjustable vents located in
the upper and lower part of the wall, air movement can be
encouraged creating a convective loop. This allows the
heated cavity air to flow towards the interior and the cold
air from the interior to be pulled in the cavity.

The proposed Trombe wall is different from traditional
Trombe walls for two main reasons: it has the ability to
adjust itself towards the heat source or sink and therefore to
direct heat absorption and its release where and when
needed and it allows daylight transmittance. To achieve
these goals, both geometry and innovative materials are
investigated. Geometric investigations aim at form-finding
as an integral system incorporating multiple design or
performance criteria. When complex geometry emerges,
fabrication methods such as Fused Deposition Modelling
and robotic Fused Deposition Modelling are used. Focusing
on the innovative materials, the solid thermal mass of a
typical Trombe wall is replaced by phase-change materials
(PCM) while the insulation layer consists of translucent
aerogel.

PCMs are substances with a high heat of fusion. By
changing phase (solid to liquid or liquid to solid) the
material can serve as a heat storage [2]. Using PCM as heat
storage has a great potential of reducing the energy
consumption of buildings [2]. One of the first documented
usage of PCM in the construction sector, dates back to 1948
when one of the pioneers of solar energy usage, Dr. Maria
Telkes, designed the Dover House [3]. Drums filled with
Glauber’s salt were housed between the main rooms.
Ventilation was used to deliver warm air in winter and cool
air in summer. While this system could deliver heat for up
to 11 sunless days the target of the DF 2.0 Trombe wall is a
daily cycle. More recent projects such as the Wilo
headquarters in the Netherlands by Benthem Crouwel
Architects make use of the heat-storage capacity of PCM



doubling the thermal mass of the lightweight building to
prevent the interior from overheating. In the case of the
Floating Pavilion, by Public Domain Architects and
Deltasync, PCMs are used in order to pre-cool or pre-heat
the fresh air supply. The recharging of the PCM is
controlled by air conditioning units. Several researchers
have investigated the use of phase change materials in
facades [4, 5, 6, 7]. However, all of these researchers
considered static non-adjustable systems.

The starting assumption regarding the composition of the
layers for our proposed system places the PCM on one side
followed by the insulating acrogel layer, protecting it from
the opposite side. The elements composing the wall can be
oriented making it possible to face the PCM towards the
interior or exterior, depending on the climate conditions and
daily cycle. During summer days, the PCM will face the
interior, charging itself with heat generated by the users
while releasing the heat towards the exterior at night. In
winter it will face the sun during the day and release the heat
towards the interior at night. The ability of the system to be
oriented towards the interior or exterior allows for directed
and controlled heat transfer.

The design of the system is under development. The process
started with an extensive set of measurements and
simulations, to understand the basic parameters of the
system and to be able to setup a set of form-finding and
optimization loops.

2 OVERALL DIGITAL PROCESS

In the DF 2.0 project, advanced computational means
(evolutionary algorithms and clustering techniques) and
advanced digital manufacturing techniques (customized
additive manufacturing) are applied in order to explore
complex geometries and their relationship to performance.
The computational process of the research project is meant

DF 2.0 digital process

to facilitate the designer to identify the relations between
variations in geometry and the resultant performance
oscillations and to integrate the engineering performances
within the proposed designs. Specifically, the process aims
to integrate hard parameters, such as technical performances
for thermal behavior and daylight transmittance, and soft
parameters, such as aesthetic values and overall appearance.

The hard parameters rely on approximated material
properties up to the point where physical experiments as
well as simulations produce implementable results. They
include material properties of PCM, material distribution
and concentration, controlled by geometrical means, and
local surface orientation. They need to target conditions
regarding necessary volume for best performance of the
PCM, translucency or light permeability, surface
morphology as well as adaptability of the proposed systems.
In combination with design parameters such as visual
connection, they are being included in multi-objective
optimization loops to identify their influence over the
necessary design objectives allowing sufficient space for
unexpected design alternatives.

Additionally, the soft parameters are included and assessed
through multiple periodic user interviews. While past
interviews were based on common representation
techniques, future interviews are planned with the support
of virtual reality (VR) to facilitate the users in assessing the
soft properties of the proposed system while being able to
visualize and understand performance aspects

Figure 1 showcases the workflow for the entire research as
well as for the current point in the research process. It
highlights the integration between the digital design
workflow and the inputs from designers and users. The

DF 2.0 initial assesment phase
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Figure 2. Demonstrator developed during DF 1.0

overall workflow of the research is divided in two
interconnected parts.

The preliminary measurements and simulations were
performed during DF 1.0. This phase is represented by the
cumulus of user preference studies, market and building
analysis and the evaluation through simulation and
measurements based on the DF 1.0 demonstrator (Figure 2).
This forms a solid base as well as a catalyst for a first
concept development phase of DF 2.0 as well as a
knowledge pool for informing and enhancing simulation
routines to be implemented during DF 2.0.

Secondly DF 2.0 is arranged along 2 design loops: loop 1,
concept generation and assessment phase; and loop 2,
design evolution and optimization phase. User workshops
are introduced within each loop to further asses and fine-
tune the concepts, judging design as well as performance
related aspects. At the end of each loop a multi-criteria
assessment is carried out.

3 PRELIMINARY MEASUREMENTS & SIMULATIONS
This section presents the initial measurements and
simulations from DF 1.0 and a second set of simulations
from DF 2.0. Several measurements were carried out during
DF 1.0 in order to fine-tune assumed material thicknesses
as well as establish the specific type of PCM which would
allow for an overall better light transmittance to
performance ratio.

In parallel simulations using Design Builder v3.4 pointed
out that the best tradeoff between unobstructed views and
heat storage capacity would lead to a ratio of
approximatively 10% opening in the system’s overall
surface. In order to be able to perform more advanced
simulations which would allow for the incorporation of
other factors such as movement of the components of the
wall, a simulation routine was setup in Matlab/Simulink.
The relevant settings are presented in Table 1. For this
purpose a small room corresponding to the cardinal
orientations in the following order N, E, S, W has been used.
The ceiling and floor of the room have been assumed to be
adiabatic surfaces. The model takes the use of sun blinds,

calculated time (one winter) loct - 30 apr
orientation Trombe wall south

size of room w*d*h 3.6%5.4%2.7
size window south 80%

size of window north 40%

U-glass 1.65 [W/m2 K]
solar heat gain no sunblind 0.6

people present (7 days a week) | 18.00-8.00 h

if PCM panel present

PCM solid > 23 Celsius
PCM liquid > 26 Celsius

% closed wall (no holes) 0,9

thickness of PCM different per setup
thickness of insulation 0.01 [m]

PCM ¢ 2000 [J/(kg K)]
PCM_rho 1450 [kg/m3]
PCM la 0.6 [W/(m K)]
PCM h 1.8e5 [J/kg]

INS ¢ 1440 [J/(kg K]
INS rho 75 [kg/m3]

INS la 0.012 [W/(m K)]

Table 1. Settings used for the simulations in Matlab

the presence of users, as well as the existence of ventilation
into account. As such the model is a full energy performance
model including solar gains, internal heat gains, ventilation
and infiltration losses, transmission losses through the
facades, heat storage in walls, temperature set-points,
schedules, etc.

The results are shown in Figure 3. The results give an
overview of the amount of energy needed to heat a room.
This is 4,78 GJ per winter period. When a Trombe wall of 4
cm concrete is added, the needed energy reduces to 3,71 GJ.
When the concrete is replaced by PCM, the needed energy
drops to 3,18 GJ. This is a reduction of 33%. The optimum
though, lies at a thickness of 1-2 cm of PCM. Here a
decrease of 30-32% is achieved.

Energy use for heating in winter @

® Basic situation, no trombe wall

® Trombe wall concrete 1 em+1 cm asrogel
_ ® Trombe wall concrete 4 cm+1 cm aerogel
_ = Trombe wall PCM 0.5 cm+1 em aerogel
[ o

® Trombe wall PCM 0.8 cm+1 cm aerogel

3;35 Trombe wall PCM 1 cm+1 cm aerogel
3,23 Trombe wall PCM 2 cm+1 em aerogel
3,19 Trombe wall PCM 3 cm+1 cm aercgel
3,18 Trombe wall PCM 4 cm+1 cm aerogel

Figure 3. Results regarding the energy use
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4 DESIGN WORK

Together with observations from the fabrication spectrum,
the preliminary results from simulations and measurements
have helped identify multiple levels of design decisions. To
make these levels explicit, a mind-map consisting of five
categories has been developed. The five categories are:
Micro referring to the geometrical intricacies at a sectional
level; Meso regarding the level of detail at the surface level,
Exo defining a design principle; Macro categorizing the
possible position within the section of a room; and Chrono
referring to the type of movement used for adjustment of the
wall. The map collects and organizes a broad range of
geometric alternative options. For simplicity, Figure 4
summarizes the main principles regarding multiple design
scales as well as the concept generation process.
Combination of multiple elements per category is possible;
nevertheless some of the principles have a certain set of
prerequisites embedded in them, acting as constraints for the
overall design concept.

User workshops complement the design loops regarding
criteria such as: identity, whether the intended use is visible
through the chosen design and overall composition;
usefulness, whether technical performances are met; and
applicability, whether a home or office environment are
better suitable for a particular design (Figure 1).

5 FUTURE DEVELOPMENT

Based on the results of the first workshop, the highest
scoring concepts are being further analyzed in order to
extract either information which might be applicable to
other concepts or which will inform the evolution of the
existing concepts. The individual concepts will be
optimized towards visibility, structural performance, light
transmittance and thermal performance. Currently,
additional simulations, measurements and further
implementation of geometric features within the mind-map
are being developed. These will be studied in a layered
simulation loop. Simulations regarding airflow and
temperature changes within a simplified 2D representation
of a room caused by the proposed systems will be
investigated with the use of Comsol Multiphysics.
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Simulations regarding sunlight exposure, radiation values as
well as desired transparency percentages will be carried out
on a simplified geometrical assembly corresponding to the
Macro level (Figure 4) with the use of Grasshopper and
relevant plugins such as Ladybug and Honeybee. Resulting
simulation data will be visualized and examined within
ModeFrontier through the Grasshopper integration node
allowing a multi-objective optimization and evaluation
loop. Further more detailed CFD simulations will be
developed and performed on selected designs in order to
validate and improve micro level design decisions in respect
to material behavior caused by the proposed geometries.
The results of these simulations will be quantified and
applied on the designs in an iterative manner.
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Figure 1: The Chair Prototype
ABSTRACT & concrete [14], resin & metal [21], glass [20] etc. This

This research paper explores the use of 3D-printing technolo-
gies in prototyping of Topology Optimization (TO) driven
design. The paper describes the integration of TO into an
early design work-flow and highlights the difficulties thereof.
Due to the high computation times of TO, we outline the use
of statistical learning to approximate TO material density re-
sults. Specifically, we highlight the use of such techniques for
TO of thin-shell, non-volumetric geometries and the incorpo-
ration of specific assumptions related to such geometries to
improve the functional approximation using statistical meth-
ods. We describe the various stages of the design pipeline that
benefit from interactive TO.

Author Keywords

topology optimization; 3D-printing; statistical learning;
work-flows & digital tools; interactive editing;
edit-and-observe;

1 INTRODUCTION

3D-printing, a layer-by-layer additive manufacturing tech-
nique [30] is typically used to deliver geometrically precise,
functional prototypes in a short period of time. It has
emerged as one of the key rapid prototyping technologies
in the field of product design [11] and in large scale ar-
chitectural design [18, 25]. Large 3D-printing companies
such as Stratasys [36] most commonly use thermoplastics
- ABS (Acrylonitrile-Butadiene Styrene) / PLA (PolyLactic
Acid) - as a material. There have been several recent
attempts to investigate alternate materializations like clay

SimAUD 2017 May 22-24 Toronto, Canada (©) 2017 Society for Modeling & Simula-
tion International (SCS)
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along with the development in higher precisions and larger
build volumes [43] makes 3D-printing conducive to realize
customized designs. Topology Optimization (TO), a field of
structural mechanics [28] has found increased application
in architectural design in recent times [26, 33, 42]. Its use
in architectural design is characterized by the outcome of
the simulation being dominantly and visually expressed in
the final design. Due to the complexity and intricacy of
the results, TO is often constrained to research studies [43].
3D printing has been used increasingly to materialize TO
driven designs [21, 40, 24]. TO faces similar challenges
of computational time as other Finite Element Method
based simulations, making it unsuitable for interactive
edit-and-observe design methods preferred by designers.
Statistical learning techniques have been previously applied
to alleviate similar problems in Computational Fluid Dy-
namics [39]. Additionally, there are several examples of
using domain-specific information to improve the accuracy
of the approximation [41]. Although there have been several
recent works to reduce computational times for TO [4, 3] and
stand-alone applications for interactive TO [1].

In this research paper, we address the use of statistical
learning to develop an intuitive understanding of geometry
and structure by correlating TO results with local as well as
easily computable global geometrical features. Furthermore,
we use this understanding to approximate TO results, for
non-volumetric design geometries. Thus, in addition to
reducing the computation time of TO, we explain TO results
through easily interpretable, geometrically meaningful
regression coefficients.
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2 PAPER ORGANIZATION

The paper is prompted by the experiences of using TO for
the design and manufacture of a chair (Figure 1) using high-
resolution 3D-printing technologies. Section 3 outlines the
various stages of the design work-flow that incorporates and
highlights the benefits of using procedural modeling of design
geometry, TO for structural evaluation and material saving re-
sults, re-meshing to produce a structurally aligned geometry
and preparation of the geometry for production. In Section 4,
we discuss the motivation for using statistical learning to ap-
proximate TO results and explain the variables, methods and
prediction results. We comment on the extension of the work
in both the 3D-printing and statistical learning domain in Sec-
tion 5, and conclude in Section 6.

3 DESIGN WORK-FLOW
The design work-flow consists of five steps, each of which is
described in subsequent subsections.

1. Procedural modeling of design geometry
. Topology Optimization

. Re-meshing

. Parametric design detailing

whn A~ W N

. Generating production information

3.1 Procedural Modeling of Design Geometry

Initially, using the process of hierarchical subdivision surface
modeling [10], a low-poly mesh (M) (Figure 2A) is defined.
A manifold M that is predominantly represented by a quad-
Jfaced mesh lends itself to ease of manipulation of the design

geometry and hence helps in creating multiple and quick de-
sign iterations. The desired M is then subdivided using the
modified Catmull-Clark subdivision scheme inbuilt into Au-
todesk Maya [35] to create a high-resolution mesh (HR-M)
(Figure 2B). This improves results from the next step of TO.
An iterative perturbation scheme — the so-called dynamic re-
laxation method [6] — is applied to HR-M in order to get an
even distribution of quads(Figure 2C).

3.2 Topology Optimization

TO is usually addressed under the heads of size, shape and
topology [8]. Each of these have been well researched and
documented. For comprehensive understanding on shape
optimization, we refer the reader to [29], [7], [15] and
to [22], [19] for size optimization.

In this paper we refer to TO by the homogeneous method de-
fined as a distribution problem of isotropic material which
addresses all three aspects of size, shape and topology simul-
taneously [9]. Given a set of design constraints, support con-
ditions, applied loads, thickness/volume of material, TO is
used to find the optimal layout of a material densities within a
specified region [8]. We have used Optistruct [17] and its pro-
prietary optimization algorithm inbuilt in Altair Hypermesh
to run the TO simulations.

The process of TO begins by defining the design and non-
design area. The non-design areas are frozen from the opti-
mization. For the chair, all of the boundary faces of HR-M
are defined as non-design area and the rest of the faces as
design area. All the base boundary vertices of HR-M are
defined as the support condition which are called as Single
Point Constraints (SPC). The loads were applied considering
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an 80 kg human seated on the chair and were classified as load
on seat (S), back-rest (BR) and hand-rest (HR) (Figure 2C).
The mechanical properties of the material used correspond to
the specifications provided by Stratasys - RGD Polyjet Plas-
tic [36]. The maximum thickness constraint imposed on the
optimization of the chair was 3cm.

3.3 Re-meshing

After the TO simulation , the material distribution map
(multi-color gradient) (Figure 2D) showing material density
per vertex of HRM is converted into a single color gradient
(Figure 2E). The density value per vertex varies in the domain
of 0 (potential void) to 1 (structural member) [8]. We do a Re-
meshing of HR-M since the mesh-edges of HR-M do not align

Single Color Gradient Chair - 10 Shells

Mudti-Color Gradient Chair - 20 Shells

with the gradient of the TO material density map. A skele-
tal Realigned Mesh (RM) is created using the high material
density area of HR-M (Figure 2F-G). Next, the holes of RM
(Figure 2H) are filled and converted into a high-resolution Re-
aligned mesh (HR-RM) (Figure 2I). The single-color gradient
density values of HR-M are then mapped back onto HR-RM
(Figure 2J).

3.4 Parametric design detailing

Subsequently, a bespoke algorithm utilizes the material-
density information on HR-RM, to create another mesh
with varying thickness and perforation (DM) (Figure 3).
For the chair, the thickness varies from 3 cm to 1 c¢cm for
corresponding vertex density value of 1 and O respectively.
The perforation were created per face (density value per face
computed as average density of all the vertices attached to
that face) and the size of the perforation was a percentage of
the area of the face. This percentage varied from O to 75%
for corresponding face density value of 1 and O respectively.
Since the Stratasys printer could do multi-colored print, the
same data of vertex density value are used to create a blend
between two user input colors (Figure 3). This process of
varying the thickness results in a material saving of 40% in
comparison to a geometry of uniform thickness of 3cm. This
saving increases to 55%, when thickness and perforation
sizes are varied simultaneously.
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3.5 Production

The information needed by the 3D-printer was extracted to
suit the prevalent industry standard of partitioning design ge-
ometry into shells / solids of constant material properties [27].
The number of shells is a function of the number of colors
used in the design of the chair (Figure 4) - single-color gra-
dient chair (10 shells), multi-color gradient chair (20 shells),
single-color chair (1 shell).

4 APPROXIMATING RESULTS OF TO

TO, as noted in the Section 1, is expensive in terms of compu-
tational time. Since the time required to achieve these accu-
rate results is greater than that available in a design work-flow
it becomes difficult to integrate TO at the early stage of the
design work flow [39]. As such, quick qualitative results that
provide interactive feedback to the designer are just as im-
portant as the accurate, material-saving results. In order to
overcome this difficulty, we looked at statistical learning al-
gorithms to approximate TO results with domain specific data
such as principal curvatures, vertex normals etc. which are
intrinsic properties of the design geometry. Here, we briefly
outline our thinking behind the heuristic that was used as part
of the statistical learning method. Let us briefly assume the
surface to be funicular. Then, it is a commonly used approx-
imation to apply the equation describing a deflected mem-
brane stretched by a transverse load ([32, Equation 9.16]). By
funicularity, the membrane under pure tension gets inverted
“upside down” to a pure compression shell. Thus, we view
the surface as a solution of Az = —w where z is the height
function of the two variables z, y that parametrize the projec-
tion onto the x — y plane, and w denotes the applied load. Let
us from now on abbreviate partial derivatives with a subscript.
It is well known that the structural properties of a surface can
be expressed in terms of the Airy stress function ¢ such that

([2, 3.2.1]) with a function ¢ of x and y. Taking these
equations together, one can see that the Airy potential of
an equilibrium, compression-only surface can approximately
assumed to be the paraboloid ¢(x,y) = (22 + y?)/2 be-
cause its Hessian matrix is the unit matrix. Then, (1) sim-
plifies to Az = —w. There is the relationship S =
(v/det g)g~'o ([38] and the corrected version [37]) between
2
S = (—(Z?;y *ﬁ‘zy), the metric ¢ = (Zj: ffz% ), and the
stress tensor o. For the particular case where the Airy stress
potential is given by paraboloid, the matrix S reduces to
the unit matrix. We obtain an approximate explicit formula

o= (y/detg)~lgor

1 1+zz ZzZ
0= 5 5 ( Zg 2y 1+zi2 )7 (2)
\J1+25+ 2 v

expressing the stress tensor in purely local geometric terms.
To illustrate this thought by an example, let us suppose, for in-
stance, that the structure is a linear protrusion along the y-axis
of a shape that varies only along the x-axis, and the surface

is subjected to self-load so that w = /14 22 + zg Then,

zy = 0, and (2) means that the compression in a catenary arch

satisfies o = (COSh(z) 9 in accordance with well-known the-

ory on catenaries gnd Punicular arches [23].

One can prove that the “true” stress tensor o seen as a linear
self-maps of the tangent vector space to the structure at any
interior point and o are related by the intertwining relation
o = dz o (dz)~! where dz is the differential of z as a func-
tion of z and y. Thus, the eigenvalues of o and o agree.
Taking these thoughts together, the principal stresses of a
compressive structure in equilibrium are approximately the
eigenvalues of (2), which are quickly calculated and given

by A1 = \/m A2 = (A\1)~!. Thus, the principal

stresses and their directions are given in terms of the local
geometry, bypassing the need to compute them with a finite
element analysis. The quantities A1, Ay are easily obtained
from knowledge of the surface normal n. In fact, since

n=((Va)",)7/I[(V2)", 1)]]

3
= ((Va)', )T /y /14 22+ 22 ©

we get Ao by the z-component of the surface normal, and \;
by its inverse. Since the vertex normal’s z-coordinate is less
than its inverse, we view it as a heuristic approximation to the
principal stress Ao, and its inverse as one to A;. We expect
the result of the topology optimization to be tightly linked
to the magnitudes of the principal stresses, and therefore in-
clude the quantities (3) into the predictive model even though
the chair’s structure is not free of bending moment, and is
therefore not in compression-only equilibrium.

4.1 Geometric Features for Statistical Learning

We were guided by searching for a possible correlation be-
tween the TO material density result and geometric features,
as listed below.

1. Locally computable geometric features:

e the principal curvatures k1, k2 as the most important
local geometric features

e the z-component of the surface’s normal vector as
well as its inverse, as motivated by the line of thoughts
explained in Section 4

o the angles between the vertex normal and the direction
of the applied load, for each of the applied loads (see
Figure 5)

Shortest Mesh Distarnce Angle to Load

l I !

e
s fet

L] L

Figure 5. Calculating the Shortest Mesh Distance and Angle to Load

110



2. Simple globally computable features that are intuitively ex-
pected to have an impact on structure

e the shortest mesh distance to constraint (see Figure 5)

o the shortest mesh distances to the closest load point,
for each of the applied loads (see Figure 5)

In total, our first model was one with nine linear features.
In other words, the prediction was based on a linear predictor
which is a linear combination of these nine features and a con-
stant term called intercept. Moreover, we fitted a quadratic
model, adding all possible quadratic terms to these , i.e., all
two-fold products of any two features out of these, with the
only exception being the product between the z-component
and its inverse because it is equal to one and would therefore
not add predictive value. Likewise, a cubic model incorpo-
rated all possible one-fold, two-fold and three-fold products
of variables out of these nine variables.

For instance, the linear model featured linear combinations
of the principal curvatures x; and k2, and therefore made the
mean curvature, the sum of x; and ko, available as a predic-
tive feature. The quadratic model, in turn, also incorporated
the Gaussian curvature, the product of these two.

In total, there were 130 — 8 = 122 predictors in the cu-
bic model, including the intercept. Since the TO density re-
sults, obtained using the same TO setup explained in Sub-
section 3.2, were distributed on the unit interval [0, 1] and
therefore not normally distributed, linear regression had to be
discarded. Instead, the density result had to be “binned” or
“grouped”. We applied a grouping threshold of 0.32, the me-
dian of the learning data’s densities in such a way that both
bins had the same size. For a refined analysis, the high density
values were further subdivided into two groups of the same
size, yielding three groups with the thresholds 0.32 and 0.63.
Thus, there was a binary prediction target {low, high} and a
three-class prediction target {low, middle, high}. For the for-
mer, we chose logistic regression, and for the latter ordinal
logistic regression. We refer the reader to the vast statistical
literature for introductions to these classical concepts, see for
instance [16] as well as [13] and the references therein. For
logistic regression, the prediction goal is binary, namely to
discern between high and low topology-optimized values of
the density D. In logistic regression, the prediction is based
on the value of the linear predictor

Prob(D = low) =
(1+exp(—(Bo + B1 X1 + B2 Xa+...))) 7", @

where each X is a product of one, two or three features out of
those described in Subsection 4.1, 3y is the intercept, and the
B; are the coefficients which are being fitted by the learning.
For multi-class prediction, we used an ordinal cumulative
probability model ([31]). In it, one models the ordered stages
of the discretized prediction target D €{low, middle, high}
by means of the expression

Prob(D < y) = (1 +exp(BY — (A1 X1+ B X2 +...))) 7",

where y €{low, middle, high}. Note that only the intercepts
are assumed to depend on y. The coefficients j3; are to be es-
timated.
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Figure 6. Predictions with Variable Interaction Degrees and corresponding
ROC curves. The closer the ROC curve to the upper left comer, the better.

In order to prevent over-fitting, we strictly separated learning
and testing geometries: models were either used for train-
ing or for testing, but not for both. Specifically, the geometry
groups of Figure 7A were used for learning the models, which
were subsequently evaluated on the geometry groups of Fig-
ure 7BCD.

4.2 Prediction Results

The prediction improved, as anticipated, when passing from
the linear over the quadratic to the cubic model (Figure 6).
The evaluation of the model was done on the final chair’s ge-
ometry.

Figure 7 contains predictions of the best model, the cubic
model, on alternative geometry. Mostly, the geometric shape
of the area formed by vertices with high density was accu-
rately mapped. The model performed better in areas with
highly variable geometry, such as the armrests, the backrest,
and the legs, whereas in flat regions such as the seat, the pre-
diction was weaker. The best prediction accuracy of up to
84% (i.e., the proportion of correctly classified vertices) was
reached on the groups of Figure 7BC which had only minor
geometric deviations from training geometries of Figure 7A.
However, the geometries with larger geometric deviations of
Figure 7D had an accuracy of only 68% to 75%. Predic-
tion with a logistic regression model with linear but without
quadratic and cubic terms resulted in the coefficients given in
Table 1 containing the coefficients 3; as defined in (4) in the
first column. The second column indicates the p value, whose
meaning is roughly described as the probability of observing
such a high value of the corresponding coefficient by chance

Estimate  two-sided p-value

(Intercept) -1.59
K1 -0.02 <10 40
Ka 0.02 <10 "
shortest mesh distance to constraint(SPC) -0.66 <10 10
vertex normal z -2.60 <10 32
shortest mesh distance to load S 0.28 <10 2
angle to load S 0.03 <10 20
shortest mesh distance to load BR 0.26 <10 3
angle to load HR -0.003 <10 €
(vertex normal z) 1 0.01 <10 8

Table 1. Estimated coefficients of the linear logistic model
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if the true coefficient was zero, i.e., if the corresponding vari- the influences of k; and ko are the same but their signs are
able had no real influence on the prediction target. opposed to each other, implying that their difference has pre-
Table 1 contains a few remarkable results. The magnitudes of dictive value rather than their sum, the mean curvature. The
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influence of the shortest distance to the constraint is negative,
implying that the density increases close to the constraint, as
expected. The distances to the loads, however, have positive
influence. The vertex normal’s z-coordinate, the heuristic ap-
proximation to the second principal stress A2 has negative in-
fluence, its inverse has positive influence. All features are
highly statistically significant (p-values < 0.05). The most
powerful model, the cubic one, however, is harder to interpret
since in it, each variable occurs often, in different products.

5 FUTURE WORKS

The objective of using TO in the early design work-flow, pro-
duction of geometry for multi-color 3D-printing and finding
correlation between geometric features and TO density re-
sults using statistical learning were successful. However is-
sues raised and results obtained during these processes have
scope for development under the domains explained below.

Automation of Re-meshing

The process of re-meshing (Subsection 3.3) is currently done
manually. We propose to develop on research of skeletal ex-
traction [5] to automate the process of extraction of skeletal
mesh based on the TO results.

3D-Printing

The current production process prohibits the usage of smooth
gradients, due to the limited number of colors available in
the material color catalog [36]. The constraints of the printer
provided by Stratasys also governed the use of constant ma-
terial properties for the production shells in the 3D-printed

3D Printing: Design lterarions

prototypes. We propose to build on research of voxel based/
data driven material [12] as a transfer of production infor-
mation with the printer in order to create smooth gradients in
color and multi-material prints. Our design work flow incor-
porating TO is easily amenable to generate data on material
property variation based on structural results.

Statistical learning of structural properties

The current prediction performs reasonably well as long as
the learning and the predicting geometries remain within a
given series of related geometries. We plan on expanding the
prediction radius to more distant or distorted geometries than
those the model was learned on. In that vein, we envisage
to add further co-variables to those enumerated in Subsec-
tion 4.1 in order to improve the prediction. To be more pre-
cise, let us recall that the coefficients of the higher order terms
indicate the best-fit description of the surface in terms of the
graph of polynomials of higher degree [34]. These coeffi-
cients provide good candidates for further locally computable
geometric features that are empirically correlated with struc-
tural features.

Another venue for future work is the challenge to predict the
principal stress directions. In a first step, it is possible to
derive an immediate good guess of the principal stress di-
rections on funicular surfaces, along the lines developed in
Section 4. The approximation might be improved by finding
better ways of local guesses of the Airy function associated
with the geometry and the loading conditions, thereby imply-
ing the stress tensor field.

Prototvpe 1: Single Color Gradient

et
i

r

Prototype 2: White

Nimale

far Cradient {bortom)

Figure 8. 3D-Printed Chair Prototypes
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6 CONCLUSION

The successful realization of TO-driven design prototypes
with multi-color 3D-printing (Figure 8), integration of TO
into a design friendly environment (Autodesk Maya) and the
description of a novel method to approximate TO results for
mesh/surface-based geometries using statistical learning are
the primary contributions of this paper. In addition, we have
highlighted how the regression results might be used to im-
prove an intuitive understanding of the relationship between
geometry and structure.
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ABSTRACT

This paper explores the possibilities of kirigami geometry —
folding with the addition of strategically placed cuts and
holes — through simulation and kinetic and adaptive
architectural assemblies. Typical kinetic assemblies consist
of rigid components connected by mechanical joints that
offer limited range of motion and tend to require mechatronic
actuation. While mechanical motion is adequate for specific
applications, mechanically motile systems lack the adaptive
potential, elasticity, and embedded intelligence of adaptive
structures. We propose to focus on the design of flexible
matrices as a way of moving away from stiff, mechanical
unitized systems and toward pliable, continuous 2D and 3D
structures that can elastically change geometry in response to
external stimuli without the need for external mechatronic
energy input. As a proof-of-concept, we have produced an
integrated panel-and-hinge assembly in which the panels and
hinges are not discrete, mechanically connected components,
but are instead functional zones of a continuous matrix. In
addition, by controlling aspects of the individual units (panel
size, hinge geometry, spacing, unit shape), we can induce
larger-scale behavioral changes in the whole matrix.

Author Keywords

adaptive architecture; kirigami; simulation and modeling;
computational design; 3D printing; material design;
programmable matter; auxetic materials

1 INTRODUCTION

As part of two projects funded by the National Science
Foundation in the Sabin Design Lab at Cornell University
titled, eSkin and Kirigami in Architecture, Technology, and
Science (KATS), this paper is one product of ongoing trans-
disciplinary research spanning across the fields of
architecture, cell biology, materials science, physics,
electrical and systems engineering, and computer science.
This paper explores the possibilities of kirigami in kinetic
and adaptive architectural assemblies. Kirigami is similar to
origami, but includes the addition of cuts and holes. The
origin of the word comes from the Japanese kiru, “to cut,” a
geometric method and process that brings an extra,
previously unattainable level of design, dynamics, and
deployability to self-folding and -unfolding materials from
the molecular to the architectural scale.
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ColorFolds, a project produced by Sabin Design Lab 2014-
2015, is our largest deployable structure generated with
kirigami geometry. The assembly responds in a controlled,
kinetic mode to contextual feedback, expressed through
optical color and transparency change. The generative design
process for ColorFolds began with an examination and study
of kirigami processes as a means of creating doubly-curved
surfaces through a simple implementation of gradient folding
conditions. ColorFolds is an interactive folded assembly
prototype composed of a lightweight, tessellated array of
interactive components that fold and unfold in the presence
or absence of people. ColorFolds was a successful prototype
in the exploration of kirigami geometry and form, but the
design relied heavily upon mechanical hinges. Shown in 1,
complex mechatronic systems including linear actuators and
several mechanical devices are integrated to actuate folding
response to environmental input. This is essentially
allocating almost all of the response control to fragile, error-
prone mechatronic elements. A primary issue concerns scale:
in order to effectively scale kirigami inspired foldable
material assemblies like ColorFolds into deployable building
materials, mechatronic systems are problematic. They are
too fragile, maintenance and energy-heavy, and costly to
support large-scale assemblies of folding panels. To address
this issue, we have directed our research toward panel-and-
hinge assemblies that integrate the hinge and panel as one
composite in order to both decrease reliance on mechatronics
and electrical energy for actuation and strive toward a

Figure 1. Mechatronic actuator from Sabin Design Lab’s
2014-2015 project Colorfolds.



programmable material capable of controlled, elastic

response to stimuli.

To further our research on kirigami with our findings from
ColorFolds, our goal is threefold: 1) Create a flexible
assembly that is not composed of rigid parts, but instead
integrated and elastic, 2) Simulate the flexible assembly at a
larger scale to understand its global behavior and 3) Create a
customized pipeline enmeshed with material feedback
between simulation, computational analysis, and the creation
of new physical tests. These goals produce findings that
inform our testing and representation of open, deployable
and scalable structural elements and structures [1]. This
paper describes the methods of our 3 step experimental loop:
1) design and prototyping of kirigami material composites
[2, 3]. FEA verification with physical testing and 3) larger
scale kirigami simulation [4,5]. The results contain relevant
images of the physical models, experiments, and simulations
of our process.

2 MATERIALS AND METHODS

2.1 Computational Model Design

The primary aim of our computational model is to design
patterns with auxetic properties. Auxetic materials are
structures with negative poisson ratio. That is, when tension
is applied on the pattern, the model becomes thicker and
stronger, unlike conventional materials that stretch and
weaken with the addition of tension forces. To achieve this,
the kirigami pattern consists of two parts: slit cuts and
hinges, each defined by a series of tunable parameters. The
slits are described by vertical length and the separation
between the edge of one slit and the center of the adjacent
slit. By changing these parameters, a series of flat sheets with
auxetic perforations are created. The geometry is illustrated
in Figure 2 (as developed in a research paper by Spencer
Magleby of Brigham Young University).

To achieve auxetic properties, every square needs to rotate
concurrently. In the physical tests, we found the connection
between squares prone to rupture as this is where stress is
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concentrated, causing failure in rotation. Thus, spring-like
hinges are designed to enhance the strength of the linkages.
The geometrical shape of the hinge and the width of it are
flexible. The mechanical properties that determine the
auxetic performance of the model, such as Young's Modulus
and Poisson's ratio, can be modified through changing the
shape and width in the hinge geometry. Finite element
analysis (FEA) is performed on a single hinge to optimize
the physical behavior and auxetic performance of the model.
In addition to the stretching and compression force, the hinge
also undertakes bending force when deformed to
approximate a curved surface. When the hinge behaves in a
bending-dominated mode of deformation, its thickness and
width are key factors in determining the strength of the
linkage, as can be seen in Figure 3 (as first conceptualized by
Cho et al. in 2014 [2]).

Figure 2. Parameters of slits within the kirigami model that
provide auxetic characteristics.
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Figure 3. Parameters of hinge parts in kirigami matrices.
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Figure 4. Work-flow diagram depicting key tools and dialogue
between programs.

The computational model is generated in Grasshopper for
Rhinoceros, a visual programming language run within
Rhinoceros 3D computer-aided design (CAD) application.
Next, FEA is performed by engineering software, ANSYS,
to simulate ideal material properties and to verify
experimental results of the models. ANSY'S is an engineering
simulation software commonly used in industries to predict
the life cycle and to simulate the performance of a product.
For example, mechanical engineers may use ANSYS to
simulate the strength of car structures before the physical
crash tests, in order to save time and money in the design
process. By changing parameters of slits, hinges and rotation
of squares in Grasshopper, a series of 3D models can be
created, as can be seen in Figure 3. These are concurrently
simulated and analyzed via the connections between Rhino,
Unity3D, a customizable graphics platform with advanced
physics engine, and ANSY'S for finite element analysis. The
workflow diagram showing the coordination between
different software can be simplified and visualized in Figure
4.

Material Prototyping

To test at the material scale, physical models are 3D printed
out of ABS plastic and then cast into a thin sheet of silicone
to form composite assemblies. The plastic models are meant
to be geometrically flexible — variegated geometries enable
stretching and buckling, even when printed in a rigid material
like ABS plastic. The ABS plastic sheets are composed of
two zones: a panel zone and a hinge zone. The panel and
hinge are materially identical and are printed simultaneously,
with the goal of integrating the panel and hinge into one
continuous system. The ABS sheets are cast into shallow
silicone sheets after they are printed, where the process is
shown in Figure 5.

2.2 Scaled Unity3D Simulation

Biaxial stretching of the sheets is then simulated in Unity3D.
Unity3D is typically used as a game engine. However, it is
also used in other fields for its rendering and physics
simulation capabilities. Abstractions of the kirigami sheets
were created in Unity as rigid bodies. Rigid bodies are the
class in Unity that allow objects in the simulated
environment to react to physical forces. Performing simple
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tests on these computational models allows us to understand
the global behavior of our kirigami matrix.

First, a script was written to produce a grid of two-
dimensional springs connected by Unity joints according to
the slit parameters predetermined by our kirigami model. The
Unity joint class connects two rigid bodies and behaves as a
physical hinge. Pulling and twisting tests were performed on
varying grid sizes to mimic our physical tests. The pulling
experiments, involve setting the top row as anchor points and
applying gravity to the remaining cells. These two-
dimensional simulations give us insights into how the lattice
cuts respond to simple manipulations on a larger scale.

Next, a script was written to produce a grid of three-
dimensional rigid bodies. Halved spheres were included at
hinge locations to represent the physical hinges. Moving to
three dimensions and adding space between panels allowed
for bending and compression tests. Active bending tests were
performed by anchoring the bottom row highlighted by the
red bounding box in test A of Figure 6. Gravity is then
applied to the remaining cells. Tension tests were performed
by anchoring the top row in test B of Figure 6 and applying
gravity to the remaining cells.

A

il PANEL UNITY
SIMULATION OF
DRASTIC BENDING
BEHAVIOR

]

il PANEL UNITY
SIMULATION OF
HANGING BEHAVIOR.

BASE CONDITION

DEFORMED

Figure 6. Bending Test A and Stretching Test B.



Figure 7. A simulated kirigami sheet measuring 20x20 units,
draped over a sphere in Unity.

Unity’s lightweight physics engine makes it possible to drape
kirigami sheets over simple geometries like the one shown in
Figure 7. Stiffness of the hinges can be changed to test how
more rigid sheets behave when deformed.

2.3 Experimental Loop

In order to optimize the hinge geometry in the physical
design process, an experimental loop was developed. To
constrain the variables in optimization, three different
models with different quantities of hinges were designed and
printed. FEA was performed on the three models with the use
of ANSYS software. To verify the FEA results, stress and
strain tests were performed using a Vernier Force Sensor and
the Young’s Modulus Graphs were generated with
comparisons between the results of physical testing and
FEA. After verifying the results, Young’s modulus data were
compared between the three models and optimized as a
controllable attribute of the panel. Finally, the optimization
results were input into Unity for large-scale structures
design. In turn, a feedback loop is generated for the next
round of geometry and material design.

ANSYS performs finite element analysis by creating meshes
on our CAD model geometry. After defining the boundary
conditions such as the applied forces and fixed points on the
model, rigorous mathematical calculations were done on the
edges of every mesh. The calculation continues until the
numerical solutions on the meshes converge. Finally, the
software post-processes the mathematical solutions into
clearly visualized graphs and 3D contour plots. The user-
friendly interface of ANSYS allows various definitions of
boundary conditions. Loads, edge-fixed supports, and face-
fixed supports were set for the static structural loading
condition. Von-Mises stress, directional and total
deformation, strain, and safety factor were selected for the
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output of the results. Von-Mises stress is a particular
engineering stress that predicts the yielding conditions of
materials, and safety factor determines if the material will
reach the failure point when experiencing loads. While Von-
Mises stress and strain were used to calculate Young’s
modulus of the model, directional and total deformation, as
well as safety factor, enable in depth understanding of the
material properties.

Then, physical experiments were further designed to
compare the numerical results from previous physical tests
with FEA results. The designs of the physical experiments
were critical in constraining the variables and obtaining
quantitative data. Two different experiments were set up for
the validation of FEA - stretch test, and compression test.

Stretch test is set up as in Figure 8.A. The model is pinned at
the corners on a 2D horizontal plane and forces were applied
on the opposite (left) end with a 3D-printed jig in order to
distribute the force evenly. A Vernier Dual-Range force
sensor was attached to the force-applying end, and a camera
was set up above the model. Certain force quantities were
applied with the documentation of the force sensor, and the
camera records the deformation of the model.

The compression test features 3D printed jigs in the setup as
shown in Figure 8.B. The material composite was put inside
the 3D printed jig so that the bottom surface of the model is
supported and forces were applied on the top of the model.
The 3D printed jigs were designed to constrain the model in
a 2D plane. Quantitative forces were applied with the use of
weights, and a camera was set up to record the results as in
the stretch test.

Figure 8. A. Stretch test setup (left). B. Compression test setup
(right).

To post process the experimental results, camera images with
different stresses were layered, shown in Figure 9. Centers of
the local grids were marked, and strain is calculated by
measuring the location of the marked center. Nominal strain
in x, y directions were then derived from the universal
engineering strain formula:

X)) 4 x4 @) _ 21

[ij] _
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Stress was obtained by dividing the force sensor data with
the surface area of the model. Young’s modulus was then
computed by taking the ratio of various stress and strain.



Figure 9. Post processing method for stretch test (left),
compression test (right).

3 RESULTS

FEA were performed on a single hinge for studying the
mechanical behaviors, avoiding geometric failures, and
optimizing auxetic properties. The results are shown in
Figure 10. The spring-like geometry was then determined to
maximize the auxetic properties, where corner fillets avoid
stress concentration. Then the sheet geometries were
determined as in Figure 11.

Figure 10. Von-Mises stress contours on a single hinge in FEA.
Top to bottom: tension, compression, bending.

Figure 11. Final ABS and silicone matrices, differentiated by the
number of grid units, the hinge travels into the adjacent panel.
Across Row 1, Left to Right: 0 unit hinge, 1 unit hinge (on either
side), 2 unit hinge (on either side). Bottom row: corresponding
panels cast into silicone.
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Figure 12. FEA results of tension test (upper row) and
compression test (lower row). Non-deformed models were also
included in light gray, behind the false-color results.
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Figure 13. FEA Compression Test Setup (left), FEA Tension Test
Setup (Right),

FEA were performed on both tension and compression tests,
and visualized results can be seen in Figure 12. The setup for
FEA can be seen in Figure 13. In tension tests, fixed supports
were applied to the two corners to simulate the pins in the
experiment. Force is a variable ranging from 1IN to 30N
applied to the 4 faces on the opposite end. In compression
test, fixed supports were applied to the 4 faces on one end
while the force is a variable ranging from 1IN to 20N on the
4 faces on the other end. In both experiments, directional
deformations were extracted with probes, and post-processed
into local strain. Stresses were extracted as Von-Mises
engineering stress.

FEA results demonstrate correct verification and validation
with the experimental results. In verification, FEA results
and experimental results, both included in Figure 14, show
similar behavior in both tension and compression tests. The
small deviations between the two datasets are possible
effects from uncontrollable friction and gravity. To validate
the results, the behavior of stress strain curves is consistent
with actual material properties with an ultimate tensile stress
(UTS) and a failure point. Variations in hinges show huge
effects on the Young’s modulus. Young’s Modulus data
evaluated at UTS in both compression test and tension test



are on the same magnitude with a standard deviation of 5.12.
Hinge 0 has a Young’s Modulus of 1.04 MPa, hinge 1 of 0.53
MPa, and hinge 2 of 0.454 MPa.
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Figure 14. Stress Strain Curve of PLA Model From Stretch Test
(top) and compression test (bottom).

4 DISCUSSION

The stress strain curves in the experimental loop show how
the hinges affect Young's Modulus, and how the material
properties were modified by the kirigami geometry. By
comparing the data from the three different models, it is
observed that Young’s Modulus decreases as hinges were
extended into the models. That is, the models are
significantly more flexible as hinges were merged into the
models.

The three model behaviors in the stretch test show two
distinct regimes for typical solids: linear elastic regime, and
the non-linear elastic regime after the yielding point. The
kirigami models show a significantly higher failure stress,
and a longer non-linear elastic regime before failure than a
typical PLA block material. Hinges and cuts in the kirigami
models behave as springs, which provide damping to the
entire model when forces are applied. The damping
properties make the kirigami models stronger than normal
materials. Impregnating an ABS sheet with silicone,
impacted stretching performance of the sheet as a whole by
turning discrete bending moments into indeterminate, sheet-
wide stresses. The integration of silicone into the plastic
assembly may have distributed tension more evenly than the
plastic sheet on its own, while also increasing resistance as a
whole. In this way, the ABS plastic components function in
a way analogous to a skeletal system, while the silicone acts
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as the ‘muscles’ and membranes that stretch with and
stabilize the underlying plastic structure.

Figure 15. Process of embedding kirigami pattern onto a
hyperbolic surface.

5 CONCLUSION

The goal for ColorFolds was to design deployable and
scalable structures that respond in a controlled, kinetic mode
to contextual feedback. We have established an adequate
pipeline for simulating our kirigami structures in order to
understand their behaviors on a global scale for larger
architectural assemblies. With the pipeline we established,
we can utilize the robustness of finite element analysis
software ANSYS and the simplicity of physical simulation
software Unity to achieve both quantitative and qualitative
feedback. The pipeline can also be served as a cooperative
platform to integrate both designers and engineers. Our next
step is to inform generative design iterations with
quantitative data from larger scale simulations in order to
optimize and strategically design kirigami cuts and folds
while addressing fabrication constraints and desired global
curvature. Informed by our research described herein, our
current investigations address 2D flat sheet to 3D form.

Figure 16. Physical prototype demonstrating that cuts and hinges
allow the auxetic hyperbolic surface to be stretched and
compressed to eliminate tolerance.



A developable hyperboloid shape was used as an input to test
the feasibility of the computational model and the design-
simulation-analysis loop, as theoretically demonstrated in
Figure 15, and physically demonstrated in Figure 16. The
given hyperbolic NURBS (Non-uniform rational B-spline)
surface was first approximated by the planarized NURBS
with degree of one. The planarization guaranteed that no
bending or stretching force was exerted on the hinges. The
surface was then divided into six sub-surfaces based on UV
subdivision, cuts were placed aligned with UV curves and
hinges were placed on the intersection. Each sub-surface was
flattened and printed with inextensible plastic material ABS.
In Figure 16, the tolerance caused by flattening and assembly
was eliminated by the auxetic property enabled by embedded
cuts and hinges.

Another immediate goal is the development of a simulation
environment that is fully integrated with Rhino Grasshopper.
Following this, large-scale physical prototypes can be
produced using the programmable matrix, and optimized for
different stretching behaviors in discrete zones. This matrix
has the potential to become a deployable, ‘adaptive’ building
material capable of optimized and differentiated expansion
and contraction based on the properties of each unit. This
improved process will greatly benefit large-scale
applications that incorporate programmable material
composites capable of controlled, elastic response to stimuli.
Our ultimate goal is to generate a fluid and intuitive
computational pipeline to facilitate a design process that is
enmeshed with material and geometric feedback. Our work
follows the concept of "Interact Locally, Fold Globally,"

121

necessary for deployable and scalable architectures. Using
mathematical modeling, architectural elements, simulation,
design computation, and controlled elastic response, this
work showcases new techniques, algorithms, and processes
for the assembly of open, deployable material systems and
architectural surface assemblies.
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ABSTRACT

In this research a computational method is developed to
study the form-finding process of non-standard reciprocal
systems with 2D elements based on the current methods on
the morphology of reciprocal systems with 1D elements. The
developed form-finding methods will be used in a
performance based form exploration process for geometrical
and structural performance enhancement. The proposed
computational framework will explore new potentials for
variations in the assembly design of these systems through
the introduction of new geometric parameters both at the
component level and the assembly level within the form
exploration process. The proposed method integrates
parametric assembly design with structural analysis in a
stochastic optimization process to explore the design space
while minimizing the total weight of the structure. The
results of the form exploration process will be stored for the
post processing phase in which the solution space is explored
to study the variation of the emerging assemblies. In this
paper the proposed method is explained and implemented via
two case studies towards the further exploration of the
concept.

Author Keywords
Performance based design, Reciprocal systems, Associative
assembly design, Form-Finding, Finite element analysis

1 INTRODUCTION

The principle of reciprocity is based on the use of
loadbearing-elements which support one another along their
spans rather than at their ends, and which compose a spatial
configuration with no clear structural hierarchy [14] (Figure

1).

From a historic stand point, primitive reciprocal systems
were used in early construction methods as reciprocal frames
both in the East and the West. In Europe, structural
reciprocity has mainly been used, at least until 20th Century,
to span distances longer than the length of available timber
beams, so called, short beams [3].

In eastern culture interest in reciprocal structures derives
mainly from the use of interwoven strips of bamboo for the
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realization of baskets, an old tradition that has been
transferred to the building scale.

From primitive reciprocal structures to modern freeform
spatial reciprocal configurations significant research has
been done on the form finding, analysis and fabrication of
these systems. However, the majority of the research in this
field focuses on the study of reciprocal systems with 1D
elements leaving the potentials of 2D and 3D element
assemblies unexplored. Based on the current literature, the
foundational research can be categorized into the two
following groups.

1.1 Research on the morphology and geometry of

reciprocal spatial structures
The main literature in this category focuses on physical
prototyping and experimental study of reciprocal systems
through geometrical variations. Which includes studies on
different elemental configurations through physical
prototyping to be used in reciprocal systems [1], and
morphological study of reciprocal systems with planar
elements through prototyping and physical studies [8, 13]
and also the structural study of different configurations of
spherical and fractal reciprocal systems with 1D elements
[5,15].

Figure 1. An example of a reciprocal system with 1D elements
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1.2 Research on form-finding and morphogenesis of

such systems using computational tools
The core of the research in this category focuses on
computational methods for the form-finding and analysis of
reciprocal systems. Which includes form finding process
based on surface tessellation and constraint formulation for
reciprocal cells coupled with dynamic relaxation [4, 7, 10,
16, 19]. Song et al. developed a tool for form finding of
reciprocal systems based on two-dimensional pattern
creation and conformal mapping on three dimensional forms
[17,18].

This current research focuses on the morphology of
reciprocal systems with 2D elements and proposes a
performance oriented method for the design of reciprocal
systems with planar elements, which is relatively an
unexplored ground. Building on the existing literature on the
morphological study of reciprocal systems with planar
elements [2], these systems can be classified in five
categories. a) Reciprocal systems with individual planar
elements, b) reciprocal systems with planar elements
consisting of groups of linear elements, c) reciprocal systems
with planar configurations with bending capacity at
connections, d) reciprocal systems with truss like
combinations of elements, and e) reciprocal systems with
hybrid modules integrating two or more of the previous
configurations (Figure 2).

Figure 2. Reciprocal assembly with planar elements (left), group
of planar elements in a 3D assembly [13].

The five categories explained above are entirely based on
physical prototyping rather than computational modeling,
nevertheless it is a valuable classification of these systems
based on their configurational behavior, and a good starting
point for computational modelling and form finding. The
change from configurations with 1D elements to 2D and 3D
elements effects both the form finding process as well as the
structural behavior of these systems, which requires a
different simulation and form finding process in each case
[2,11].

This current research uses the stated categorization focusing
on the translation of form finding methods for 1D elements
towards the development of computational form finding
method for reciprocal systems with 2D members.

2 METHODOLIGY
The unique characteristics of reciprocal systems, such as
self-equilibrium, modular assembly, inherent three

dimensionality and potential for generative growth, qualify
these systems as sources of ideation for innovative assembly
design and performance integration. However, the key to
take advantage of these potentials is a consistent design
framework which not only can accommodate geometric form
exploration and performance feedback but also provides
flexibility to change the conventional reciprocal concept
towards the emergence of better performing assemblies. To
realize this goal, a computational method for the assembly
design of reciprocal systems with planar elements is
introduced and implemented in two case studies. This
method integrates parametric assembly design with FE
analysis and a performance feedback loop in a from
exploration process which explores the design space while
minimizing the total weight of the structure (Figure 3).
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Figure 3. Form exploration workflow and design considerations.

Through the introduction of a rotational parameter for planar
elements in the assembly of the second case study new
typologies of the structure are explored through the form
exploration process.

The rotational parameter compromises the structural
behavior however it opens opportunities towards the
development of new assembly logics.

2.1 Geometry Definition and Parametric Modeling

The first case study is a flat reciprocal structure with a
structural depth in the mid-span comprised of four membered
reciprocal modules (Figure 4). The 2D conformal pattern
mapping method for reciprocal systems with 1D elements is
used to model the associative parametric geometry [17,18].
A 2D parametric pattern of the structure was created in the
XY plane and this pattern was mapped on a surface with a
parametric depth in the mid span. Subsequently, the mapped
members where extruded in the Z direction to create the 2D
planar elements (Figure 4).

This parametric model has four controlling parameters. a) the
reciprocal parameter which controls the opening of the
reciprocal modules based on their engagement length. b) the
thickness parameter which controls the thickness of the
elements, c¢) The structural depth parameter which controls
the depth of the members by controlling the mid-span depth
and d) the depth on the edge (Figure 5). This parametric
model will be used in a form exploration process with
performance feedback and a database of the results to study
the variation of form through the form finding process.
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properties are used for the analysis for both case studies
(Figure 7 and Figure 8). The common method for the analysis
of reciprocal structures is a simplified 1D elemental
representation with simple pin connections which does not
accommodate three dimensionalities of modules and partial
moment distribution of the notched connections.
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Figure 4. First case study, 2D parametric pattern, local and global

geometry. . . .. .
Figure 7. Detailed 3D Finite element mesh and analysis results.
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variations based on the reciprocal changes.
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Figure 6. Rotational parameter and transformation of the
reciprocal to non-orthogonal configuration.

The second case study uses the same 2D pattern with uniform
depth, in this case a rotational parameter is introduced to the
model where planar elements rotate around their longitudinal
axis based on an angular parameter. This angular parameter Figure 8. Structural model and Fe analysis results.
is an important agent which transforms the reciprocal
geometry allowing the assessment of non-orthogonal
typologies of modules within the form exploration process

In this study a three-dimensional finite element analysis is
applied for the structural analysis of the reciprocal structure
(Figure 7 and Figure 8). A fine 3D finite element mesh

(Figure 6). accommodates the three-dimensional geometry of the rotated
2.2 Simulation Model connections and also correct representation of stress
Structural models of the two case studies are created with concentrations and guarantees a more accurate structural
fixed boundary conditions on four edges. A 30 psf snow load analysis of the structure. Moreover, the 3D finite element
and a 15 psf cladding loads are applied to the structures in analysis of the assembly accommodates detailed connection

addition to the self-weight. Northern red oak wood material
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design and analysis which is an integral part of design for
fabrication (Figure 7).

The analysis results (maximum stress and maximum
deflection) is fed back into the optimization process which
informs the design parameter changes for the next iteration.

2.3 Form Exploration

Computational optimization methods for form exploration
are primarily suited for well-defined design problems, and
the choice of method is often a tradeoff between computing
time and the nature of the solution space. However, in
architectural design, the definition of a parametric model and
boundary conditions and solution domains together with the
understanding of how the optimization project actually
performs the search for the suitable shape, is more important
than reaching an optimal result [6]. In this regard population
based form exploration methods which incorporate a
database of solutions have become more popular in the form
exploration processes. In the current study, CATIA (a
software package developed by Dassault Systemes for CAD,
CAM and CAE) has been used for the analysis and
optimization process. The Product Engineering Optimizer
(PEO) workbench, is used to integrate parametric modeling
and FE simulation with feedback of results into the
optimization process. The optimization algorithm changes
the design parameters stochastically towards convergence to
the optimal solution. Moreover, the simulation data in each
step of the optimization process is stored for post processing
and exploration of the design space.

Simulated Annealing (SA) is chosen among the available
optimization algorithms in the PEO workbench. The
stochastic nature of SA can accommodate the nonlinearity of
the proposed optimization problem and improve the
exploration of the design space. The results of the form
exploration for 400 iterations are stored in a database for post
processing. The optimization formulation for the case studies
are given in Table 1 and Table 2.

Minimization | Total Mass (kg)

Target

Function

Constraints Max Von Mises < 300 (kg/cm?2)
Max Displacement < 2 (cm)

Variable 0.5 (cm) < Reciprocal < 70 (cm)

Bounds 1 (cm) < Mid-span depth < 20 (cm)
5 (cm) < Edge Thickness < 30 (cm)
1 (cm) < Thickness< 8 (cm)

Table 1. Optimization formulation definition for the first case
study.

Through the iterative optimization process design parameters
are changed based on the performance feedback towards the
minimization of the total mass of the structure and a range of
design solutions are explored and stored for post processing

towards the further study of geometric configurations with
corresponding structural and geometric performances.

Minimization | Total Mass (kg)
Target
Function
Constraints Max Von Mises < 300 (kg/cm?2)
Max Displacement < 2 (cm)
Variable 0.5 (cm) < Reciprocal < 70 (cm)
Bounds 5 (cm) < depth < 50 (cm)
1 (cm) < Thickness< 8 (cm)
1 (deg.) < Rotation < 70 (deg.)

Table 2.0ptimization formulation definition for the second case
study.

3 RESULTS AND DISCUSSION

In this section, we study the numerical results of the
optimization with a focus on the geometric variations and
changes in the design parameters of the reciprocal assembly
for each case study.

The results of the optimization process for the first case study
are shown in (Figure 9), which shows mass minimization of
the reciprocal structure with respect to the optimization
constraints. The minimization process converges at around
400 iterations.

Some of the critical design solutions are shown in the process
of form exploration to demonstrate the geometrical
variations.

Vi L -n’\.m-u—r o %
3 A e T

Figure 9. Optimization results for the first case study.

In this case study the numerical results indicate that the local
optimum solution has the minimum engagement length
(Figure 9). This case study is specifically interesting as it
demonstrates the transition of the discrete reciprocal
geometry with larger engagement lengths to a more
continuous configuration close to a gridshell as the
engagement length decreases towards zero in the process of
optimization. This transition shows the behavioral
connection between these two types of structural systems,
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Moreover, theoretically this transition from a discrete
geometry of a reciprocal system to a continuous geometry of
a gridshell is a proof of convergence to the global minimum
for the optimization process as existence of a more
continuous load path in the geometry increases the
loadbearing efficiency of the system.
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Figure 10. Design parameters through the optimization process.

Figure 10 shows the design variables variations through the
process of optimization as it shows the interaction of depth,
thickness and reciprocal parameters towards the optimal
combination.

Subsequently to testing the convergence of the process
through the first case study, this process can be used to,
incorporate a rotational parameter which transforms the
modular assembly of the reciprocal system. The
transformation of the geometry can be studied through the
optimization process as is shown in Figure 11.
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Figure 11. Optimization results for the second case study and
geometric transformation.

As stated earlier, the focus of the second case study is to
change the standard assembly of reciprocal systems, this
change has been implemented through the introduction of a
new geometric parameter which rotates the reciprocal
elements around their longitudinal axis. The rotational
parameter changes the orthogonal configuration and also the
aperture of each cell which effects the structural performance
of the system.

The numerical results show that the optimization process
converges to an orthogonal reciprocal configuration as the



rotation parameter is approaching zero, which corresponds to
the fact that a larger rotation decreases the structural depth
and consequently, the loadbearing capacity, However, this
rotational parameter controls the aperture of the reciprocal
cells, which as an example can be used as a design parameter
for the shading performance of the structure. In this regard
the post-process of the optimization results can provide a
selected pallet of structurally well performing design
solutions which provides a range of shading performance.
Moreover, monitoring the geometrical variations in the
optimization process, which produces non-orthogonal
configurations, can be a source of inspiration for new
assembly logics for non-standard reciprocal systems design.

4 CONCLUSIONS

In the current research a computational method is introduced
for the design and form finding of reciprocal systems with
planar elements. The method integrates parametric
modelling with FE analysis through a stochastic search
algorithm with performance feedback. The method is
implemented for form exploration in two case studies where
a database of the solution space is stored and explored in the
post-processing phase.

In the first case study an orthogonal flat reciprocal structure
is modeled and optimized for minimal weight. The main
design parameter for the form exploration is the engagement
length of the planar members which define the geometric
variations of the optimization results. The optimization
process converges to a reciprocal system with minimum
engagement length, which shows the transition of the
discrete reciprocal geometry to a more continuous
configuration close to a gridshell. This transition implies the
behavioral connection between these two types of structural
systems which is confirmed numerically by the optimization
results. In this regard, it is important to emphasize that while
gridshell structure provides more stiffness and strength in
comparison to its reciprocal counterpart, it requires long
continuous members with limited integrative design
potentials. However, a reciprocal system benefits from
modular assembly design of relatively short members to span
long distances which also accommodates local changes to
assembly configuration in the structure. This flexibility adds
the potential for an integrative design approach incorporating
other design possibilities (e.g. daylighting, acoustics) within
the geometry of the structure.

In the second case study a rotational parameter is introduced
in the parametric assembly which creates non-orthogonal
assemblies in the process of form exploration. In the post-
processing step the assembly changes are monitored
throughout the optimization process, this process is
specifically interesting as it demonstrates how the
introduction of a new geometric parameter can accommodate
morphological and behavioral changes in the primitive
geometry, which in turn can be utilized as a design generator
for new assembly logics in a novel reciprocal assembly
design approach. The simulation shows that the overall

structural capacity of the structure is reduced by introducing
the rotational parameter, however, the non-orthogonality of
the reciprocal members induced by the rotation parameter
change the aperture of reciprocal cells in the structure.
Moreover, through the study of the geometric variations in
the exploration process we can see how the introduction of
new geometric parameters can assist in the ideation of new
assembly logics for non-standard reciprocal systems which
provide more flexibility for integrative design. Moreover, the
proposed methodology can accommodate more accurate
connection design and analysis into the process as a
performance metric for a better understanding and
fabrication of novel assemblies.

The future goal of this research is to integrate physical
prototyping and digital tools to develop a performance based
method for the computational design and fabrication of
reciprocal systems with 2D and 3D elements, which can
accommodate  multiple performances through the
optimization of geometric configurations with the
consideration of modular assembly.
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Figure 1. Digital experiments: Using augmented reality to overlay digital simulation of the structure on actual site.

ABSTRACT

This paper focuses on describing how augmented reality
(AR) and object tracking methods can become tools for
overlaying real-time information, for assembly of structures
with tessellated geometries. Within this context, guided
assembly is explored as an alternative to the energy
intensive construction and demolition processes currently
used in the building industry. For the research, sheet folding
is chosen as the process upon which all assembly data is
based on, and object tracking and augmented reality
software are used as tools to guide the assembly of the
proposed system. Experiments across multiple scales are
conducted to study various methods of translating digital
geometric information into a series of physical guided
manipulations, which form the techniques for achieving a
correct degree of folding within the component. Through
large scale assembly tests, the viability of using guided
assembly techniques as well as the potential of applying
them in construction scenarios is assessed. The paper
concludes with a description of benefits and drawbacks in
which such technology may be used for, and outlines
suggestions for further developments of the system to
become a viable tool for construction assembly.

SimAUD 2017 May 22-24 Toronto, Canada
© 2017 Society for Modeling & Simulation International (SCS)

Author Keywords

Digital Design Strategies; Smart Geometry; Computational
Design, Human-computer Interaction; Interactive
Environments; Augmented Reality

ACM Classification Keywords

H.5.1 MULTIMEDIA INFORMATION SYSTEMS; 1.4.1
DIGITIZATION AND IMAGE CAPTURE; 1.6.8 TYPES
OF SIMULATION

1 INTRODUCTION

Off-site manufacturing and fabrication techniques have
improved the efficiency of the construction process, by
allowing the creation of unique building components to
tight tolerances. These methods have introduced automation
into parts of the construction process; however there are
limitations in terms of their adaptability and on-site use.
Furthermore in fully automated assembly processes, most
of the tools are suited to only one particular task but and are
not able to adapt to different scenarios [1]. These issues
along with problems of material management, coordination
and assembly sequencing of the components once they
leave the factory environment; have affected the efficiency
of the overall process and hinder the introduction of



automated techniques onto the construction site [2]. On-site
operations that cannot fully or partially be automated (and
often involve human labourers) can be supplemented
through the use of technologies which allow for the
integration of the digital data and assemblies. This guided
assembly process is not a different form of building
construction, but the addition of a new layer of transferring
construction data onto current methods [3]. “Assembly
differs from construction in that it requires very little skill;
it does not rely on information passed on through
experience or development through apprenticeship.
Assembly comes from a hierarchical understanding of
groups of assemblies that are all connected through a series
of steps.” [4]. Guided assembly under this context is
described as a “Process of planning and producing a
designed part via an aid of information” [5]. In the past,
physical guides such as paper manuals, diagrams for
sequences or conductors who would orchestrate the
sequence were the major controllers of guided assembly.
However, modern technologies capable of storing and
relaying large amounts of data, have replaced these analog
guides with digital information. With rise in personal
mobile devices capable of carrying large amounts of
construction data, the link between building component and
assembly data is being bridged [6].

Robotic fabrication has also helped implement and realize
architecture through automating the whole construction
process. However an isolated environment works well for
robotic construction rather than a more organic on-site
process that deals with a lot of behavioral and
environmental factors. Complex computation and artificial
intelligence can surely help overcome such challenges but it
would require substantial time & cost. Hence, products like
Microsoft Holo lens and Daqri Smart helmets are trying to
explore augmented and mixed reality as another set of
technological implementations [7] which enhances the
construction process by supplementing operations that
cannot fully or partially be automated. “The term
Augmented Reality (AR) is used to describe a combination
of technologies that enable real-time mixing of computer-
generated content with live video display.” [8] These
systems involve the use of sensors and cameras to track
objects in their immediate context and relay real-time
construction information or assembly logics to the user,
with the scope of improving the accuracy and reducing the
duration of construction. Under the context of this research;
augmented reality and object tracking applications are
explored as a potential viable link between digital data and
the construction site.

The aim of this paper was to assess the feasibility of using
object tracking and augmented reality as real-time assembly
aids, as well as the potential of applying this technology to
construction scenarios. Through a series of experiments on
different scales, methods of overlaying construction
information were tested; and a guided assembly sequence
for a tessellated structure was developed.

2 MATERIAL SYSTEM : GEOMETRIC EXPLORATIONS
The technique of sheet folding was chosen as the
manipulation to be explored as it requires high precision
and is therefore mostly restricted to factory environments.
Geometry explorations were carried out using a set of
regular and semi-regular tessellations. Specific attention
was given to the non-periodic Ron Resch folding pattern
due to its inherent characteristics - flexibility and ability to
form variety of surface curvatures with regular primitives.
These patterns were explored in detail through a series of
physical and digital tests.
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Figure2. Physical experiments showing different tessellated
patterns and surface explorations.

The patterns were tested in Finite Element Analysis
software and evaluated according to several criteria — 1)
average plate stress, 2)7achievable span, 3) structural depth
4) control in digital simulations context. Each model was
tested on gravity load as aluminum folded plate with 4mm
thickness, approximate size of 1.5m x 1.5m. Pattern B
(fig.2) ranked second according to criteria 7,72 and 3,
however it achieved significantly better results in terms of
accurate digital representation. Due to its overall high
performance it was selected as the base geometry for
further geometrical and physical investigations on an
aggregation scale.

The surface aggregation experiments (fig.3) were aimed at
investigating how components’ locking in crucial locations
and change in boundary conditions affect the overall
geometry. The goal was to extract the parameters
controlling the system’s performance in terms of its
structural stability and to establish the potentials and
limitations of the system which would inform the
construction assembly.

Several surfaces containing the same number of
components were tested under gravity load. The chosen
material was 2mm aluminum rather than 4mm aluminum in
order to reduce the model self-weight. Components were
locked following first and second principal direction stress
lines. It was established that positive curvature geometries
achieve lower deformations when locked following second
principle stress lines and negative curvature — according to
first principle stress lines.
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Figure 3. Finite Element Analysis aggregation experiments

A locking algorithm was developed based on the principles
for achieving structural stability. First the position of the
anchor points for the targeted surface is identified. Then
gravity load is applied and stresses in first and second
principal direction are determined. The pattern is locked in
the positive curvature area when principal in-plane
compressive stress values are higher than 60kN/m. In the
negative curvature areas components are locked in the case
of tensile force lower than 30kN/m. The locking algorithm
was directly linked to a custom Augmented Reality
assembly tool and used as construction sequence guide.

2.1 MATERIAL SYSTEM : FOLDED SHEET ASSEMBLY

Through alteration of assembly data which dictated the
shape of the component, its aggregation logic and position
in the overall structure; variations in the global form were
achieved. Computational models in the form of spring-
based physics simulations were used as a tool for
generating the geometries from which the digital
information for the guided assembly sequence was
abstracted. These digital spring models allowed mapping of
the folded patterns onto predetermined forms; however
since the face edges behaved like elastic springs the exact
edge lengths would vary and tolerances within the system
had to be allowed to accommodate differences between the
simulated and actual material behavior. Through a series of
digital and physical studies, it was determined that lengths
within tolerances of 5% greater or less than the edge’s
actual length would produce folding simulations that could
be achieved physically. Furthermore the assembly process
had to be adapted to account for these tolerances; and
methods through which the relevant assembly data was

projected onto physical space were developed through a
series of assembly experiments.

Figure 4. Assembly phases of the material system from
component to structure.

3 EXPERIMENT SETUP

The Unity game engine and Vuforia Augmented Reality
extension [9] were used as digital tools for translating the
geometrical characteristics of physical objects into digital
data and vice versa. As the first stage of object tracking
image targets were uploaded into the software and were
tracked by the camera to acquire an object’s location and
rotation data from physical models. The size of the target
varied from 10x10cm to 50x50cm depending on the scale
of the experiment and the tracking requirements. Live video
feed was sent to the object tracking software through a HD
web camera for smaller scale experiments and a Canon
450D camera for larger setups. Portable display devices
were not explored as means of relaying information to the
user since the focus of the research was mainly directed
towards construction sequencing and therefore the data was
relayed to the user from a stationary screen. The results and
observations retrieved using these techniques were strictly
related to the software and hardware used.

Figure 5. Experiment setup for a 100x120cm test (top) and a
200x200cm test area (bottom).
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4 EXPERIMENTS

The experiments were divided into 3 sets which were aimed
at exploring different aspects of the assembly process.
These experiments were concluded with the construction of
a 200x200 cm structure consisting of 9 components.

The first set of experiments involved a series of accuracy
studies which were used to understand the capabilities and
limitations of the setup as well as its possible applications
as a construction aid. The second set of experiments
involved a series of small scale studies aimed at
understanding the sequence of instructions and
manipulations which were used to fold one component into
a predetermined form. This information was then used to
develop a folding sequence for a single component. Once
the folding sequence had been determined a final set of
assembly experiments were conducted to study the
effectiveness of AR and digital object tracking as a viable
tool for the preparation and assembly of the proposed
folded sheet system on a larger scale.

These experiments were conducted with a similar setup to
the previous experiments with 10x10 cm trackers in a test
area of 100x120 cm with controlled lighting conditions and
an HD webcam. The aim of these experiments was to
understand which overlaid instructions were most
successful in assisting the folding process (Fig.7). The first
folding experiment explored shaping and locking of an
individual component by simultaneously positioning as well
as orienting all of its four faces into their final state, using
overlaid digital aids. AR guides in the form of rectangles
projected on top of the physical model were displayed
through the laptop monitor and were used to indicate the
correct location and rotation of each individual face. Color
indicators were also used to indicate that the correct
position and rotation angles had been reached. While this
setup was able to direct the folding of the faces into the
correct configuration, it presented some limitations in that it
was difficult to manipulate all the faces at once while trying
to match their orientation and position to the target.

Figure 6. Accuracy tests with overlaid digital information.

4.1 Accuracy Tests

These tests were conducted with 10x10 cm trackers in a test
area of 100x120 cm with controlled lighting conditions and
an HD webcam as an input device.(Fig.6) The software’s
capability of measuring distance and rotation were analyzed
and the minimum tolerances were recorded. It was shown
that on a small scale, the position of one target in relation to
another was measured with an accuracy of up to 2mm and
its rotation was measured with an accuracy of up to 3°. It
was concluded that with the setup used, the distances and
rotations were measured with good accuracy under ideal
conditions, but in low-light environments the software’s
ability to track the target was reduced and this resulted in
inaccurate readings.

4.2 Folding Experiments

A set of folding experiments were then set up to explore a
method by which the process of folding can be enhanced
through the use of object tracking and Augmented Reality.

Figure 7. Folding experiment to lock components simultaneously
(top), successively (middle) & sequentially (bottom).
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The second folding experiment explored the formation of
an individual component by successively positioning and
rotating each of its four faces into their final state. It was
noted that the folding sequence played an important role in
the efficiency of these experiments. A numbering system
was used to indicate the order in which the elements needed
to be placed, whereas projected rectangles and color
indicators were used to signify the correct position. This
process improved the duration of the folding sequence as
the user was able to lock the component more efficiently
than in previous experiments.

Although, it was possible to form the geometry and match
the correct rotation angles; it was still quite challenging due
to the hardware and software inaccuracies which resulted in
high tolerances of up to 5° being required for the process to
be achievable. These high tolerances resulted in inaccurate
folding configurations and it was therefore concluded that
to improve the efficiency of the overall process the
numbering was necessary.

The final folding experiment would attempt to achieve the
component’s final form by relaying only the distances of a
face in relation to its neighbours rather than its location and
rotation data. The goal was to achieve the final shape
through locking of the least number of components and
therefore speed up the overall process. Furthermore, the
user interface was updated to indicate the sequence of
elements which needed to be locked rather than indicating
when the face has reached its target position. These
additions facilitated the assembly process as it proved to be
much easier to position the faces based on their distances in
relation to their neighbours; rather than their location and
rotation. The updated user interface also proved to be
successful in relaying the locking order as well as what
kinds of locks were needed. It was noted that in certain
cases the component would not form the target shape even
if all the locks were inserted as the effect of the
neighbouring components within the aggregation was
required for it to achieve its desired form. For this reason,
the locking elements could be designed to allow for a
degree of settling that would occur when the components
are aggregated.

4.3 Assembly Experiments

The final set of assembly experiments were conducted on a
larger scale than the previous setups with 30x30 cm
trackers in a test area of 300x300 cm and a Canon 450D as
an input camera. These experiments were used to determine
which folding methods are effective at a larger scale and
which level of accuracy can be achieved. The effectiveness
of the proposed construction method was studied in 3
scenarios which related to the different stages of the
assembly process: the component preparation stage, the site
preparation stage and the component aggregation stage.

During the component preparation stage the folding
sequence determined in previous experiments was explored

on larger scale components and the accuracy of the AR
setup was assessed. A 200x250 cm preparation area was set
up with a Canon 450D camera used as a stationary input
device. The overlaid instructions were used to fold the
component into the required shape and to indicate which
part of the component needed to be locked. On-screen color
indicators were used to signal when the component face
was in the correct location. As in previous experiments,
each face was indicated as being in the correct position
when the distance between it and surrounding faces was
equal to that of the digital model. For the purpose of these
experiments different tolerances were tested where a 0%
tolerance meant that the user interface would indicate that
the component's tracked face is in the intended location
when its distance from the surrounding components is
exactly equal to the intended distances (Fig.8). This
experiment was repeated 10 times with variations in
tolerances. It was found that at this scale, it took one person
an average of 5 minutes to fold the component into the
required shape and that the ideal tolerance for the distance
between intended face location and the actual face location
was 5%. Tolerances below 5% were not possible to
achieve due to the limitations of the object tracking
software and hardware whereas tolerances above 10%
resulted in inaccurate component folding. It was also noted
that the time for folding was initially above 10 minutes
however with practice and repetition a constant 5 minute
folding time was achieved even with tolerances lower than
5%. As with the previous folding experiments, in certain
cases the component was not able to form the indicated
shape as the effect of the neighbouring components within
the aggregation would be required for it to achieve its
desired form. It was also noted that in certain cases failure
of the digital model to accurately simulate the components’
material behavior led to differences between the physical
and simulated component. For this reason it was concluded
that locking elements should be designed to allow for a
degree of flexibility and settling of the component.

Figure8. Assembly experiment set 1: where the component was
locked using digital guides.

The site preparation experiments explored the use of AR as
a tool for locating the entire structure on site as well as for
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the setting up of structural props for the system. These
experiments were used to locate a 200x200 cm structure
within a 300x300 cm test environment. A 50x50 cm tracker
was used as the target for the base of the structure which
was used to orient and locate a digital model of the
structure as well as act as the base grid for locating and
positioning the structural props (Fig.9). It was found that it
was possible to use the proposed object tracking methods
on the larger scale required by these experiments. The
digital model served as a good indication of the location of
the structure in relation to the base tracker and was used
successfully to locate the structure in physical space.
However perspective issues, where the digital perspective
of the model did not match the perspective of the physical
world became noticeable on larger scales which resulted in
an inaccurate representation of the final form. It was
therefore noted that the software was capable of giving
visual indications of the position of the structure however it
was not able to accurately locate it within space due to
tracking issues experienced in larger scale environments
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Figure9. Site preparation experiment where different lengths of
scaffoldings are placed according to their position on site.

As the camera used was kept in a stationary position, the
perspective was kept constant and once the structure had

been located on-site, the tracking behaviour of the base
target was turned off so as to lock the digital model in
relation to its surroundings. This was done to keep the
model stable and reduce the flickering that was occurring
due to the software’s limitations on larger scales. The setup
was then used to indicate the location and height of the
structural props through the overlaying of a digital
assembly grid on the recorded physical environment. It was
possible to accurately position each of the props in their
correct location using the overlaid information.

Figurel0. Screen capture from the assembly experiments where
locked components were assembled using digital guides to relay
their desired location and assembly sequence.

The final stage of the assembly sequence involved the
aggregation of components to form the intended 200x200
cm structure. The data needed for constructing this structure
consisting of 9 components was summed up to 125
different distances and 60 different angles to lock. The main
aim of this experiment was to assess the capability of using
AR to relay this data to the assembler and outline the
construction sequence for the efficient assembly of the
structure. Once the flat sheets had been folded into the
required shape and the structural props had been set up
using the previously outlined methods, AR was used to
relay the assembly sequence to the assemblers and give a
visual indication of the structure’s final form (Fig.10). It
was noted that at this scale it would not be effective to use
AR as a tool for accurately locating each of the individual
components in their correct location; however it was found
that the software is capable of relaying assembly sequence
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data and assisting component management. It was also
noted that once the structural props had been placed in the
correct position and the components had been accurately
folded into shape, the exact position and orientation of each
individual component was not needed to assemble the
overall structure. The setup was also successful in relaying
the predetermined assembly sequence to the assemblers as
well as the location of each component within the structure

5 CONCLUSION

Throughout this research, augmented assembly techniques
were evaluated directly in relation to the chosen material
system and towards specific design ambitions. All of the
observations were linked to the prototypes material,
experiments setup and the chosen scales. It is important to
note that these conclusions are related to the available
resources and knowledge base of the authors at the time of
the research. However, the observations and derived
conclusions were later used in order to comment on the
potential benefits, possibilities and limitations of using
digital augmentation in assembly processes.

5.1 Conducted Experiments

The developed process was used effectively within
controlled environments up to a scale of 200x200 cm. The
best results in terms of time and accuracy were achieved
when tolerance allowances were built into the system. It
was therefore concluded that it is important that the design
of the component itself forms part of the development of a
digitally guided assembly sequence. Moreover, it was
observed that manipulations which involved measuring
distances were easier to guide using AR than those
involving rotations. Accuracy was also slightly better
whilst controlling distance over rotations. It was therefore
noted that for the process to be efficient and as accurate as
possible, both the component and its method of assembly
should have minimum complex geometrical measurements
and manipulations. The overall system should either allow a
degree of flexibility or limit for configurations to be
achievable. The type of digital information overlaid should
also stay simple and easy to follow. From the conducted
assembly experiments, it was found that each component
took roughly 5 minutes to fold and lock by using the
developed AR process. The required time was relatively
short and did not require any previous knowledge. On the
contrary, the complex geometrical manipulations required
to achieve the desired configurations were difficult to
execute with traditional methods of translating 2D plans. It
was observed that the user was experiencing difficulties in
distinguishing the different elements as well as translating
the two dimensional plans into the desired form thus
increasing the required time dramatically. Overall, the
developed AR process was successful in suggesting the
desired configuration for each component as well as its
final position on the surface in a relatively efficient and
accurate way. Through colour indications and relevant data
screen projections that were offered to the user, the

assembly process was managed without the need of specific
project related knowledge or any form of printed
information in the form of drawings. On the other hand, the
developed process exhibited important limitations in terms
of achieved accuracy and tolerances as well as luck of
scalability of the overall method. Further experiments
should be carried out in order to extensively compare the
augmented process with traditional assembly techniques as
well as with automated methods such as robotic driven
assemblies.

5.2 Augmented Assembly process

Although significant benefits in the developed assembly
method were clearly identified, the process revealed
limitations that would make its adaptation into large scale
projects challenging; as it requires construction accuracy.
Those limitations were mostly due to object tracking
inefficiencies that would not allow acceptable accuracy
levels or large scale digital readings and projections. It was
also observed that the above mentioned inefficiencies could
be tracked back to poor lighting conditions, large distances,
camera characteristics and image targets quality and size. It
is important to note that even through optimizing some of
these elements, the results were not significantly better in
terms of accuracy. Moreover, the inability to accurately
simulate material behaviour digitally created inaccuracies
between the digital and physical world. This fact further
affected the accuracy of the assembly experiments as small
differences between the physical and digital models
resulted in configurations which were not possible to
achieve or reproduce. It is therefore concluded that this
process cannot be implemented as is, in cases were
relatively big tolerances are unacceptable and of significant
importance. Potential improvements in order to make the
process more applicable for a larger scale were identified.
Firstly, portable controlled environments could be set up on
site thus allowing more reliable readings and assembly
instructions.  Secondly, sophisticated equipments like
multiple cameras and laser readings combined with
computer vision implementations could be used to calibrate
and improve the accuracy issues. Thirdly, further
technological additions to the system could involve the use
of embedded technologies such as RFID trackers or 3D
scanning to supplement the AR data and increase the
efficiency and data extraction process. Finally, the most
important aspect is that this type of process can prove to be
beneficial and reliable enough in cases where the desired
structure was designed having this same process in mind.
More specific, a structure that would allow pre-defined
tolerances or easily achievable configuration settings would
be ideal. In these cases, the augmented system could be
used effectively to identify each distinct element, illustrate
the information for the individual configurations and
suggest the overall assembly sequence and order.

Under this context, it is concluded that augmented
assembly processes are able to act as a bridge between the
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design studio and the construction site by extending the
capabilities of current assembly methods. This approach
did not attempt to compete or replace automated or semi-
automated assembly techniques but rather enhance or
compliment them. In specific, for smaller scale components
that can be manipulated by humans, for non-repetitive
assembly tasks, for assemblies that need to be reconfigured
frequently and for structures that include large number of
similar components that can take different configurations
are some of the cases that this technology could be largely
successful if implemented properly. Places that do not have
easy access to automated machinery or cases that the
assembly cost should stay relatively low could also be
considered.

Further developments for the described system would
include explorations into the use of the tool for the post-
construction evaluation of a material system in order to
assess its performance. Moreover, the augmented process
could be used to guide a disassembly sequence. In addition,
as the results from these experiments were limited to
stationary setups in indoor environments, an exploration
into the use of mobile devices as assembly guides in
outdoor environments should also be explored and
evaluated. Finally, experimentation with different
configurations - assembly systems other than folding could
be studied on various scales so as to assess the flexibility of
augmented assembly methods.
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ABSTRACT

Nowadays, there are various building energy performance
optimization methods available to designers. The aim of
these methods is to vary building parameters to optimize
the energy performance of the building in the early design
stage and during operation and to choose the appropriate
alternatives evaluated through multi-criteria objectives.
However, current visualization methods have some
limitations in evaluating simulation results in relation to
non-performative or qualitative analysis. This paper
investigates the feasibility of using Sankey diagrams to
visualize and understand the upstream and downstream
performance impacts of building design decisions. The
current target audience is primarily architects and design
engineers. The aim of this paper is to provide a workflow
to obtain, analyze, and visualize energy flows obtained
from simulation outputs. The developed workflow is
applied to large office commercial reference building
models that comply with the national energy code of
Canada for buildings. Samples of Sankey diagrams are
presented to visualize the impact of changing
building/system components on the whole system
performance and demonstrate energy-saving strategies.

Author Keywords
energy flows in buildings; HVAC loads; visualization of
energy flows; Sankey diagrams.

1. INTRODUCTION

Energy demand in commercial and intuitional buildings
accounts for 14 percent of the total energy consumption in
Canada [1]. Optimization of building parameters (such as
geometry, orientation, materials, and construction) in
early design stages or components (such as mechanical,
electrical, and control systems) during operation is crucial
to reduce energy use and greenhouse gas emissions [2].
Moreover, communicating these interrelationships to
decision makers and other stakeholders is critical to
achieve high-performance building design. Integrating
parametric modeling into the process of energy
performance analysis helps designers evaluate different
alternatives through complex multi-criteria objectives [3].

On the visualization side, the most common visualization
techniques used for parametric design of buildings are
interactive parallel coordinates plot, binning and carpet
plots, voxel-plot, superimposed line graph plot, line chart,
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bar graph, and color mapping.

Jeong et al. [4] developed an integrated environment
combining BIM and the results from object-based
building energy simulation (BES). Their method helped in
visualizing energy simulation results of each building
component one at a time in BIM environment. Moreover,
objects such as infiltration, ventilation, solar radiation,
and occupants were not included in their study. Asl et al.
[5] developed an integrated parametric BIM-based system
to interact with cloud-based whole building simulation
and daylight tools to optimize the building energy
performance using a multi-objective optimization. Their
system helped designers to explore different design
alternatives using a visual programming interface and to
assess the energy performance to select the most
appropriate ~ window  design. Interactive parallel
coordinates plot was used in their study to visualize
various iterations to be evaluated by users. Raftery and
Keane [6] presented a new visualization technique of
building performance data by combining binning with
carpet plots. Pratt and Bosworth [7] developed a multi-
scalar visualization technique that could help users
understand the effect of changing building parameters on
energy performance. Three-dimensional interactive voxel-
plot and superimposed line graph plot were used in their
study to visualize the output simulation results. Pratt and
Bosworth claimed that an effective visualization method
is needed when inspecting a high order (more than three
variables) search space.

Moreover, Pratt and Bosworth [7], Srivastav et al. [8], and
Hab et al. [9] claimed that conveying simulation results in
the form of tables and graphs is not useful to non-expert
designers in the field of building science. Elnimeiri and
Nicknam [10] visualized the results of environmental and
structural performance using color mapping, which
enabled the design team to understand the effect of
different designs. Recently, Autodesk developed Insight
360 tool [11], which empowers users to evaluate different
design scenarios that could lead to a better building
performance.

The above-mentioned visualization methods have some
limitations in evaluating simulation results in relation to
non-performative or qualitative analysis [7]. Moreover,
the current visualization tools typically do not provide a
comprehensive understanding of how each component



affects the whole system performance, including upstream
and downstream building systems.

Sankey diagrams are a useful and rarely-utilized method
to represent energy performance at all levels of the build
environment. These diagrams consist of arrows that
represent the magnitude and direction of the flow (i.e.
energy flow) from source to sink [12]. Furthermore,
Sankey diagrams can provide relative magnitude of the
flow, input and output of interacting systems, energy
recovery, and spatial representation. There are various
applications of using Sankey diagrams in visualizing
energy flows. On the campus level, Sankey diagrams
were utilized to visualize energy, mass, greenhouse gases,
and utility cost in a companion paper by Abdelalim et al.
[12]. In another companion paper, Sankey diagrams were
utilized to visualize energy flows and associated costs on
the building-level by using measured and calibrated
model data [13]. Belzer [14] used Sankey diagrams to
visualize energy flows from source to end-use in the
building sector. Dynamic Sankey diagrams were also used
to visualize internal and external flows through building
envelopes [15]. Schlueter and Thesseling [16] integrated
Sankey diagrams into building information modeling
(BIM) to visualize instantaneous energy and exergy.
Sankey diagrams were also integrated to limited number
of building design and analysis tools to visualize
predicted energy use, such as CASAnova [17] and Sefaira
[18]. On the HVAC system level, Sankey diagrams were
utilized to visualize real HVAC performance of a large
commercial building [19]. Sankey diagrams were also
used in the work by Perez-Lombard et al. [20] to visualize
energy flows in a typical constant air volume systems
installed in office buildings in Spain. The current
applications/tools utilizing Sankey diagrams to visualize
building-level energy performance used set of nodes to
represent inputs and outputs of energy at the building
rather than multi-staged nodes. Moreover, the current
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tools have some limitations in comparing multiple designs
simultaneously.

Recently, an online survey was conducted to assess
usability and effectiveness of visualizing energy flow and
the associated cost using Sankey diagrams on the
building-level. The survey was applied to a sample user
group (42 participants). The sample group consisted of 13
energy  managers, 12 design  engineers, 6
researchers/lecturers, and 11 other related professionals.
78 percent of the participants supported the notion that
Sankey diagrams helped in: 1) visualizing building-level
energy flows and costs, 2) understanding the interrelated
variables that affect building performance, 3) identifying
system inefficiencies, 4) quantifying and understanding
the impact of unmeasured energy flows, and 5) making
operational problems more visible and quantifiable in
order to identify opportunities for energy savings and
facilitate decision making.

This paper investigates the feasibility of utilizing Sankey
diagrams in visualizing building energy performance and
to understand the upstream and downstream impact to
allow various design variants to be evaluated and
facilitate the decision-making by architects and design
engineers. The target audience is often policy makers and
other non-technical professionals without a building
physics background. Thus, communicating relative energy
flows is important to provide them with a basis for
informed decision-making.

This paper proposes a workflow to obtain, analyze, and
visualize energy flows obtained from simulation outputs.
The developed workflow is applied to large office
reference building model that complies with the National
Energy Code of Canada for buildings (NECB) (as the
base case) for Ottawa climate zone (ASHRAE Climate
Zone 6) [21]. Reference building models are used for
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Figure 1. Flowchart showing the process to visualize energy flows on building-level and HVAC system using Sankey diagrams and
evaluate different design variants
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building code development, research, and design guides.
Sankey diagrams are used to inspect the energy-saving
opportunities for the base case. Different design scenarios
are proposed and compared to the base case model energy
performance. Samples of Sankey diagrams are presented
to visualize the impact of changing building/system
components on the whole system performance and
demonstrate energy-saving strategies. The proposed
Sankey diagrams consists of multi-staged nodes, rather
than merely inputs and outputs, to provide a greater
understanding of how each building component/system
consumes energy and relates to the others. Moreover, the
paper discusses the potential of each design option in
terms of energy savings using Sankey diagrams. The
paper also discusses the technical challenges of creating
Sankey diagrams from simulation data.

2. METHODOLOGY

The aim of the proposed study is to utilize Sankey
diagrams to visualize building energy performance on the
building-level and building system level (HVAC system)
obtained from simulation outputs. The paper proposes a
workflow to obtain, analyze, and visualize energy flows
obtained from simulation outputs as shown in Figure 1.
EnergyPlus 8.6 (E+) was selected as the BPS tool due to
its technical documentation and versatility and capability
of simulating complex building systems [22]. In this
paper, a large office building model that complies with
the National Energy Code of Canada for buildings
(NECB) for Ottawa climate zone was used as the base
case model. The workflow consists of:

1) Converting sub-hourly data into annual energy flows
by selecting the appropriate output variables and
meters that are listed in Section 2.2.

2) Aggregating energy flows: some variables, such as
(windows heat gain/loss and transmitted solar
radiations, heating coils, conduction heat gain/loss
rates people sensible heating and latent energy gains,
air stream nodes, zone infiltration total heat gain/loss
energy, and surface heat storage loss/gain rate)
provides output for each zone or element. Thus,
zones or elements for each variable were summed
up.

3) Checking the energy balance. This process was
performed by adding energy flows entering and
leaving the building. As EnergyPlus provides
dynamic simulation results (i.e. not steady-state for
each hour). Thus, output variables such as energy
input or extraction of radiant panel, boiler, chiller,
and heating and cooling coils were modified to
maintain energy balance for each hour and also
maintain daily and monthly energy consumption.

The following sections provide details on the selecting

base case model and the required simulation output

variables and meters that creates Sankey diagrams.
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2.1 Setting Up the Model

The purpose of this section is to provide information on
the selected EnergyPlus 8.6 (E+) base case model. The
base case model represents large office Canadian
reference building provided by Natural Resources of
Canada [23]. Table 1 shows base case model details
summary. Figure 2 shows base case model for large office
building used for Ottawa climate. AMY (actual
meteorological year) weather data was used for Ottawa,
Canada [24]. Schedules for internal gains used are based
on American Society for Heating, Refrigerating and Air
Conditioning Engineers (ASHRAE) 90.1.

Table 1. Base case model details summary

Bldg. type Large office
Floor Area (m?) 14,252
No. of stories (including 12
basement)
G No. of thermal zones (4
eneral .
perimeters and 1 core 56
zones/typical floor)
Window to wall ratio
(WWR) for all 44.57
orientations:
Roof 1.881
Walls 0.454
Below grade walls 3.663
Building Intermediate floor and 1.881
Envelope U- | basement floor
value Windows (double glazed
(W/m>.K) | (6mm) with 6mm air
gap: clear from inside 3.045
and tinted from outside)
Window (SHGC) 0.368
People: (person/m?)
office/mechanical rooms  0.05/0.00495
Lighting:
Internal office/mechanical rooms  10.9/13.29
Gains (W/m?)
Equipment:
office/mechanical rooms  7.5/1
(W/m?)
Infiltration | Floor per exterior 0.00025
Rates surface area (m’/s-m°)
The building is conditioned by four air
HVAC air | handling units (AHUs). AHU-fan efficiency
loop is 55%. No heat recovery is installed. Air
distribution system is single duct VAV-box
Two electric EIR chillers with COP of 2.5
and a cooling tower single speed. The
Space building relies on free outdoor cooli
Cooling uilding relies on free outdoor cooling
when the outdoor temperature is below
28°C
Space Hot water delivered from a boiler using
Heating/Hot | natural gas (83% thermal efficiency). All
water zones are equipped with radiant panels
heating/cooling setpoints are 22°C to 24°C,
Thermostat respectively.
settings heating/cooling setbacks are 18°C to 27°C,
respectively.




Figure 2. Base case model for the large office building

2.2 Simulation Outputs
Energy simulation tools provide numerous output
variables and meters, from which the user has to choose
the appropriate ones based on the required analysis. Table
2 shows the outputs that were used in this study in order
to create Sankey diagrams.

Table 2. Hourly simulation output variables used in the study

Output variable Description
Heating energy
Boiler Gas energy
Ancillary electrical energy
Chillers electricity
Chillers Evaporator cooling energy
Condenser heat transfer rate
. Fan energy
Cooling tower Heat transfer rate
Pump electric energy
Pump Pump fluid heat gain
AHU-fan energy
Humidifier
Heating coil
Cooling coil
AHU Heat exchanger (heat recovery)
Outdoor air node energy
Exhaust air node energy
Return air node energy
Mixed air node energy
Baseboard Total heating energy
People Sensible heating energy
Latent energy
Heat gain
Windows Heat loss
Transmitted solar radiation
Infiltration Zone %nﬁltrat@on total heat gain
Zone infiltration total heat loss
Lighting Electric energy
Equipment Electric energy
Opaque Outside surface heat loss
envelope Outside surface heat gain

3. DATAVISUALIZATION

This section includes samples of data visualization of
energy flows on the building-level and one of the air
handling units (AHU) and plant loops for the base case
model using Sankey diagrams for winter and summer
seasons as shown in Figure 3. The Sankey diagrams
presented in this paper focused on hourly data obtained
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from EnergyPlus (E+) simulation outputs. Sankey
diagrams should be read based on the direction of the
flow (i.e. from left to right). For instance, during winter,
heat is added to the building from left side and leaving
rightward. While during summer, heat is extracted from
the building. All forms of energy in these diagrams were
converted to one common energy unit (MWh). The
Sankey diagrams were rendered in a browser using
Scalable Vector Graphics (SVG). The layout was derived
from D3's Sankey layout code developed by Google
Developers that provided more flexibility in organizing
nodes, colors, and font sizes [25].

For the base case, the exhaust air from the AHU recorded
the highest source (~60 percent) of heat loss during winter
season. This is due to the lack of heat recovery wheel
(HRW) installed. Moreover, approximately 21 and 17
percent of the heat was lost through opaque envelope and
windows, respectively. While, that the results show that
the amount of heat was added by windows was 7 percent.
This is due to the high windows USI-value. During
summer season, the highest source (31 percent) of heat
gain was from lighting. While, approximately 22, 18, and
17 percent of heat was added by windows, equipment, and
opaque envelope, respectively. It was also found that
lighting is responsible for approximately 51 percent of
total internal heat gain. Moreover, the internal heat gains
are responsible for 60 percent of mechanical cooling
energy provided.

The next step in this study is to change some
building/system components to optimize the building
energy performance. Based the above analysis, windows
and lighting will be modified on the building-level. While
on the building system level (Heating, Ventilation, and
Air Conditioning (HVAC)), a HRW will be installed to
take advantage of the exhaust air in the AHU. These
parameters are listed in details in the next section.

4. PARAMETRIC MODELING

There are various parameters that could be modified on
the building-level and building system level to optimize
the building energy performance. Table 3 shows different
design variants implemented in this study. Each design
variant was applied independently and compared to the
base case.

Table 3. Design variants details

De§1gn Parameters Level
variants
Base case . . .
Details mentioned in Table 1.
(BO): (grey)
. Windows: reduce U-value to o
[1:(red) | 1 903 W/mPK and SHGC 10 0.252 | Building
Lighting: reduce light power
12: (blue) | density to (5.45/6.65 W/m?®) for | Building
(office/mechanical room)
I3: (green) ?I:Islt{a\;ll)rotary heat recovery wheel HVAC
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Figure 3. Sankey diagrams showing energy flows on the building-level for the winter season (top left) and summer season (top right), and
energy flows on the HVAC system for the winter season (bottom left) and summer season (bottom right) for the base case (BC)
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5. DISCUSSION

The aim of this study was to investigate the feasibility of
utilizing Sankey diagrams in visualizing energy flows on
different spatial resolutions obtained from simulation
outputs. A workflow was developed to obtain and analyze
vast data sets obtained from simulation outputs and
convert them to energy flows to create Sankey diagrams.
Large office Canadian reference building was used as the
base case. Sankey diagrams showing energy flows for
base case on building-level and HVAC are shown in
Figure 3. From the analysis mentioned in Section 3 on the
base case (BC), parameters such as windows, lighting,
and HRW were selected to be modified based on their
significance on heating and cooling loads. The three
proposed design variants are (I1, 12, and I3). Sankey
diagrams were utilized to compare different design
variants to the base case model energy performance.
Energy flows on building-level and HVAC system for
winter and summer seasons for 11, 12, and I3 are shown in
Figure 4, Figure 5, and Figure 6, respectively. Grey, red,
blue, and green colors were used to represent the energy
flows of base case, 11, 12, and I3, respectively.

In the base case, the windows were responsible for 17
percent of heat loss during summer. While during
summer, the amount of heat gain from windows was 22
percent. Thus, the first design variant (I1) aimed at
decreasing windows U-value from 3.045 to 1.903
(W/m’K) and SHGC from 0.368 to 0.252. During the
heating season, window heat losses and heat gains were
reduced by 42 and 48.4 percent compared to the base
case, respectively. As the ratio of window heat losses to
heat gains was 2.45:1, energy consumption by radiant
panels, AHU-heating coils, and AHU-fans were reduced
by 45.7, 15.5, and 10 percent compared to the base case,
respectively. This design variant (I1) resulted in a
reduction of 19.8 percent of natural gas consumption by
the boiler compared to the base case. During cooling
season, it was found that heat gains and losses from
windows were reduced by 40.6 and 49.4 percent
compared to the base case, respectively. Despite the fact
that window heat gains were substantially reduced, the
chillers electric energy consumption was only reduced by
3.2 percent compared to the base case. Moreover, AHU-
fans, chilled water pump and condensing water pump
electric energy consumption were reduced by 3.8 percent.
This is due the fact that window heat gains accounts for
approximately 22 percent of the total energy gains.
Moreover, the reduction recorded for the heat loss from
windows caused an increase in the amount of energy on
the building-level that should be extracted by mechanical
system.

In the base case during summer season, the highest source
(~31 percent) of heat gain was from lighting. Thus, the
second design variant (I2) aimed at reducing lighting
power density by 50 percent. As a result, during summer
season, the electric energy consumption by AHU-fans,
cooling tower fans, chillers, chilled water pump, and
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condensing water pump were reduced by 20.3, 18.45,
17.8, 13.6, and 13.5 percent compared to base case,
respectively. However, during winter days, this reduction
in internal gains from lighting caused an increase of 23
percent to natural gas consumption by the boiler. Despite
the increase in heating energy, the lighting power
consumption was reduced by 50 percent for both seasons
and substantial reduction were recorded for cooling
system components.

In the base case, the exhaust air from AHU was
responsible for approximately 60 percent of heat loss
during winter days due to that there is no HRW installed.
Thus, the third design variant (I3) focused on installing
heat recovery wheel (HRW) in the air handling units in
order to take the advantage of the hot and cold air
exhausted from the AHU in order to save energy required
for heating and cooling. During winter days, the natural
gas energy consumption was reduced by 20.5 percent
compared to base case. While during summer days, the
chillers electric energy consumption was reduced by 20.1
percent.

Compared to pie charts and other conventional graphs,
Sankey diagrams facilitate the visualization of not only
proportions but also the direction of flow of energy within
buildings and their systems. For instance, Sankey
diagrams were able to visualize the amount of lighting
energy to the total internal heat gains. Moreover, it can
visualize the amount of mechanical cooling required to
remove internal heat gains. Moreover, Sankey diagrams
demonstrated its usability and effectiveness to compare
one design variant at a time or all design variants in one
diagram. This could help different users evaluating
different design alternatives.

6. CONCLUSION AND FUTURE WORK

The aim of this study was to investigate the feasibility of
utilizing Sankey diagrams in visualizing building energy
performance obtained from simulation outputs. The study
proposed a workflow to obtain, analyze, and visualize
energy flows obtained from simulation outputs Large
office reference building model that complies with the
national energy code of Canada for buildings for Ottawa
climate zone was selected as the base case model.
Different design variants were proposed and tested against
the base case model independently. The proposed Sankey
diagrams helped in visualizing building energy
performance and to wunderstand the upstream and
downstream impact to allow various design variants to be
evaluated by users (such as architects, and design
engineers). Moreover, it helped in visualizing the impact
of changing building/system components on the whole
system performance and demonstrate energy-saving
strategies.

One of the challenges in creating Sankey diagrams was
creating feedback loops. The D3's Sankey layout code
used has some limitations in creating feedback loops, so



these loops were added manually using image editing
software. Future steps for this research include:
developing tool(s) for automating the process that creates
Sankey diagrams from simulation output files, and
developing interactive Sankey diagrams by allowing the
user to select the spatial and temporal resolutions.
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