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H I G H L I G H T S

• Pressure fluctuation analysis was used
to study the fluidization of cohesive
particles.

• Polymer coating was applied to in-
troduce thermal-induced cohesive
force.

• Bed changes from multiple-bubbling
to single-bubbling regime with in-
creasing cohesion.

• Bubble-promoted operations benefit
the whole-bed slugging under strong
cohesion.

• Reducing static bed height can repress
the whole-bed slugging.
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A B S T R A C T

The increase of inter-particle cohesive force greatly changes the fluidization dynamics, finally leading to the
partial or complete failure of fluidization. However, few studies concern such transition process. This paper
investigates the fluidization dynamics of Geldart B particles with a wide-range of cohesive force by analyzing the
in-bed pressure fluctuation signals. Combining the bubble information reported in Part I, the local and global
fluidization dynamics under different cohesive forces were discussed. The results show that bulk bubble dy-
namics is weaken with the presence of inter-particle cohesive force. As the force increases, fluidization changes
from multi-bubbling regime to single-bubble regime and the factor governing the pressure fluctuation changes
from bubble formation to bubble eruption. When the cohesive force is strong, slugging appears near the bed
surface, then gradually extends toward the bottom bed by capturing freely fluidizing particles, and finally de-
velops into the whole-bed slugging. At this time, regular fluidization turns into an alternative process between
whole-bed slugging and regular status, corresponding to two distinct peaks in power spectral density of pressure
signals at 0.1 Hz and 1 Hz respectively. The size of gas slug decreases with the elevation of measurement height.
Basically, any operations that promote bubble growth will also facilitate the appearance of whole-bed slugging
under strong cohesive force. Reducing the static bed height is a preferable approach to weaken, or even avoid the
defluidization of whole-bed slugging, without changing other operational parameters.
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1. Introduction

In many applications of fluidized reactors, the particles are cohe-
sive. Cohesive particles show different fluidization behaviors as com-
pared to non-cohesive system [1], particularly for the highly cohesive
bed where sever agglomeration takes place, causing partial or complete
failure of fluidization [2,3]. Therefore, it is attractive to obtain more
insight into the underlying mechanisms, based on which the processing
of cohesive particulate systems could be optimized.

The inter-particle cohesive force studied in this paper mainly refers
to liquid bridge force and solid bridge force. Since decades ago, ex-
tensive researches have been performed on the fluidization dynamics of
such particulate systems for being ubiquitous in industrial applications.
Nevertheless, due to the limitation of measurement methods, most of
these researches focused on global and visual phenomenon, i.e.
minimum fluidization [4,5], defluidization pattern [6], bubble beha-
viors [7,8], particle mixing [9] etc. Recently, lots of researchers made
efforts for more insight into the fluidization dynamics of cohesive
particles with the aid of advanced measurement approaches. Che et al.
applied microwave tomography in a fluidized bed with liquid injection
to identify defluidization and to reveal the fluidization regime changes
with more liquid content [10]. Boyce et al. used magnetic resonance
imaging to reconstruct the distribution of particle speed in a fluidiza-
tion bed with the present of liquid [11]. Savari et al. detected the
changes in fluidization hydrodynamics with increasing liquid content
by means of acoustic emission (AE) [12]. By measuring the conductivity
of bed materials, the behaviors of liquid sprayed into a fluidized bed,
i.e. liquid content [13], liquid distribution [14,15] and liquid migration
between free particles and agglomerates [16,17], have been widely
investigated. In the companion work, we reported bubbling dynamics
of cohesive Geldart B particles by means of multi-source X-ray tomo-
graphy analysis [18]. The inter-particle cohesive force was found to
facilitate bubble coalescence, leading to an increase in bubble size and
decrease in bubble numbers. As the cohesive force increases, the flui-
dization changes from normal status to an alternative process between
normal fluidization and whole-bed slugging. When the cohesive force is
strong enough, the fluidization completely fails in terms of stable
whole-bed slugging. Note that, X-ray tomography can only reveal
bubble information and that the information is only associated with

bubbles passing through a given cross section due to the local mea-
surement nature [19]. The perceptions of global fluidization dynamics
in such system are still insufficient.

The pressure fluctuation analysis is a promising way to characterize
the fluidization dynamics for the advantages of non-intrusive and easy
to measure [20]. It can be coupled with other measurement techniques,
i.e. acoustic emission (AE) to obtain a comprehensive understanding of
the fluidization status [21]. The main challenge for this method is to
interpret the signal, because it may be simultaneously influenced by
bubble dynamics, bed mass oscillation, particle collisions etc. [22].
Over the past decades, numerous algorithms have been developed to
extract the specific dynamic information from the pressure signals,
covering bubble behaviors [23–25], fluidization regime transition
[26,27] and defluidization [28,29], etc. Basically, these algorithms can
be classified as time-domain analysis, frequency-domain analysis and
state space analysis. The time-domain analysis is to analyze the
pressure signal with respect to time, by calculating its standard devia-
tion [30], cycle frequency [31] and Hurst exponent [32], etc. The
frequency-domain analysis is developed on the basis of Fourier
transform that converts a time-series signal into frequency spectrum. By
calculating the power spectral density (PSD) [33], coherent- and in-
coherent-output PSD [24], wavelet coefficients [34,35], etc., periodic
fluidization phenomena like bubble evolution, bed mass oscillation and
so on are related to different frequency bands. The state space method
is to characterize the chaotic feature of fluidization system with the aid
of non-linear analysis such as attractor reconstruction [36], entropy
analysis [27] and correlation dimension [37,38], etc. Detailed instruc-
tions for the pressure fluctuation analysis can be found in the com-
prehensive reviews published by Johnsson et al. [39] and van Ommen
et al. [40].

With the aid of pressure fluctuation analysis, extensive studies have
been undertaken to investigate the fluidization of cohesive particles.
Silva et al. identified the sudden changes in fluidization regime with
increasing binder content by examining the mean frequency of
Gaussian spectral density [28]. Karimi et al. found that the standard
deviation of the pressure signal first increases then decreases with the
increasing liquid sprayed in bed [41]. Similarly, Bhowmick et al. also
observed the sharp decline of the standard deviation when large
amounts of liquid were injected in bed [42]. Bartels et al. used attractor

Nomenclature

Acronyms

COP coherent-output power spectral density
IOP incoherent-output power spectral density
PEA Poly ethyl acylate
PMMA poly methyl methacrylate
PSD power spectral density

Symbols

Ay average attenuation coefficient of pressure waves
f frequency (Hz)
fa average frequency of power spectral density (Hz)
fc cycle frequency (Hz)
ffriction friction force (N)
fmin, fmax minimum and maximum frequency in power spectral

density (Hz)
Fp Pushing force (N)
Hs static bed height (cm)
L number of the segments
n counter
N length of pressure signal

Nc times that the data set crosses the average value
Ns length of each segment
Pxy cross power spectral density between the time-series

pressure signals of x and y (kPa2/Hz)
P*xy conjugate of Pxy
Pixx power spectral density of each segment (kPa2/Hz)
Pxx averaged power spectral density (kPa2/Hz)
t length of pressure signal in time
tn duration of normal fluidization (s)
ts duration of slugging (s)
Ug fluidization gas velocity (m/s)
Umf minimum fluidization velocity (m/s)
w window function
x time-series pressure signal (kPa)
__x__x averag value of pressure signal (kPa)
xi amplitude of pressure signal (kPa)

Greek letters

σp standard deviation of pressure signal (kPa)
σxy, i incoherent standard deviation of pressure signal (kPa)
σxy, c coherent standard deviation of pressure signal (kPa)
τslugging slugging time fraction
γxy2 coherence function
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reconstruction to give an early warning for defluidization [43]. Based
on the coherence analysis, Zhou et al. found that the bubble size de-
creases with liquid injection [44]. By examining the standard deviation
of pressure signal, they further demonstrated that the bubble growth
would be repressed if liquid bridge dominants the liquid behavior,
while when liquid evaporation was the main behavior, the liquid would
slightly repress, sometimes even facilitate bubble growth [45]. Com-
bining the standard deviation analysis, coherence analysis and wavelet
analysis, Shabanian and Chaouki discussed the bubble behaviors under
the inter-particle cohesive force of different levels. As the cohesive force
increases within a low level, bubble size decreases while bubble passage
frequency remains nearly unaffected [46]. At a moderate level of co-
hesive force, the gas is more prone to pass through the emulsion phase
at lower gas velocity while tends to form larger bubbles at higher gas
velocity [47]. The presence of a high level of cohesive force results in
the formation of much larger bubbles at all gas velocities in bubbling
regime [48].

To the authors’ knowledge, almost all the studies regarding the in-
fluence of inter-particle cohesive force on the fluidization behaviors
were performed at the status far from defluidization. Until now, there
are few reports about the transition of fluidization dynamics from
normal status to defluidization with increasing cohesive force.
Obviously, for a better understanding and more targeted optimization
of the fluidization dynamics of cohesive particulate systems it is of
prime importance to know the inner details of such transition process.
Besides that, the companion work (Part I) has reported that the de-
fluidization pattern of the bed under strong cohesive force is whole-bed
slugging [18]. Nevertheless, the cause of slugging and the approach for
repressing such slugging is still unknown.

In light of this, the objective of the present study is to characterize
the influence of inter-particle cohesive force on the global fluidization
dynamics of cohesive Geldart B particles by analyzing the in-bed
pressure fluctuation signals (hereafter called pressure signal).
Combining the bubble information reported in companion work (Part
I), we analyzed the transition of the bed from normal fluidization to
defluidization with step-wise increment of thermal-induced cohesive
force. Since the fluidization fails in terms of whole-bed slugging, the
time fraction of slugging over a given period of fluidization was esti-
mated, based on which, the dependence of slugging on operating
parameters as well as the approach to repress the slugging were also
discussed.

2. Experimental description

The geometric construction of the experimental apparatus and the
preparation of cohesive particles have been introduced in the compa-
nion work (Part I) [18]. This paper mainly focuses on how to measure
and analyze the pressure fluctuation signals.

2.1. Experimental setup

Fig. 1 gives a schematic of the experimental setup. Four probes of
4mm i.d. and 0.1 m length were in-line installed along the column with
a distance of 30mm, 110mm, 190mm and 270mm from the gas dis-
tributor. Each probe was equipped with a wire gauze to prevent the
particles from entering the probe. Four gauge pressure sensors of Kistler
type 7261 were connected with each probe to measure the in-bed
pressure. The charges from the pressure sensors were then transmitted
to amplifiers (Kistler amplifier type 5015) and converted to voltage
signals sampled by a National Instruments CompactRIO embedded
control and acquisition system. The data collection of the pressure
signal and the X-ray detector output (Part I) were synchronized with
LabView code. The sampling frequency was 1250 Hz. Although the
dominant frequency of pressure signals in a bubbling bed is typically
below 10 Hz [40], it is still helpful to apply such a high sampling fre-
quency to collect the detailed information of fluidization dynamics
[22]. For each case, the pressure data was recorded for 10min to
minimize the influence of random noise.

2.2. Inter-particle cohesive force

The inter-particle cohesive force was introduced by coating the inert
base particles with polymer layer. Table 1 lists the properties of the
base particles. The minimum fluidization gas velocity was measured at
ambient pressure and room temperature of 25 °C. The polymer layer
was the solidification outcome of mixed solution (commercial name,
Eudragit NE30D) of Poly ethyl acrylate (PEA) and poly methyl me-
thacrylate (PMMA) around particle surface. In this work, the polymer
layer thickness was controlled around 10 μm. It is very thin relative to
the diameter of base particles, so the influence of the layer on particle
size could be neglected.

For the present work, the cohesive force arises during the collision
between two coated particles at a temperature over the glass transition
state [49], as shown in Fig. 2. Upon contact, the surface of polymer
layer deforms and polymer chains move across the interface. The in-
terdiffusion between polymer chains is closely related to the

Fig. 1. Schematic of experimental setup.
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temperature. As the particles detach, a solid bridge forms between
particles with the entanglement of polymer chains, during which the
inter-particle cohesive force arises. When the particles completely se-
parate, the solid bridge ruptures and the cohesive force disappears
correspondingly. For the polymer layer used in the present work, it is
possible to adjust the cohesive force over a wide range by changing the
temperature within a narrow range close to ambient [50]. Bouffard
et al. found that the cohesive force between two coated particles in-
creases almost linearly with the particle temperature, and proposed
equations to predict the cohesive force [51]. Based on the equation, the
inter-particle cohesive force for the present work was roughly esti-
mated. As the temperature increases from 25 °C to 45 °C, the cohesive
force increases from 2.5 to 6 times particle gravity. Interested readers
can go through the reference [51] for detailed information about the
polymer layer property.

3. Data analysis

3.1. Time-domain analysis

Analyzing the standard deviation of pressure signals is usually the
first choice prior to other methods, for its simplicity and suitability to
detect dramatic changes of fluidization [42]. It has been widely used in
determining the minimum fluidization velocity [30,52], defluidization
[42,53] and regime transition [26,54], etc. Its definition is as follows:

∑=
−

−
=

σ
N

x n x1
1

( ( ) ¯)p
n

N

1

2

(1)

where x(n) is the discrete data of the pressure signal, x̄ the average
value of x(n), N the number of data points. The main drawback of the
method is that the analysis cannot distinguish different dynamical in-
formation and that it strongly depends on the fluidization gas velocity
which, however, usually fluctuates in industrial processes.

Cycle frequency is an effective tool for detecting the apparent
change of fluidization behaviors as well as the particle size distribution
[31]. It is the number of times that a time-series pressure signal crosses
its average value per second:

=f N
tc

c
(2)

where Nc is the times for the signal crossing its average value and t is

the signal length in time.

3.2. Frequency-domain analysis

Frequency-domain analysis is a useful tool for distinguishing dif-
ferent types of fluidization behavior, because the information of dy-
namical sources is usually encoded in different frequency bands [55].
Among different frequency-domain methods, the power spectral density
(PSD) of the signal is the most used one. It is calculated by dividing the
whole signal into L segments with individual length of Ns, then applying
Fast Fourier Transformation to each segment:
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where xi(n) is the ith segments of the entire pressure signal, w(n) is the
window function. In the present work, we chose the Hamming window
as the window function. By averaging the spectrum over L segments,
the mean power spectral density becomes:

∑=
=

P f
L

P f( ) 1 ( )xx
n

L

xx
i

1 (4)

The average frequency, fa is the frequency that divides the energy of
the PSD into two equal parts [56]. Unlike the dominant frequency that
corresponds to the highest intensity of the PSD, fa accounts for all the
waves based on their amplitudes, and is therefore very representative
for characterizing the PSD with broad frequency band and multiple
peaks. Its definition is as follows:

∫ ∫=P f df P f df( ) ( )
f

f

f

fa

amin

max

(5)

where P(f) is the intensity of PSD at the frequency of f; fmin and fmax are
the minimum and maximum frequency of PSD.

Besides bubbles, bed mass oscillations, gas turbulence, bubble in-
teraction, etc. will also contribute to the PSD as independent peaks,
which poses challenges for further interpretation of the pressure signal
[57]. Coherence analysis is thus developed to distinguish these phe-
nomena based on the fact that the phenomena cause different simila-
rities in the pressure signals at different locations. The analysis was
undertaken by calculating the coherence function between the in-bed
pressure signal and the reference signal collected in the wind box, then
deriving the coherent-output PSD (COP) and incoherent-output PSD
(IOP) [20]. The coherence function between two pressure signals is
calculated as:

=
∗

γ f
P f P f
P f P f

( )
( ) ( )
( ) ( )xy

xy xy

xx yy

2

(6)

where Pxx(f) and Pyy(f) are the PSD of the pressure signals collected in
the wind box (reference signal) and other in-bed positions respectively.
Pxy(f) is the cross PSD between Pxx(f) and Pyy(f); Pxy*(f) is the conjugate

Table 1
Properties of base particles.

item value unit

species glass beads –
diameter 600 μm
density 2500 kg/m3

minimum fluidization velocity 0.325 m/s

Fig. 2. Collision of two coated particles.
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of Pxy(f). Based on the coherence function, the definitions of COP and
IOP are given:

=f γ PCOP( ) xy yy
2

(7)

= −f γ PIOP( ) (1 )xy yy
2

(8)

COP is related to the pressure waves induced by bubble coalescence,
gas flow fluctuations, bubble eruption, and bed mass oscillation. The
pressure wave travels upward with linear attenuation and downward
with constant amplitude. IOP represents the incoherent components
between the two signals, which relates to the local phenomena without
transmitting features, such as bubble passage and local turbulence.

According to the Parseval’s theorem, the standard deviation of the
coherent and incoherent components of pressure signals can be calcu-
lated as:

∫=
∞

σ f dfIOP( )xy i,
2

0 (9)

∫=
∞

σ f dfCOP( )xy c,
2

0 (10)

σxy,i characterizes the amplitude of pressure signals caused by the
incoherent components. The ratio of σxy, c to the standard deviation of
the reference signal σx (named as Ay) is the average attenuation coef-
ficients of pressure waves:

=A
σ
σy
xy c

x

,

(11)

4. Results and discussion

Fig. 3 plots an example of the time-series pressure signals measured
at different heights. The signals are 5 s in length and randomly cut out
from the signals of 10min. Generally, the pressure signal shows an
oscillatory nature, indicating the feasibility of the analysis with fre-
quency-based methods. The fluctuation of the pressure signals at dif-
ferent heights follow similar trend, only with certain shift in time. This
means that the fluctuation of the pressure signals are mainly caused by
some coherent phenomena. Despite the similarity in the global trend,
there also exist deviations in some details of the pressure signals. This
implies that incoherent phenomena, i.e. bubble passage or local tur-
bulence, also contribute to the pressure fluctuations.

4.1. Time-domain analysis

Fig. 4 shows the standard deviation of pressure signals σp at dif-
ferent heights and cohesive forces. With the elevation of the measure-
ment heights, σp remains nearly unchanged till 110mm, beyond which
it starts to decrease. This is attributed to the decreasing bubble-inter-
action with the increasing measurement height. Similar trends were
also observed by Zhang et al. [58]. As the bed temperature increases
below 35 °C, a tiny increase of σp is observed, indicating a slight in-
crease in the bubble size, which agrees well with the companion work
(Part I) [18]. When the temperature exceeds 35 °C, σp sharply increases
then decreases for the measurement heights of 30mm, 110mm and
190mm while rises monotonically for 270mm. The initial increase of σp
between 35 °C and 40 °C is caused by the presence of slugging that
greatly enhances the averaged bubble size. The decline of σp beyond
40 °C is difficult to interpret. Bhowmick et al. reported similar results
when injecting large amounts of liquid into the bed [42]. They ascribed
it to the decline of bed fluidity but did not give a detailed explanation.

Fig. 5 shows the effects of static bed height Hs on σp under different
cohesive forces. The signal is recorded at the height of 110mm. Gen-
erally, the higher Hs is, the larger σp could be observed because the total
number of bubbles increase with Hs, which enhances the bubble-in-
teraction, leading to an increase in the signal amplitude [35]. More-
over, bubble interaction is more sensitive to the cohesive force at large

Hs, as the growth rate of σp at Hs=400mm is much larger than the
other three cases. According to the bubbling bed theory, the bed with
static height of 400mm has larger bubbles at the bed top due to in-
creasing bubble coalescence. Besides, the presence of cohesive force
increases the bubble size as revealed in Part I. Therefore, it is more
prone to induce slugging and thus give rise to larger σp for
Hs=400mm. The effects of static bed height on the slugging char-
acteristics will be discussed in detail hereafter.

4.2. Frequency-domain analysis

Fig. 6 plots the power spectral density (PSD) of the pressure signals
measured at different heights and cohesive forces for Ug=2.5Umf. At
30 °C, the PSD curve generally shows a mono-modal distribution with
the dominant frequency around 1.5 Hz which is usually considered as
the natural oscillation frequency of the bed [23,59]. Despite the
dominant peak, some distinct peaks with less intensity were also ob-
served. The broad band of peak frequencies corresponds to the rupture
of large bubbles or the formation of small bubbles [27,35]. As the co-
hesive force increases, the curve shifts toward lower frequency owing to
the decreasing bubble numbers. When the cohesive force is strong
(45 °C), the whole-bed slugging takes place. A strong periodicity of
piston-like movement of the bed as a whole and normal bubbling
fluidization are observed. Different from non-cohesive bed in which the
PSD has a distinct and narrow-bandwidth peak when slugging occurs
[23,33], the present PSD behaves bi-modal distribution at 45 °C, with
two dominant peaks at 0.1 Hz and 1 Hz. According to Part I, it can be
assumed that the two peaks correspond to the whole-bed slugging and
normal fluidization respectively.

4.2.1. Normal fluidization.
As the cohesive force increases, the band width of the peaks cor-

responding to the normal fluidization (high-frequency peak) decreases,
indicating that the normal fluidization changes from multi-bubbling
regime [39] to single-bubbling regime [60]. With the increasing cohe-
sive force, the peak intensity for normal fluidization slightly rises at the
measurement height of 30mm and 110mm (Fig. 6(a) and (b)) while
sharply increases at 190mm and 270mm (Fig. 6(c) and (d)), implying
that the size of normal bubbles considerably rises in the vicinity of bed
surface. It is worth pointing out that our companion work (Part I) re-
ported different behaviors that the average size of ‘bubbles’ near the
bed surface changes slowly with the cohesive force [18]. The difference
may be attributable to the presence of gas slugs (its definition has been
given in Part I) under strong cohesive force, because X-ray tomography
used in Part I captures both normal bubbles and gas slugs. The

Fig. 3. Example of time-series pressure signals at different heights.
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comparison between the two works reveals that the size of gas slug
decreases with the elevation of measurement height, which thus lowers
the ‘averaged’ bubble size.

4.2.2. Slugging.
The intensity of the peaks for slugging increases with the cohesive

force, indicating the growth of slug. With the increasing cohesive force,
the slugging intensity increases, indicating the growth of slug size. As
shown in Fig. 6(a), the slugging has an intensity much larger than
normal fluidization, implying that in the bottom bed the size of gas
slugs is larger than normal bubbles. The difference between the two
peaks decreases with the elevation of the measurement height, due to
the decrease in slug size and the increase in normal bubble size. The
dependence of slugging characteristics on the operational conditions
will be discussed in the Section 4.3.

Fig. 7 presents the average frequency of pressure signals, fa as a
function of the cohesive force at different heights. As seen, fa decreases
with the elevation of measurement height, because large bubbles,
presenting at higher heights, increase the bubble-passage induced
components that usually concentrated in the low-frequency range [61],
thus leading to the decline of fa. Similarly, the enhanced bubble coa-
lescence by the cohesive force also increases the bubble-passage

components, thereby causing the initial decrease of fa. Note that the
decreasing rate of fa is relatively small before 35 °C, implying that the
influence of the cohesive force on the bubble coalescence is quite lim-
ited, which is consistent with the results reported in Part I. As the bed
temperature exceeds 35 °C, fa sharply decreases owing to the presence
of low-frequency slugging that shifts the energy distribution of pressure
signals to the lower frequency. The continuous decline of fa indicates
that the slugging gradually dominates the fluidization with increasing
cohesive force.

Coherence analysis is a favorable approach to interpret PSD by es-
timating the coherent characteristics between adjacent pressure signals.
The first step for applying the analysis is to determine the reference
signal. In this paper, we used the pressure signal at 30mm height, in-
stead of that in the wind box, as the reference signal. Fig. 8 compares
both signals measured at 30mm and wind box. As seen, the pressure
signals are generally overlapped, although slight deviations still exist in
some details. This shows that adopting the pressure signal at 30 mm as
the reference signal is feasible.

Fig. 9 plots the effects of the cohesive force on the coherent-output
PSD (COP) and incoherent-output PSD (IOP) of the pressure signals at
different heights. Generally, the peaks in both PSD (Fig. 6) and COP
(Fig. 9) are almost coincident. This indicates that the pressure fluc-
tuation is mainly determined by the pressure waves created in bed. As
the cohesive force increases, the peaks in COP and IOP both shift to-
ward lower frequencies, implying the reduction in bubble behaviors,
i.e. the formation, interaction and eruption of bubbles (COP) and local
bubble passage (IOP) [25,62].

The high-frequency peaks in COP are hardly observed in IOP for all
the cohesive cases, indicating that these peaks correspond to the fast-
travelling pressure waves. As reported by van der Schaaf et al., upward
traveling pressure wave coincides with the bubble formation at gas
distributor, whose amplitudes decrease linearly with the distance from
the point of origin, and downward traveling wave corresponds to
bubble eruption at bed surface, whose amplitudes keep unchanged in
the downward direction [20,62]. As shown, at 30 °C and 40 °C the in-
tensity of the high-frequency peak of COP decreases with the elevation
of the measurement height (Fig. 9(a), (c) and (e)), suggesting that the
pressure fluctuation is mainly controlled by the bubble formation.
When the bed temperature equals 45 °C, the intensity is independent of
the measurement height. This means that the pressure fluctuation is
controlled by the bubble eruption.

The whole-bed slugging presents in both COP and IOP as the low-
frequency peak at 0.1 Hz. In COP, this peak is attributed to the eruption
of gas slug [63], and in IOP it represents the passage of gas slug [62].
With the increasing measurement height, the intensity of the low-fre-
quency peak of COP decreases (Fig. 9(a), (c) and (e)). As for IOP, the
intensity increases with the height (Fig. 9(b), (d) and (f)). This is related
to the dynamical feature of the slugging.

Fig. 10 shows a schematic of the whole-bed slugging. When the
cohesive force is large enough, the bubbles increase to considerable
sizes similar to the bed dimension. Slugging appears at this moment in
the vicinity of bed surface and gradually extends downward by cap-
turing the freely fluidizing particles through cohesive force. Finally, the
whole-bed slugging takes place as all the particles form one particle
slug and a piston-like movement of the bed as a whole was observed.
During the rising, the particle slug experiences the pushing force from
the fluidizing gas, Fp and the friction force with the column wall, Ff. The
combination of the two forces continuously peels off the particles, fi-
nally causing the breakage of the slug. Therefore, the survival prob-
ability of the particle slug decreases as it rises. As introduced pre-
viously, the low-frequency peak in COP is attributable to the eruption of
gas slugs, which motivates pressure waves attenuating linearly when
travelling upward. Therefore, the intensity of slugging peak in COP
decreases with the increasing measurement height (Fig. 9(a), (c) and
(e)). Similarly, the decreasing survival probability of gas slug with
measurement height leads to an increase in the incoherent component

Fig. 4. Standard deviation of the pressure signals at different heights and co-
hesive forces for Ug=2.5Umf and Hs=300mm.

Fig. 5. Effects of static bed heights on the standard deviation of pressure signals
measured at 110mm and different cohesive forces.
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of pressure signals, thereby resulting in higher IOP (Fig. 9(b), (d) and
(f)).

Fig. 11 shows the attenuation coefficients of pressure waves along
the bed height under different cohesive forces. It is calculated according
to Eq.(11) and reflects the attenuating characteristics of pressure wave
amplitude. Generally, the coefficient decreases with the elevation of the
measurement height, behaving a typical transmitting feature of the
upward-traveling pressure waves [62]. And, the coefficient is found to

be larger at Ug=2Umf (Fig. 11(a)) than Ug=3Umf (Fig. 11(b)). This is
because the pressure waves can be seriously attenuated in the beds with
large bubble volume fraction [46,64]. As the fluidization gas velocity
increases, more gas is present as bubbles, thus enhancing the bubble
volume fraction as well as the pressure wave attenuation. The at-
tenuation coefficients are nearly the same for the temperature of 30 °C
and 40 °C at all heights. For both cases, as previously discussed, the
pressure fluctuation is closely related to the pressure waves caused by

Fig. 6. Effects of cohesive force on the Power spectral density of pressure signals measured at the heights of (a) 30mm, (b) 110mm, (c) 190mm, (d) 270mm for
Ug=2.5Umf.

Fig. 7. Average frequency of pressure signals as a function of cohesive force at
different heights for Ug=2.5Umf and Hs=300mm.

Fig. 8. Comparison between the pressure signals at 30mm height and that in
the wind box.
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bubble formation. And, the results of X-ray tomography analysis (Part I)
reveal that the size of newly formed bubbles changes little with the
cohesive force prior to 40 °C [18]. Therefore, the attenuation coeffi-
cients for both 30 °C and 40 °C are similar. Note that, a different trend
was observed concerning the case of 45 °C. Similar unexpected decay of
pressure wave amplitude has ever been reported, although the under-
lying mechanisms are still in controversy. Musmarra et al. attributed it
to the chaotic particle contact [65]. Bi et al. explained it on the basis of
the self-oscillation of particles [66]. For the present work, the un-
expected attenuation of pressure wave amplitude at 45 °C should be
related to the whole-bed slugging. It leads to the non-uniform dis-
tribution of bed voidage throughout the bed, which results in the dif-
ferent attenuation behavior of pressure waves [62].

Fig. 12 shows the effects of fluidization gas velocity and cohesive

force on the incoherent standard deviation, σxy,i of signals at different
heights. σxy,i is mainly controlled by the passage of bubbles and
therefore is usually used to estimate the size of bubbles [20]. As seen,
σxy,i increases with the fluidization gas velocity, because the size of
bubbles keeps increasing, which generates more incoherent component
in the pressure signal as the bubbles pass by the pressure probe. With
the increasing cohesive force, σxy,i decreases at the gas velocity smaller
than 0.85m/s but increases at larger velocities. Similar trends are ob-
served concerning the signals collected at different heights. According
to Parseval’s theory, σxy,i gives information on the energy of pressure
fluctuation caused by rising gas bubbles [20]. As reported in Part I,
bubble frequency decreases as the cohesive force increases. Therefore,
the reduction in the bubble numbers will cause the decline of the in-
coherent standard deviation. As the fluidization velocity further

Fig. 9. Effects of cohesive force on the coherent-output PSD (COP) and incoherent-output PSD (IOP) of the pressure signals at different heights for Ug=2.5Umf,
Hs=300mm. (a)-(b): 110mm; (c)-(d): 190mm; (e)-(f): 270mm.
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increases, the bubble size keeps increasing, prone to trigger slugging in
the vicinity of bed surface. The slugging gradually extends toward bed
bottom with the aid of the inter-particle cohesive force and finally
forms the whole-bed slugging. It is worth pointing out that, besides the
bubble size, the incoherent component of pressure signal is also related
to the bed mass presenting above the bubble [20]. During the whole-
bed slugging, the whole bed mass imposes on the gas slug. Therefore,
the passage of gas slug leads to an incoherent standard deviation much
larger than normal bubbles. As will be discussed later, the time fraction
of the whole bed slugging increases with the cohesive force, especially
at large fluidization velocity. Consequently, the incoherent standard
deviation increases with cohesive force at larger velocities.

4.3. Slugging characteristics

As previously revealed, slugging is the major form for the de-
fluidization under strong cohesion and is also the main cause of the
dramatic change of pressure signals. In the following, we will explore
the relationship between the operating parameters and the slugging
characteristics, then further discuss the approach to weaken or even
avoid slugging.

Fig. 13 plots a fragment of pressure signal collected at the bed
temperature of 45 °C, Ug=2.5Umf, Hs=400mm and the measurement
height of 30mm. Both slugging and normal fluidization are present in
this period. As seen, these two status correspond to the signal curves
with different flatness, slugging being relatively flat while normal
fluidization being more fluctuant. Cycle frequency, fc whose definition
has been given in Eq.(2), is usually used to characterize the signal
flatness based on which the changes of fluidization regime can also be
detected [67]. With the aid of the synchronized X-ray tomography, we
estimate the cycle frequency to be less than 2 Hz when slugging takes
place. Therefore, 2 Hz is identified as the threshold value to distinguish
the slugging and normal fluidization.

Fig. 14 shows details about how to identify slugging for a time-series
pressure signal collected at the bed temperature of 45 °C, Ug=2.5Umf,
Hs=400mm and the measurement height of 30mm. We first divide a
signal of 10min into 600 sections and calculated fc for each section
according to Eq.(2). Any section with fc less than or equal to 2 Hz is
identified as slugging. Based on this, the duration time of slugging (ts)
and normal fluidization (tn) over a given period of time was collected by
counting the number of respective sections, and the slugging time
fraction, τslugging, could be calculated as well:

=
+

τ t
t tslugging

s

s n (12)

Fig. 15 plots the effects of static bed height, Hs and inter-particle
cohesive force on the slugging time fraction at the measurement height
of 30mm. For Hs=120mm and 200mm, τslugging equals zero regardless
of cohesive force, indicating that the whole-bed slugging hardly occurs
throughout the cohesive forces studied. That is because the bubbles do
not grow to an adequate size to trigger slugging due to the limitation of
bed height. Therefore, reducing the static bed height can weaken or
even avoid slugging under strong cohesive force. At Hs=300mm, the
whole-bed slugging takes place due to the presence of large bubbles in
the vicinity of bed surface and thus larger τslugging is observed. As the
cohesive force increases, τslugging rises, mainly for two reasons: i)

Fig. 10. Schematic of the whole-bed slugging.

Fig. 11. Attenuation coefficients of pressure waves along the bed height under
different cohesive forces at (a) Ug=2Umf; (b) Ug=3Umf.
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increasing cohesive force enhances the size of bubbles, thus easier to
induce slugging and causing an increase in τslugging; ii) the slug stability
increases with the cohesive force due to the enhanced bond between
particles, thus increasing the lifetime of slug as well as τslugging. Similar
trends are also observed when Hs=400mm in which τslugging is the
largest in comparison to other heights due to the full growth of bubbles
near bed surface.

Fig. 16 shows the τslugging along the bed height at different fluidi-
zation gas velocities. The bed temperature maintains at 45 °C and
Hs=300mm. τslugging increases with the measurement height and flui-
dization gas velocity. As previously analyzed, the slugging in a cohesive
bed initially arises at upper bed then gradually extends toward the
bottom. Therefore, the higher the measurement height, the larger
τslugging is observed. According to the fluidization theory, the size of
bubbles increases with the fluidization gas velocity [68]. Therefore, it is
more prone to induce slugging and increase τslugging as well. Combining
the results of Figs. 15 and 16, it can be concluded that any operations
that promote bubble growth will facilitate the appearance of the whole-
bed slugging under strong cohesive force.

Fig. 12. Incoherent standard deviation as a function of fluidization gas velocity
under different cohesive forces at the height of (a) 190mm and (b) 270mm.

Fig. 13. Fragment of pressure signal. Ug=2.5Umf, Hs=400mm, bed tem-
perature: 45 °C, measurement height: 30mm.

Fig. 14. Identification of slugging for a time-series pressure signal of 10min.
Ug=2.5Umf, Hs=400mm, bed temperature: 45 °C, measurement height:
30mm.

Fig. 15. Effects of static bed height on the slugging time fraction. Measurement
height: 30mm, Ug=2.5Umf.
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5. Concluding remarks

This paper studies the fluidization dynamics of cohesive Geldart B
particles in a column by analyzing the in-bed pressure fluctuation sig-
nals. Various algorithms are applied to extract the key information
underlying in the signals. With the aid of bubble dynamics reported in
Part I, the local and global fluidization dynamics under different co-
hesive forces are discussed. The main conclusions are drawn as follows:

(1) Bulk bubble dynamics, i.e. formation, interaction, eruption of
bubbles weakens with the presence of inter-particle cohesive force.
As the cohesive force increases, the fluidization regime changes
from multi-bubbling regime to single-bubble regime. The factor
governing the pressure fluctuation changes from bubble formation
to bubble eruption.

(2) Under strong cohesive force, slugging arises in the upper part of the
bed, then gradually extends toward the bottom part of the bed by
capturing freely fluidizing particles, and finally develops into the
whole-bed slugging. At this time, regular fluidization turns into an
alternative process between whole-bed slugging and regular status,
corresponding to two distinct peaks in power spectral density of
pressure signals at 0.1 Hz and 1 Hz respectively. Due to the frang-
ibility of slugs, the size of gas slug decreases with the elevation of
measurement height.

(3) Slugging can be identified by the reduction of cycle frequency
below 2Hz, indicating a deterioration of the bulk bubble dynamics.
Any operations that promote bubble growth will facilitate the ap-
pearance of whole-bed slugging under strong cohesive force.
Basically, reducing the static bed height is a preferable approach to
weaken, or even avoid the defluidization of whole-bed slugging,
without changing other operational parameters.
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