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Summary

The need to meet the increasingly demanding sustainability goals entails remarkable
new challenges for technical innovation. Due to the crucial role of turbomachinery in
present and future energy scenarios, advancements in turbomachinery performance by
means of design methods represent a fundamental step towards global sustainable devel-
opment.

Thanks to the progress in high-performance computing, automated turbomachinery
design based on computational fluid dynamics is becoming more and more a viable op-
tion to tackle complex design problems. Because of the inherently unsteady nature of
turbomachinery flows, optimization methods that are able to account for accurate time
resolution of the flow features offer an increased level of simulation fidelity, if compared
to methods that assume steady state flows. In this respect, unsteady-based optimization
can lead not only to higher fluid dynamic performance, but it can also be seen as a key
enabler to address complex multi-disciplinary design problems.

To date, however, most turbomachinery optimization methods are based on the as-
sumption of steady state flows, as a consequence of the high computational cost associated
with unsteady fluid dynamic simulations. Reduced order methods offer a computational
efficient solution for shape optimization in unsteady flows.

This dissertation documents research on reduced order methods for unsteady adjoint-
based shape optimization of turbomachinery. In particular, the reduced order methods
considered are: the harmonic balance and the look-up table method for the estimation of
thermo-physical fluid properties.

The research work resulted in an optimization framework based on a novel harmonic
balance discrete adjoint solver, implemented in the open source code SU2. Results show
the computational efficiency and effectiveness of the proposed optimization method to
deal with unsteady turbomachinery design problems. For the exemplary test cases con-
sidered, the unsteady-based optimization led to increased fluid dynamic performance if
compared to the optimization results based on steady state computations. Furthermore,
the method was successfully employed for design problems of turbomachinery operating
with non-ideal compressible flows.
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Samenvatting

De noodzaak om aan de steeds veeleisendere duurzaamheidsdoelen te voldoen brengt
opmerkelijke nieuwe uitdagingen met zich mee voor technologische innovatie. Gezien
de cruciale rol van turbomachines in hedendaagse en toekomstige energie-scenarios, zet
de vooruitgang in de prestaties van turbomachines door middel van ontwerpmethodes een
fundamentele stap in de richting van globale duurzame ontwikkeling.

Dankzij de geboekte vooruitgang in supercomputers wordt geautomatiseerd ontwerp
van turbomachines, gebruikmakend van computationele vloeistofdynamica, een steeds
bereikbaardere optie om complexe ontwerpproblemen op te lossen. Vanwege de inherent
instationaire aard van stromingen in turbomachines, kunnen optimalisatiemethodes die
in staat zijn een accurate tijdsresolutie van de stromingskenmerken mee te nemen, een
verhoogd waarheidsgehalte van de simulatie bieden in vergelijking met methodes die sta-
tionaire stroming aannemen. In dit opzicht kan optimalisatie gebaseerd op instationaire
stroming niet alleen leiden naar verbeterde vloeistofdynamische prestaties, maar het kan
ook gezien worden als sleutelmethode om complexe multidisciplinaire ontwerpproblemen
aan te pakken.

Momenteel zijn de optimalisatiemethodes voor de meeste turbomachines gebaseerd
op de stationaire stromingsaanname, vanwege de hoge berekeningstijd die gepaard gaat
met instationaire vloeistofdynamische simulaties. Gereduceerde ordermethodes bieden
een computationeel efficiënte oplossing voor vormoptimalisatie met instationaire stro-
mingen.

Dit proefschrift documenteert onderzoek naar gereduceerde ordermethodes voor in-
stationaire vormoptimalisatie van turbomachines gebaseerd op de adjointmethode. In
het bijzonder zijn de volgende gereduceerde ordermethodes in beschouwing genomen:
de harmonische balans en de opzoektabelmethode voor de inschatting van de thermo-
fysische vloeistofeigenschappen. Het onderzoekswerk heeft geresulteerd in een optimal-
isatie framework gebaseerd op een nieuw uitgevonden harmonische balans discrete ad-
joint solver, gemplementeerd in de open-source code SU2.

De resultaten tonen de computationele efficiëntie en effectiviteit van de voorgestelde
optimalisatiemethode om om te gaan met instationaire ontwerpproblemen voor turbo-
machines. In de geanalyseerde illustratieve testgevallen leidde de instationaire optimal-
isatie tot verbeterde vloeistofdynamische prestaties in vergelijking met de optimalisatiere-
sultaten gebaseerd op stationaire berekeningen. Bovendien is de methode met succes
toegepast bij ontwerpproblemen met turbomachines die opereren met niet-ideale, samen-
drukbare stromingen.
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Chapter 1

The global increase in energy demand is posing a major challenge to sustainable
growth. The scenario provided in the World Energy Outlook by the International Energy
Agency estimates a global rise in energy demand of 30%, between today and 2040 [1].
In a context of strong urbanization and population expansion from 7.4 billion to 9 billion,
for the same period, road travel and air traffic volumes are expected to double [2]. These
long term projections, and associated international policy and economic objectives point
to a challenging future also regarding energy technology innovation in order to comply
with targets on sustainability.

Among energy conversion technologies, turbomachines play a crucial role in both the
present and future energy scenarios. According to Ref. [3], more than 80% of worldwide
electricity generation is obtained by means of thermal turbines. Furthermore, devices
based on turbomachinery are essential in the transportation and industrial sector at large.
Examples include gas turbine engines for aerospace propulsion, turbochargers for the
automotive industry, and compressors for refrigeration applications.

In view of a more sustainable energy supply, turbomachinery design is challenged by
an increasing number of performance requirements, often in new and unconventional ap-
plications. A substantial step forward is required for increasing power plants efficiency,
thus mitigating the related emissions. Furthermore, the increasing market share of elec-
tricity produced by renewable energy systems, with its load variability, entails the intro-
duction of highly flexible power plant operation [4, 5]. New turbomachinery concepts
based on hydrogen combustion have proved their environmental advantage in a favorable
hydrogen economy outlook; the realization of such devices implies a complete redesign of
turbomachinery components. In the aviation sector, gas turbine engines will have to meet
strict regulations on emissions and noise. Advancements in turbomachinery design are
also required for decentralized energy conversion systems, of which a very representative
example is given by the turbines of Organic Rankine Cycle power systems [6]. These low
power output turbines (from few kWe up to few MWe) operate with organic fluids and,
compared to the design of conventional steam and gas turbines, there is a lack of well-
established design guidelines for optimal performance. Ultimately, in a more sustainable
energy scenario, turbomachines can be regarded not only as a fundamental technology
but also as a key enabler for new applications.

The reduction of overall emissions and noise, the need for highly flexible operational
levels in power plants, and next-generation applications demand a paradigm shift in turbo-
machinery design towards more holistic and multi-disciplinary methods based on detailed
multi-physical models. In this perspective, advanced computational methods can pave the
way to fundamental technology improvements and the ability to effectively explore new
design concepts [7].

Thanks to the progress in high-performance computing and the available computa-
tional resources, it is possible to employ more and more automated design methods based
on computational fluid dynamics (CFD) for turbomachinery design [8]. These methods
are based on optimization algorithms and can be classified as either non-deterministic or
deterministic optimization procedures [9].

Non-deterministic algorithms, do not require any gradient information of the objec-
tive function. They are more suited for noisy objective functions and are less prone to
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converge to local minima. Their computational cost highly depends on the number of
design variables. Examples of commonly used non-deterministic optimization algorithms
are: Evolutionary Algorithms [10–14], Simulated Annealing [15], Random Search [16],
and Random Walk [17].

In contrast, deterministic methods, and in particular gradient-based algorithms, re-
quire the computation of the derivatives of the objective function. Because of this re-
quirement, they perform worse than non-deterministic methods for discontinuous or noisy
cost functions. However, once an accurate computation of the gradient of the objective
function is provided, they are very computationally efficient. They might suffer from the
problem of converging to local minima solutions and they require an efficient gradient
estimation [9].

As previously outlined, the necessity for significant advancement in turbomachinery
technology and innovation requires substantial progress in turbomachinery design meth-
ods. This entails the development of optimization algorithms based on accurate and de-
tailed simulations in order to address complex problems. Given the inherently unsteady
nature of turbomachinery flows, modeling time-dependent flow features for design pur-
poses can lead to performance gain over steady state methods and it can give the possibil-
ity of tackling multi-disciplinary optimization problems.

However, taking into account unsteady effects, for automated turbomachinery shape
optimization, is computationally onerous [18, 19]. A possible solution, to mitigate this
computational burden, is employing reduced order models [20] (ROMs).

1.1 Reduced-order models for unsteady flows

Accurate modeling of time-dependent turbomachinery flows in computational fluid dy-
namics can be prohibitive if applied in combination with optimization algorithms, espe-
cially if the aim is to perform calculations for routine design.

In order to overcome this limitation, reduced-order models (ROMs) can be adopted
to provide sufficiently accurate modeling of dynamic problems at a fraction of the com-
putational cost. Because of this advantage, ROMs can bridge the gap between accurate
unsteady flow analysis and the capability to perform unsteady multi-disciplinary CFD
optimization [21].

Reduced-order models applied to automated design aim at representing only the most
relevant physical behavior for design purposes. They can be seen as a way to provide, for a
selected problem, a smaller number of degrees of freedom or unknowns when compared
to high-fidelity models [22]. Some of the most common ROMs applied to CFD simu-
lations are [20, 21]: Volterra series representations [23–25], proper orthogonal decom-
position (POD) [26–28], surrogate-based recurrence framework (SBRF) [29], radial basis
functions (RBF) [30], state-space modeling [31, 32], and harmonic balance (HB) [33–35].

In this work, two ROMs are considered to reduce the computational cost of unsteady
simulations: the harmonic balance method and the look-up table method for the estima-
tion of thermophysical fluid properties.

3
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Harmonic Balance Method The harmonic balance (HB) method can be classified as
a ROM that offers significant computational advantages, compared to time-accurate al-
gorithms, when a discrete set of known frequencies characterizes the flow field. For this
reason, it is a very attractive approach for turbomachinery applications if, especially for
design purposes, the main unsteady effects are only related to the blade passing frequen-
cies.

The HB method was initially applied to CFD simulations by linearization of the time-
varying states [36], both for single and multiple frequencies. Although these formula-
tions can accurately model stationary non-linearities of state variables (e.g., steady shock
waves), they proved to be unsuitable in dealing with time-dependent non-linear effects.
This is an essential drawback for turbomachinery simulations, especially in transonic or
supersonic working conditions.

Non-linear harmonic balance methods have been developed and successfully applied
to turbomachinery fluid dynamic computations [33–35, 37]. They allow modeling tempo-
ral non-linearities and resolving a known set of frequencies that do not need to be integer
multiples of a fundamental harmonic.

Look-up Table Method For turbomachines operating with non-ideal fluid flows it is es-
sential to accurately model thermophysical fluid properties by means of thermodynamic
models based on complex equations of state (EoS) and transport property models. When
complex EoS-based thermodynamic models are used in combination with CFD simula-
tions, the computational cost increases significantly. This issue can become a bottleneck,
particularly in demanding computational tasks, as it is the case for unsteady turbomachin-
ery design.

Look-up table methods can be adopted to significantly decrease the simulation time
related to the use of complex equations of state [38–40]. They consist of tabulating the
needed properties in the thermodynamic region of interest. These properties are obtained
with a preliminary calculation using an accurate fluid thermophysical model. During
the flow simulation, the desired properties are retrieved utilizing a search algorithm and
proper interpolation. Besides the reduction in computational cost, look-up table methods
must be robust and accurate.

1.2 Adjoint-based unsteady automated design of turbo-
machinery in the context of ROMs

As previously discussed, the advancements in high-performance computing have enabled
the increasing employment of optimization methods for automated design. Gradient-
based optimization methods are very efficient but require an accurate evaluation of the
necessary gradients. For this purpose, algorithms based on adjoint equations have gained
growing interest owing to their ability to efficiently deal with problems in which the num-
ber of design variables is much higher than the number of objective functions or con-
straints [41]. The use of adjoint equations was initially introduced in the field of optimal
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control theory [42] and subsequently in fluid dynamic optimization problems [43].
Although originally developed for the aerodynamic design of aircraft [44], adjoint-

based optimization methods have been successfully extended to other engineering op-
timization problems, such as fluid-structure interaction [45, 46], heat transfer [47], and
turbomachinery, to name a few.

For turbomachinery design most of the adjoint-based optimization methods have been
developed considering steady state flows [48–55], due to the high computational cost and
the large storage involved with unsteady algorithms. Recently, a time-accurate adjoint
method has been developed for multi-row turbomachinery design problems adopting tem-
poral coarsening to reduce the storage requirements [19]. The use of ROMs in combina-
tion with adjoint methods can offer an efficient alternative to time-accurate methods for
performing automated design based on unsteady simulations.

Among ROMs, the harmonic balance (HB) method is a very attractive choice for
adjoint-based turbomachinery shape optimization because of the following reasons: i. it
allows to reach the final quasi-periodic solution, i.e., a solution characterized by a set
of discrete frequencies not necessarily harmonically related, so that initial transients do
not need to be resolved; ii. for design purposes just the main flow frequencies can be
considered and spectral gaps can be enforced in order to save computational time; iii. in
order to calculate the adjoint-based gradients, there is no need to store the large number
of solutions required by a time-accurate adjoint approach.

Moreover, if unsteady shape optimization has to be performed for turbomachinery in-
volving non-ideal compressible flows, look-up table (LuT) methods can be used to reduce
the computational time required by the need of employing accurate thermodynamic mod-
els. In this regard, LuT methods have to be properly included for both flow and adjoint
solver to obtain accurate design sensitivities.

1.3 Motivation

Unsteady adjoint-based shape optimization using HB has been applied to turbomachinery
design. However, current methods are limited to adjoint formulations that consider single
row [56], constant eddy viscosity or the impossibility to resolve for frequencies that are
not harmonically related [57]. Furthermore, to date, unsteady adjoint-based optimization
has never been applied to turbomachinery operating with non-ideal compressible flows.

In this regard, the study documented in this dissertation aims to advance current un-
steady design methods for automated shape optimization of turbomachinery and to inves-
tigate the possible advantages of using reduced order models for unsteady design.

All the methods proposed in this research work are implemented in the open-source
code SU2. This choice stems from the strong belief in the power of open-source commu-
nities and their positive social impact.

Finally, the development of unsteady optimization methods based on ROMs can be
seen as a fundamental step towards multi-disciplinary turbomachinery design and for in-
dustrial applications in which automated design has to be performed routinely.
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1.4 Contribution
The original contribution of this dissertation can be summarized as follows:

• A novel fully-turbulent adjoint-based harmonic balance (HB) optimization method
has been formulated and implemented. The method, successfully validated versus
second order accurate finite differences, does not require any assumption on the
turbulence viscosity for the computation of design sensitivities.

• The fully-turbulent HB optimization method has been successfully extended and
applied to multi-rows turbomachinery constrained shape optimization problems.
Preliminary comparisons between steady and unsteady optimization have been car-
ried out.

• For fast and accurate evaluation of thermophysical properties, a new tabulation
method, based on unstructured grids of the thermodynamic region of interest, has
been developed and applied to non-ideal compressible fluid dynamics problems.

• For the first time, unsteady adjoint-based optimization has been applied to the con-
strained shape optimization of turbines operating in the non-ideal compressible flow
regime.

• All the methods of this dissertation have been implemented in the open source
code SU2. This makes SU2, currently, the only open-source software having the
capability to perform adjoint-based unsteady shape optimization of turbomachinery
stages and to deal with unsteady design for non-ideal compressible fluid dynamics
efficiently.

1.5 Outline
This dissertation contains material presented at international conferences or published
in peer-review international journals. It is organized in six chapters and its content is
summarized below.

Chapter 2 reports the formulation of the time-domain harmonic balance (HB) method
and the derivation of the corresponding fully-turbulent discrete adjoint equations. The
details of the implementation for automated design problems in quasi-periodic unsteady
flows are discussed. The design sensitivities provided by the method are verified ver-
sus second-order finite difference and applied to the constrained shape optimization of a
pitching airfoil and a turbine cascade.

Chapter 3 extends the adjoint-based HB optimization method from single-zone to multi-
zone problems, i.e., problems involving multiple physical computational domains. The
proposed algorithm is applied to the constrained shape optimization of an axial turbine
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stage for two different working conditions. A comparison with steady optimization meth-
ods is discussed.

Chapter 4 introduces a novel tabulation method for fast and accurate estimation of
thermophysical properties. The method is based on meshing the thermodynamic region
of interest by means of unstructured grids, and it is applied to non-ideal compressible
fluid dynamic simulations.

Chapter 5 presents the application of the HB-based discrete adjoint method to the shape
optimization of turbomachinery for non-ideal compressible flow conditions. For this pur-
pose, the tabulation method discussed in Chapter 4 is included in the discrete adjoint
formulation in order to obtain accurate design sensitivities. The method is applied to the
unsteady design of two exemplary Organic Rankine Cycle turbines.

Chapter 6 summarizes the main research findings of this work, outlining current limi-
tations of the proposed methods, and giving an outlook to possible future research direc-
tions.
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Chapter 2

Abstract Shape optimization in unsteady flow problems enables the consideration of
dynamic effects on design. The ability to treat unsteady effects is attractive, as it can
provide performance gains when compared to steady-state design methods for a variety
of applications in which time-varying flows are of paramount importance. This is the
case, for example, in turbomachinery or rotorcraft design. Given the high computational
cost involved in time-accurate design problems, adjoint-based shape optimization is a
promising option. However, efficient sensitivity analysis should also be accompanied by a
significant decrease in computational cost for the primal flow solution, as well. Reduced-
order models, like those based on the harmonic balance concept, in combination with the
calculation of gradients via adjoint methods, are proposed for the efficient solution of a
certain class of aerodynamics optimization problems. The harmonic balance method is
applicable if the flow is characterized by discrete finite dominant flow frequencies that do
not need to be integer multiples of a fundamental harmonic. A fully-turbulent harmonic
balance discrete adjoint formulation based on a duality-preserving approach is proposed.
The method is implemented by leveraging algorithmic differentiation and is applied to two
test cases: the constrained shape optimization of both a pitching airfoil and a turbine cas-
cade. A key advantage of the current approach is the accurate computation of gradients as
compared to second order finite differences without any approximation in the linearization
of the turbulent viscosity. The shape optimization results show significant improvements
for the selected time-dependent objective functions, demonstrating that design problems
involving almost-periodic unsteady flows can be tackled with manageable computational
effort.

2.1 Introduction
The advancement of computational resources has enabled the application of CFD-based
design methods to complex shapes, discretized on large domains, often in combination
with high fidelity models [1, 2].

Optimization methods for design purposes have significantly improved, offering the
possibility to deal with complex problems at a reduced computational cost [3–5]. In par-
ticular, adjoint-based optimization methods [6, 7] provide a very efficient approach for
computing design sensitivities irrespective of the number of design variables. In applica-
tions where the number of design variables is considerably greater than the number of ob-
jective functions, adjoint methods allow the computation of optimal solutions in the most
cost-effective way, making them well suited for complex industrial applications [8–10].

To date, most of the work on adjoint methods has been based on the assumption
of steady flow. Obtaining the adjoint solution of an unsteady flow problem can pose a
challenge because of the associated large computational and memory requirements [11].
However, accounting for time-dependent flow phenomena in the optimization process is
often essential in applications characterized by intrinsic unsteady effects, such as the aero-
dynamic design of rotorcraft, turbomachinery, open rotors, and wind turbines, to name a
few. Furthermore, unsteady adjoint-based optimization methods can pave the way to the
solution of multidisciplinary problems characterized by time-dependent phenomena such
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as those encountered in aeroelasticity or noise reduction [12], for example.
Given the computational cost of accurately obtaining an unsteady solution and thus its

adjoint, sufficiently accurate reduced order methods [13] must be used with each primal
flow solver, if the objective is to solve design problems routinely. Among others, the
Harmonic Balance method (HB) is a promising option for applications involving quasi-
periodic flows characterized by a finite amount of dominant frequencies that need not be
harmonics of each other [14–16].

Considerable development has been dedicated to HB methods for turbomachinery ap-
plications, whereby the flow spectrum is dominated by the blade passing frequencies [15].
One technique that is a subset of the harmonic balance method, sometimes referred to as
the Time Spectral method [14, 15, 17], has been originally formulated for periodic flow
problems, and associated adjoints have been derived [18–21].

HB adjoint-based optimization opens up the possibility to deal with problems fea-
turing flow frequencies that are not harmonically related, thus without the restriction of
resolving harmonics of a single fundamental flow frequency. Currently available meth-
ods in the literature are limited to inviscid flow problems or frozen turbulence assump-
tions during design [22, 23], which can have a strong impact on the final optimization
result [24]. In this work, a fully-turbulent HB adjoint-based shape optimization method
is proposed and implemented within the SU2 open-source software environment [25, 26].
The algorithm is based on the duality-preserving approach [27–30], which allows the ad-
joint solver to inherit the same convergence properties of the primal flow solver. The
chosen algorithm ensures robust convergence of the numerical solution of the turbulent
adjoint equations, without the assumption of constant eddy viscosity, for all the resolved
harmonics.

The method is described in detail first, followed by the illustration of two application
cases. An airfoil pitching at a rate characterized by two frequencies that are not harmon-
ically related is first considered, followed by a turbine cascade subject to unsteady inlet
conditions.

2.2 Method

2.2.1 Time Discretization

The semi-discrete form of the Navier-Stokes equations, for a generic cell volume Ω, is

Ω
∂U
∂t

+ R(U) = 0 , t > 0 . (2.1)

U = (ρ, ρv1, ρv2, ρv3, ρE) is the vector of conservative variables, with ρ the density, v the
velocity vector, and E the total specific energy. Ω and its boundary ∂Ω are assumed to
vary their position in time, with velocity uΩ, without deforming. R is the residual operator
for the spatial integration of the convective and viscous fluxes, i.e., Fc and Fv. Using an
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Arbitrary Lagrangian-Eulerian (ALE) formulation [31] ,

R(U) = f (Fc, Fv) in Ω , t > 0
v = uΩ on ∂Ω , t > 0

(2.2)

with

Fc =

 ρ(v − uΩ)
ρv × (v − uΩ) + pĪ
ρE(v − uΩ) + pv

 , (2.3)

where p is the static pressure. The viscous fluxes are given by

Fv =

 ·

µτ̄
µτ̄ · v + κ∇T

 . (2.4)

where T is the static temperature, κ the thermal conductivity, µ the dynamic viscosity and
τ̄ the viscous stress tensor

τ̄ = ∇v + ∇vᵀ −
2
3

Ī(∇ · v) . (2.5)

The turbulence modeling is considered, according to the Boussinesq hypothesis, by defin-
ing µ = µl +µt and κ = κl + κt. µl and µt are the laminar and turbulent dynamic viscosities,
whereas κl and κt are the laminar and turbulent thermal conductivities. More in general,
for RANS equations, the vector of the conservative variables U can be redefined as

U :=
(
Ul

Ut

)
, R(U) = R(U f ,Ut) :=

(
R f (Ul,Ut)
Rt(Ul,Ut)

)
, (2.6)

in which Ul = (ρ, ρv1, ρv2, ρv3, ρE) and Ut is the vector of the conservative variables
associated to the selected turbulence model. For example, in case of the Menter Shear
Stress Transport (SST) model [32], Ut = (ρκ, ρω) with κ the turbulent kinetic energy and
ω the specific dissipation. The application of time-discretization to (2.1), using an implicit
Euler scheme, leads to

ΩDt(Uq+1) + R(Uq+1) = 0 , (2.7)

where q is the physical time step index, and Dt is the time-derivative operator. For a
dual time stepping approach [33, 34] with pseudo-time τ, one would obtain the following
discretization

Ω
∆Uq+1

∆τ
+ ΩDt(Uq+1) + R(Uq+1) = 0 . (2.8)

where the additional term is used to relax the solution at each physical time step.

18



2.2.2 Harmonic Balance Operator
As given in Ref. [15], the Fourier coefficients resulting from the application of the discrete
Fourier transform (DFT) are

ûk =
1
N

N−1∑
n=0

Ũne−iωk tn , (2.9)

where Ũ = [U0,U1, ...,UN−1], is the vector of the conservative variables evaluated at N
time instances

t = [t0, t1, ..., tN−1] . (2.10)

Hence the corresponding Fourier coefficients are

û = [u0,u1, ...,uK−1] , (2.11)

with N = 2K + 1, ωk = 2π fk and K being the number of frequencies. An odd number
of time instances is used in this work in order to prevent numerical instabilities [35]. The
ensemble of the K resolved frequencies is denoted by ω = [0, ω1, ..., ωK , ω−K , ..., ω−1].
By defining the DFT matrix as

Ek,n =
1
N

e−iωk tn , n, k ∈ [0,N] , (2.12)

and its inverse discrete Fourier transform (IDFT)

E−1
n,k = eiωk tn , n, k ∈ [0,N] , (2.13)

one can calculate the Fourier coefficients as

û = EŨ , (2.14)

with the corresponding vector of conservative variables

Ũ = E−1û . (2.15)

If the frequencies fk (and hence ωk) are not multiples of f1, once the DFT matrix from
(2.12) or the IDFT matrix from (2.13) are constructed, it is not possible to obtain an
analytical expression for the corresponding inverse matrix. The IDFT can be obtained by
means of numerical matrix inversion methods.

The time operator of (2.7) can be approximated using spectral interpolation. Apply-
ing the spectral operator to the vector of conservative variables Ũ, evaluated at N time
instances, yields

Dt(U) ≈ Dt(Ũ). (2.16)
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Given that û is independent from time, using (2.15) and (2.14), one can write

Dt(Ũ) = Dt(E−1û) =
∂E−1

∂t
û =

∂E−1

∂t
EŨ . (2.17)

From (2.13)

∂E−1

∂t
= E−1 D , (2.18)

where

Dk,n = iωkδk,n . (2.19)

D is the diagonal matrix given by

D = diag (0, iω1, ..., iωK , iω−K , ..., iω−1) . (2.20)

One can combine (2.17) with (2.18) and define the spectral operator matrix H as

H = E−1 DE . (2.21)

Here, E−1 is given analytically by (2.13), and E is computed by inverting E−1 using
Gaussian elimination. It eventually follows that

Dt(Ũ) = HŨ . (2.22)

2.2.3 Time-domain harmonic balance
Considering Ũ, the set of the conservative variables evaluated at N time instances, one
can write (2.8) for a single time instance n as

Ω
∆Uq+1

n

∆τ
+ ΩDt(U

q+1
n ) + R(Uq+1

n ) = 0 . (2.23)

Linearization of the residual yields

R(Uq+1
n ) = R(Uq

n) +
∂R(Uq

n)
∂Uq

n
∆Un = R(Uq

n) + J∆Un . (2.24)

From (2.22),Dt is a linear operator, so the following manipulations are possible:

Dt(∆Un) = Dt(U
q+1
n − Uq

n) = Dt(U
q+1
n ) −Dt(U

q
n) , (2.25)

and

Dt(U
q+1
n ) =

N−1∑
k=0

Hn,k∆Uk +

N−1∑
k=0

Hn,kUq
k . (2.26)
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Substitution of the linearized expressions transforms (2.23) into(
ΩI
∆τ

+ J + ΩHn,n

)
∆Un +R(Uq

n) = −Ω

N−1∑
k=0

(1− δn,k)Hn,k∆Uk −Ω

N−1∑
k=0

Hn,kUq
k . (2.27)

In this work, a semi-implicit approach is used to solve (2.27) as(
ΩI
∆τ

+ J
)
∆Un = R̂n(Û

q
) , (2.28)

where

R̂n(Uq) = −R(Uq
n) −Ω

N−1∑
k=0

Hn,k∆Uk −Ω

N−1∑
k=0

Hn,kUq
k . (2.29)

Equation (2.28) is solved for each time instance in a segregated manner. Therefore, an
unsteady flow problem characterized by K frequencies requires that the solution of 2K+1
nonlinear systems of equations need to be computed. The current harmonic balance ap-
proach is implemented in the open-source SU2 code [25, 26].

2.2.4 Governing equations of the adjoint solver
The adjoint equations are now derived for the proposed Harmonic Balance formulation
described in Sec. 2.2.3 for both laminar and turbulent flows.

Equation (2.28) is reformulated in terms of a fixed-point iteration for each Un as

Uq+1
n = Gn(Uq) , (2.30)

where Gn is the iteration operator of the pseudo time-stepping at time instance n. If Gn

is contractive, i.e., || ∂Gn
∂Un
|| < 1, according to the Banach fixed-point theorem [36], (2.30)

admits a unique fixed-point solution U∗n such that

R̂n(U∗) = 0 ⇐⇒ U∗n = Gn(U∗) . (2.31)

The aerodynamic design problem, including a possible explicit dependence of the objec-
tive function J on the vector of the design variables α, can be expressed as

minimize
α

J(U(α), X(α))

subject to Un(α) = Gn(U(α), Xn(α)), n = 1, 2, ...N
Xn(α) = Mn(α).

(2.32)

Xn are the physical grids constructed for each time instance, and Mn(α) is a differen-
tiable function representing the mesh deformation algorithm. The objective function J is
obtained as the spectral average, using (2.43), over the resolved time instances

J = f (J(U1, X1),J(U2, X2), ...,J(UN , XN)) . (2.33)
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The Lagrangian of the constrained optimization problem is given by

L = J +

N∑
n=1

{(Gn(U(α), Xn(α)) − Un(α))ᵀλn + (Mn(α) − Xn(α))ᵀµn} , (2.34)

with λ and µ being the adjoint variables. Given the constraint equations in (2.32)

Un(α) − Gn(U(α), Xn(α)) = 0, n = 0, 1, ...,N − 1
Xn(α) − Mn(α) = 0,

(2.35)

and omitting in the notation the explicit dependence from the independent variables, one
can express the differential of the Lagrangian as

dL =

N−1∑
n=0

 ∂J∂Un

ᵀ

+

N−1∑
k=0

∂Gk

∂Un

ᵀ

λk − λn

 dUn+

N−1∑
n=0

(
∂J

∂Xn

ᵀ

+
∂Gn

∂Xn

ᵀ

λn − µn

)
dXn+

N−1∑
n=0

∂Mn

∂α

ᵀ

µndα ,

(2.36)

from which the adjoint equations can be obtained as

∂J

∂Un

ᵀ

+

N−1∑
k=0

∂Gk

∂Un

ᵀ

λk = λn , (2.37)

and

∂J

∂Xn

ᵀ

+
∂Gn

∂Xn

ᵀ

λn = µn . (2.38)

Equation (2.38) can be solved directly once the solution of (2.37) is known. Similar to
the flow solver, (2.37) can be seen as a fixed-point iteration in λn, namely

λ
q+1
n =

∂N

∂Un
(U∗n, λ

q, Xn) , (2.39)

where U∗n is the numerical solution for the flow equation (2.31) and N is the shifted
Lagrangian defined as

N = J +

N∑
n=1

G
ᵀ
n (U, Xn)λn . (2.40)

Since Gn is contractive, ∂N
∂Un

is also contractive because∣∣∣∣∣∣
∣∣∣∣∣∣ ∂∂λn

(
∂N

∂Ûn

)∣∣∣∣∣∣
∣∣∣∣∣∣ =

∣∣∣∣∣∣
∣∣∣∣∣∣∂Gn

∂Ûn

ᵀ
∣∣∣∣∣∣
∣∣∣∣∣∣ =

∣∣∣∣∣∣
∣∣∣∣∣∣∂Gn

∂Ûn

∣∣∣∣∣∣
∣∣∣∣∣∣ < 1 . (2.41)
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Therefore, according to the fixed-point theorem, (2.39) will converge at the same rate as
the primal flow solver.

The right hand side of equation (2.39) is obtained using Algorithmic Differentiation
applied to the underlying source code of the program that computes Gn. The AD tool
adopted [37] makes use of the Jacobi taping method in combination with the Expression
Templates feature of C++, leading only to a small runtime overhead.

Finally, the gradient of the objective functionJ with respect to the vector of the design
variables α can be computed from the converged flow and adjoint solutions using

dLᵀ

dα
=

dJᵀ

dα
=
∂Mᵀ

n (α)
∂α

µn . (2.42)

2.3 Results
The proposed HB-based adjoint method has been applied to two test cases: the fluid
dynamic shape optimization of both a pitching airfoil and a turbine cascade. For both
cases, a harmonic balance flow solution has been first obtained and verified against a
fully-unsteady simulation using a second-order dual time stepping method [34]. For the
spatial discretization, second-order accuracy has been obtained for the convective fluxes
using a centered scheme or the MUSCL approach [38] and for the viscous fluxes using a
corrected average-of-gradients method. The reader is referred to Ref. [26] for details on
the numerical methods and tools available in SU2.

The results obtained with the HB solver at N time instances for a generic quantity of
interest Γ are interpolated to a larger time vector t∗ of length N∗ using

Γ∗ = E∗−1 (E Γ) , (2.43)

where E∗−1 is the larger interpolated IDFT matrix of size N∗ × N given by E∗−1
n,k = eiωk t∗n ,

and E−1 is the N × N IDFT matrix.
The constrained shape optimization problem is solved once the gradient is obtained

from the adjoint solution, using a modified version of the nonlinear least-squares method
(SLSQP) [39]. Accurate gradient values are obtained by leveraging Algorithmic Differ-
entiation (AD). The reverse mode of the open-source AD tool CoDiPack [29, 40] is used
in this work to linearize the primal solver.

2.3.1 NACA64A010 pitching airfoil
A two-dimensional pitching NACA 64A010 airfoil in inviscid flow is considered first.
The rigid body motion is imposed by assigning a time-varying angle of attack computed
as

α = 1.01[sin(ωt) + sin(2.6ωt)] . (2.44)

The flow is transonic with shocks appearing along the upper and lower surfaces of the air-
foil while pitching, as can be observed in Figs. 2.5a, 2.5b and 2.5c. The convective fluxes
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are computed with the JST scheme [33]. The mesh is composed entirely of triangular ele-
ments. It contains approximately 11 000 grid points with 200 points along the airfoil and
100 points on the far-field boundary. The main simulation parameters are summarized in
Tab. 2.1.

Table 2.1: Simulation parameters of the pitching NACA64A010 airfoil test case. The
reduced frequency ω∗ is based on the semi-chord length.

Symbol Value Units
Free-stream temperature T∞ 288.15 [K]
Mach number Ma∞ 0.78 [-]
Reduced frequencies [ω∗1, ω

∗
2] [0.197, 0.512] [-]

A reference time-accurate simulation was performed with 160 time steps per smallest
period (corresponding to 2.6ω1) in order to get a well-resolved solution in time. Fig. 2.1a
and 2.1b show the mesh close to the airfoil and the frequency spectrum of the drag coeffi-
cient. Fig. 2.1b shows that the overall dominant frequencies are the pitching frequencies
ω, 2.6ω and their linear combinations. This analysis is performed to select the relevant
frequencies for the HB computation.

(a) Mesh
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(b) Spectrum of the drag coefficient

Figure 2.1: NACA 64A010 airfoil mesh at t = 0 and spectrum of the drag coefficient.

The test case is then simulated using the harmonic balance method with several choices
for the number of time instances with the two input frequencies as pitching frequencies.
Fig. 2.2 shows the convergence of the harmonic balance solution to the fully-unsteady
solution with an increase in the number of input frequencies. The converged solution for
the selected time instances of both the lift and the drag coefficient is interpolated using
(2.43). According to the spectrum of the drag coefficient (Fig.2.1b), the selected input
frequencies are reported in Tab. 2.2.

In the context of quasi-periodic flows, the definition of pseudo-period is introduced to
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(b) Drag coefficient.

Figure 2.2: Lift coefficient cl and drag coefficient cd: HB solution obtained for different
time instances vs time accurate solution. Tref is the reference time interval corresponding
to the highest frequency.

Table 2.2: Optimal time period ratio Topt/T0 and input frequencies for the pitching airfoil
test case, with ω2 = 2.6ω1. T0 is the period corresponding to the lowest frequency value.

Time instances Topt/T0 Input frequencies
5 1.13 0,±ω1,±ω2
7 1.00 0,±ω1,±ω2,±2ω1
9 1.41 0,±ω1,±(ω2 − ω1),±ω2,±(ω2 + ω1)

11 1.38 0,±ω1,±(ω2 − ω1),±2ω1,±ω2,±(ω2 + ω1)

indicate the time interval T = [t0, tN−1], with t defined in (2.10).
In order to ensure convergence for any set of frequencies, an optimal time pseudo-

period is selected using the algorithm proposed in Ref. [41]. A uniform time sampling
within the pseudo-period T is adopted, and the values of the optimal time period are
reported in Tab. 2.2.

Overall, the agreement of the lift coefficient is excellent, resulting in a root-mean-
square-error (RMSE) of 0.00275 with just two input frequencies, due to the fact that the
movement of the airfoil is primarily in the direction of the lift (Fig. 2.2a). Conversely,
in the case of drag, a larger number of input frequencies is required to capture the fully-
unsteady result due to the dominant non-linearities in the flow (shocks). Hence, more than
five time instances are necessary for the accurate determination of the drag coefficient, as
can be seen in Fig. 2.2b. Since the selected objective function is the drag coefficient, a
suitable number of input frequencies should be identified. The time-averaged drag coef-
ficient is 0.0027 for 5 time instances, 0.0028 for 9, 11 and 13 time instances compared to
0.0028 for the time-accurate unsteady solution. It can be inferred that 9 time instances are
sufficient for shape optimization. Fig. 2.2 reports also the steady-state values of Cl and
Cd obtained with α = 0.
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Figure 2.3: Comparison between the normalized gradients of the objective function cal-
culated with the reverse mode of the AD and the second order central finite difference (a);
flow and adjoint solver convergence history of the density residual relative to the first time
instance (b).

After the analysis of the flow solution, the adjoint-based shape optimization problem
is considered. The time-averaged drag coefficient cd is minimized over the pseudo-period.
Equality constraints on the lift coefficient (cl) and the maximum thickness (θmax) are im-
posed. The resulting optimization problem is set as follows

minimize
α

cd (Un, Xn,α)

subject to: cl = cl0 ,

δmax = δmax0 ,

Un = Gn , n = 1, 2, ...N
Xn = Mn .

(2.45)

50 Hicks-Henne bump function variables [42] distributed uniformly over the upper and
lower surfaces of the airfoil are chosen as the design variables.

The gradients of the discrete adjoint are first compared with the gradients obtained
with a second-order accurate finite difference (FD) method. This verification is performed
over a set of 8 Hicks-Henne bump functions with the first 4 located on the suction side of
the airfoil and the others on the pressure side. Fig. 2.3a depicts the comparison between
the adjoint-based gradients and the FD gradients. Fig. 2.3b shows the convergence of both
the flow and the adjoint solver as a function of the number of iterations. As discussed in
Sec. 2.2.4, the convergence rate of the adjoint solver is inherited from the primal flow
solver. The computational time ratio between the adjoint solution and the flow solution
is about 1.3. The average computational time for one iteration of the primal solver was
approximately 0.28 seconds, using the 4 cores Intel Xeon E5-1620 Processor with hyper-
threading.
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Figure 2.4: Shape optimization convergence history of the drag coefficient (a); baseline
vs optimized airfoil (b).

Fig. 2.4a reports the reduction in drag coefficient with the number of optimizer itera-
tions as well as the lift coefficient constraint. The shape optimization process (Fig. 2.4)
achieves a decrease in drag coefficient of about 50%, while maintaining the lift coefficient
and the maximum thickness within 1% of the constraint value.

The Mach contours of the baseline airfoil compared with the contours of the optimized
airfoil at different time instances are reported in Fig. 2.5. The optimized airfoil shape leads
to an attenuation of the strong shocks characterizing the baseline configuration, resulting
in drag reduction.

Finally, the unsteady optimization results are compared with those obtained from a
similar constrained steady state optimization of the airfoil at α = 0. The final shape given
by the unsteady design method differs from the steady one and it is shown in Fig. 2.4b.
Furthermore, when the steady-optimized airfoil undergoes the pitching motion prescribed
by the test case, the reduction of the time-averaged drag coefficient is 44%, whereas it was
reduced by more, i.e. 50%, for the unsteady optimization. This shows that the inclusion
of unsteadiness is worthwhile in this case.

2.3.2 T106D-EIZ Turbine Cascade

The aim of this test case is to assess the capability of the HB-based design method for
fully-turbulent flows. In the experimental setup [43], the unsteadiness in the wake of an
upstream blade row is approximated by a moving bar, as depicted in Fig. 2.6a. The mov-
ing bars are located at xb/l = 0.7 upstream of the cascade inlet plane, having a velocity
vb = 21.4 m/s parallel to the inlet. A schematic representation is shown in Fig. 2.6a, and
the main operating conditions for the test case are reported in Tab. 2.3.

The two-dimensional flow domain is discretized with approximately 40 000 elements
(Fig. 2.6b), and the Roe scheme is selected for the convective flux discretization. A suit-
able spacing of quadrilateral elements is used to cluster the near wall cells such that y+ is
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(a) Baseline, t = 0. (b) Baseline, t = 4
9 T . (c) Baseline, t = 8

9 T.

(d) Optimized, t = 0. (e) Optimized, t = 4
9 T . (f) Optimized, t = 8

9 T.

Figure 2.5: Pitching airfoil Mach number contours calculated at three different time in-
stances with the HB method, for both the baseline (a, b, c) and the optimized (d, e, f)
profile.

less than 1. This test case is a benchmark for the study of laminar-to-turbulent transition.
However, since the present work aims to assess the methodology for design optimization
only, the computations are performed assuming fully-turbulent conditions, employing the
SST turbulence model [32].

In order to calculate the cascade performance, the total pressure loss coefficient is
evaluated as

ζP =

〈
Ptot,1

〉
∂Ω1
−

〈
Ptot,2

〉
∂Ω2〈

Ptot,2
〉
∂Ω2
− 〈P2〉∂Ω2

, (2.46)

where
〈
Ptot,1

〉
∂Ω1

and
〈
Ptot,2

〉
∂Ω2

are the inlet and outlet total pressure averaged over their
corresponding boundary, respectively. 〈P2〉∂Ω2

is the average static pressure at the cas-
cade outlet. The averages at the boundaries are calculated using a mixed-out averaging
procedure [44].

First, a validation is performed using the experimental data [43] of the turbine cascade
operating at steady state (Fig. 2.7). The simulation results are in agreement with the
experimental data except for the separation bubble in the suction side. As expected, the
main deviation between CFD and experiments occurs at about x/l = 0.75, possibly due to
transition not being accurately modeled.

For this test case, two configurations are considered for design: i) a spatially non-
uniform, time-dependent inlet boundary condition; ii) a spatially uniform, time-dependent
inlet boundary condition. The terminology OptC1 and OptC2 is used to refer to the first
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Table 2.3: Simulation parameters of the T106D-EIZ test case, as described in [43]. Re2 is
the Reynolds number based on the exit velocity and density; Ma2 the exit Mach number;
Tu1 the inlet turbulence intensity.

Symbol Value Units
Exit Reynolds number Re2 200 000 [-]
Exit Mach number Ma2 0.593 [-]
Bars speed vb 21.4 [m/s]
Background turbulence level Tu1 2.5 [%]
Eddy viscosity ratio µt/µ 100 [-]

y

l

pyb

v b

(a) Cascade geometry. (b) Blade mesh.

Figure 2.6: Schematic geometry of the T106D-EIZ turbine cascade [43] and blade mesh.

and the second shape optimization problem, respectively.

2.3.2.1 OptC1 configuration

In this configuration, an inlet boundary condition is imposed in order to reproduce the
wakes generated by the moving bars. The imposed values of the total pressure, tempera-
ture, and flow direction at the boundary are interpolated from the results of a steady state
simulation of the flow past the bars. With this boundary condition, only multiples of the
blade passing frequency are expected. The fundamental blade passing frequency, given a
ratio between the blade pitch and the bar pitch yp/yb = 3, is defined as

f1 = 3
vb

yp
. (2.47)

To verify the HB solution, a second-order time-accurate URANS simulation using
the dual time stepping method is performed with a time-step 150x smaller than the low-
est period (1/ f1). The total pressure loss coefficient from this simulation is compared in
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Figure 2.7: Validation of steady state simulation results with experimental data [43].

Fig. 2.8a with the HB solution obtained with 3, 5, and 7 time instances. The selected
time instances correspond to the solution for the frequency vectors ωN3 = [0,±ω0],
ωN5 = [0,±ω0,± 2ω0] and ωN7 = [0,±ω0,± 2ω0,± 3ω0]. The resolved frequencies are,
therefore, multiples of the fundamental blade passing frequency only. The total pressure
loss coefficient, defined in (2.46), and shown in Fig. 2.8a as function of time, is obtained
by spectral interpolation of the harmonic balance results using (2.43). The RMSE of the
total pressure loss coefficient for the solution obtained with 5 time instances is equal to
0.010. The harmonic balance solution obtained with 5 time instances is about 9x faster
than the time-accurate solution calculated over a total simulation time of five periods,
which includes the initial transient before reaching convergence to a periodic flow field
solution. 5 time instances are used for shape optimization, as a trade-off between accuracy
and computational cost.

In Figs. 2.11a, 2.11b, and 2.11c, the Mach number contours from the HB simulation
are reported for 3 different time instances with the simulation period given by T = 1/ f1.
The results show the bar wakes entering the cascade and a separation area occurring at
about x/l = 0.7.

Next, the shape optimization problem of the cascade configuration is considered. It
can be expressed as

minimize
α

ζP (Un, Xn,α)

subject to: αout < αout0 + 4◦ ,
δt = δt0 ,

Un = Gn , n = 1, 2, ...N
Xn = Mn .

(2.48)

where the time-averaged total pressure loss coefficient ζP, obtained from (2.43), is se-
lected as objective function. Inequality constraints on the absolute exit flow angle (αout)
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Figure 2.8: Comparison of the total pressure loss coefficient ζP as function of time, ob-
tained with time accurate and HB simulations (a); convergence history of the first time
instance density residual (b).

and trailing edge thickness (δt) are imposed. The optimization is performed using an en-
semble of 16 geometrical design parameters α based on a free-form deformation (FFD)
approach [45]. The gradients of the objective function are again obtained with the pro-
posed adjoint technique and compared with the same gradients obtained by second-order
central finite differences (FD). The results of this comparison are reported in Fig. 2.9a,
showing excellent agreement between AD and FD gradients (RMSE = 2 · 10−5). The
ratio between the computational time of the adjoint solution and the primal flow solution
is approximately 1.7. The average primal solver CPU time per iteration was about 1.41
seconds on a 4 cores Intel Xeon E5-1620 Processor with hyper-threading.

Fig. 2.10 shows that the convergence of the optimization to the minimum objective is
nearly reached after only 7 evaluations, although satisfying the constraint requires more
evaluations. Fig. 2.10b highlights that the performance of the optimized blade is signifi-
cantly improved, as the total pressure loss coefficient is approximately 38% lower, while
the constraint on the absolute outlet flow angle is satisfied. The separation area, as seen
in Fig. 2.11, is considerably smaller with the optimized blade shape. The unsteady opti-
mization leads to a decrease in the peak of the total pressure loss coefficient of 44% and
a reduction of 54% of the signal amplitude (Fig. 2.12a). Furthermore, the objective func-
tion spectrum obtained from a URANS simulation of the optimized blade (Fig. 2.12a)
does not contain additional frequencies when compared with the baseline configuration.

2.3.2.2 OptC2 configuration

In order to investigate the capabilities of the HB-based design method to deal with prob-
lems characterized by frequencies that are not multiples of one fundamental harmonic, a
second configuration of the T106D-EIZ cascade is considered. In analogy with previous
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Figure 2.9: Verification between the normalized gradients of the objective function ζp

with respect to the design variables α calculated with the adjoint mode of the AD and
second order central difference finite difference (FD).
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Figure 2.10: Shape optimization history of the total pressure loss coefficient and compar-
ison between baseline and optimized blade profile (OptC1).
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(a) Baseline, t = 0. (b) Baseline, t = 2
5 T . (c) Baseline, t = 4

5 T

(d) Optimized, t = 0. (e) Optimized, t = 2
5 T . (f) Optimized, t = 4

5 T

Figure 2.11: Mach number contours calculated at three different time instances with the
HB method, based on the OptC1 test case, for both the baseline (a, b, c) and the optimized
(d, e, f) blade profile.
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Figure 2.12: Total pressure loss coefficient evolution in time calculated with URANS
simulation for both the baseline and the optimized configuration.
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work [46], a time fluctuating inlet total pressure is prescribed as

P̃tot = Ptot [1 + A1 sin(ω1t) + A2 sin(ω2t)] , (2.49)

where A1 = A2 = 0.04, ω1 = 2π f1, and ω2 = ω1/2.7.
As for the OptC1 configuration, a time-accurate simulation is performed to verify the

HB solution and select the relevant input frequencies by analyzing the spectrum of the
total pressure loss coefficient. Fig. 2.13a depicts the evolution in time of the total pressure
loss coefficient resulting from both the URANS and HB computations. Tab. 2.4 reports
the input frequency vectors for the HB simulation with the associated RMSE between the
HB and URANS values of the total pressure loss coefficient.
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Figure 2.13: Comparison of the total pressure loss coefficient ζP as function of time,
obtained with time-accurate and HB simulations (a); flow and adjoint solver convergence
history of the first time instance density residual (b).

Figs. 2.15a, 2.15b, and 2.15c show Mach number contour plots, obtained for 3 of the
7 resolved time instances. In this case, as opposed to the OptC1 configuration, the inlet
flow field at the upstream boundary is uniform in space with no incoming wakes, given
that time-varying, but uniform-in-space, values of total pressure and total temperature are
imposed.

Table 2.4: Input frequencies corresponding to a different number of resolved time in-
stances, for the OptC2 (i.e. ω2 = 2.7ω1) configuration, and corresponding RMSE of the
total pressure loss coefficient between time-accurate and HB simulation results.

N. time instances Input frequencies RMSE
5 0,±ω1,±ω2 0.041
7 0,±ω1,±(ω2 − ω1),±ω2 0.019

After analysis of the flow solution, the shape optimization is performed based on 7
time instances, and the corresponding averaged total pressure loss coefficient is chosen as

34



0 5 10 15

Evaluation

0.095

0.100

0.105

0.110

0.115

0.120

ζ P
[-
]

ζP
αout

αout0 + 4◦

−58

−56

−54

−52

−50

−48

−46

α
ou

t
[◦
]

(a) Optimization history OptC2.

0.0 0.2 0.4 0.6

x/l [-]

−0.3

−0.2

−0.1

0.0

0.1

y
/l

[-
]

Baseline

Optimized

(b) Blade profile OptC2.

Figure 2.14: Shape optimization history of the total pressure loss coefficient and compar-
ison between baseline and optimized blade profile (OptC2) .

the objective function. The adjoint-based gradients needed for the optimization are first
compared with second-order finite differences. The results of this comparison are reported
in Fig. 2.9b, and are characterized by a RMSE lower than 2 · 10−5. Furthermore, as seen
in Fig. 2.13b, the adjoint solver again inherits the convergence rate from the primal solver
and its computational cost is about 1.7 higher than that associated with the primal solver.
The average computational cost of the primal solver, for a single iteration, was about 1.98
seconds on a 4 cores Intel Xeon E5-1620 Processor with hyper-threading.

The design problem considered in this test case is analogous to that for the OptC1
configuration, and it is formally expressed by (2.48). Fig. 2.14a shows that the final de-
sign is reached after approximately 14 optimizer evaluations, satisfying the constraint
on the outlet flow angle. The Mach contour plots for the optimized shape are shown in
Fig. 2.15. Again, the flow separation on the rear suction side is significantly mitigated for
all of the resolved time instances, due to the lower camber angle of the optimized blade
profile (Fig. 2.14b). In this case, a reduction in the average pressure loss coefficient of
approximately 14% is achieved with both the amplitude and maximum peak reduced by
44% and 29%, respectively. The time-dependent simulation of the optimized blade con-
firms these results (Fig. 2.12b) and reveal that no additional frequencies in the objective
function spectrum are present when compared with those appearing in the solution for the
baseline shape.

2.4 Conclusions

A fully-turbulent harmonic balance discrete adjoint formulation has been developed and
applied to the shape optimization of two test cases in unsteady flows: i) a pitching airfoil
with a moving grid, and ii) an axial turbine cascade subject to unsteady flow conditions at
the inlet. The proposed method is based on a duality-preserving algorithm, which enables
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(a) Baseline, t = 2
7 T . (b) Baseline, t = 5

7 T . (c) Baseline, t = T.

(d) Optimized, t = 2
7 T . (e) Optimized, t = 5

7 T . (f) Optimized, t = T.

Figure 2.15: Mach number contours calculated at three different time instances with the
HB method, based on the OptC2 test case, for both the baseline (a, b, c) and the optimized
(d, e, f) blade profile.

the adjoint solver to inherit the convergence properties from the primal flow solver. Due
to its efficiency, the framework enables shape optimization for quasi-periodically forced
nonlinear fluid problems characterized by a set of frequencies that are not necessarily
integer multiple of one fundamental harmonic.

The results of the two test cases have clearly demonstrated that the method is capa-
ble of providing accurate gradients in the unsteady setting, as compared to sensitivities
computed by second-order finite differences. The gradient-based unsteady optimization
has led to improvements of practical significance. The mean and the amplitude of the
time-varying aerodynamic losses have been minimized with respect to the baseline con-
figuration. This has been accomplished by considering the minimum number of input
frequencies, according to a spectral analysis of the flow field, which results in significant
computational cost savings.

The development of a fully-turbulent adjoint optimization framework based on HB
paves the way to the solution of additional unsteady design problems that are encoun-
tered in numerous advanced applications, such as the multi-disciplinary optimization of
turbomachinery, including novel concepts of propulsion systems based on boundary layer
ingestion. Future efforts will be devoted to the comparison between fully-turbulent, time-
accurate and HB adjoint-based shape optimization methods in order to assess advantages
and drawbacks.
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Chapter 3

Abstract The possibility of taking into account unsteady flow effects if performing
turbomachinery shape optimization is attractive to accurately address inherently time de-
pendent design problems. The harmonic balance method is an efficient solution for fluid
dynamics turbomachinery problems characterized by quasi-periodic flows. If applied in
combination with adjoint methods, it enables the computation of unsteady design prob-
lems in a cost effective way and opening up the way towards multi-disciplinary appli-
cations. This paper presents the development of a novel fully-turbulent discrete adjoint
based on the time domain harmonic balance method and its application to the constrained
fluid dynamic optimization of an axial turbine stage. As opposed to previous works the
proposed method does not require any assumption on the turbulent eddy viscosity and on
the set of input frequencies. The results show that the method provides accurate gradi-
ents, if compared with second order finite differences, and that the constant eddy viscosity
approximation leads to significant deviation with respect to the fully-turbulent gradients.
The application to the fluid-dynamic shape optimization of the exemplary stage leads to
improvements of the total-to-static efficiency up to 0.8% and better performance if com-
pared to the results obtained by means of a steady state optimization.

3.1 Introduction
Adjoint-based shape optimization methods are increasingly becoming essential for auto-
mated design. Due to their efficiency in obtaining design sensitivities irrespectively of
the number of design variables, these methods have allowed the possibility to effectively
tackle multi-disciplinary optimization problems characterized by a high number of design
variables and discretized on large domains [1].

Although originally formulated for aircraft design [2, 3], adjoint-based methods have
been successfully extended to turbomachinery design problems. However, the majority
of the methods currently adopted is based on steady state flow computations, essentially
because this enables the reduction of the computational cost for design optimization [4–9].

Given the inherently unsteady nature of turbomachinery flows, the use of unsteady
design methods is expected to provide steps forward in fluid dynamic performance as
compared to steady state methods. Furthermore, if transient flow effects are accounted for,
intrinsically unsteady multi-disciplinary optimization problems of turbomachinery can
be effectively addressed. Examples include the minimization of tonal noise in transonic
fans [10], the minimization of structural excitations caused by dynamic fluid-structure
interaction phenomena [11], and the aero-thermal performance improvement of cascades
subject to unsteady heat transfer mechanisms [12–14].

Due to the high computational cost and memory storage requirements associated with
unsteady adjoints [15], several methods have been proposed to improve the efficiency of
obtaining time-accurate design sensitivities. These methods mainly target the reduction
of memory storage requirements. The algorithm proposed have resulted in less accurate
gradient computations by time and space coarsening techniques [16] or in higher I/O over-
head if checkpointing algorithms are adopted [17]. Recently, a discrete-adjoint method
has been applied to time-accurate turbomachinery optimization in combination with time
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coarsening [18].
Reduced order models have been investigated as a possible effective alternative to

time-accurate simulations, in order to decrease the computational cost and storage re-
quirements of the primal solver. The harmonic balance (HB) method, based on spectral
discretization in time of the unsteady flow equations, is a cost effective option for non-
linear dynamic problems dominated by a known set of frequencies.

Past work has been conducted to obtain HB-based adjoint design gradients for turbo-
machinery applications. Nevertheless, these studies are limited to the design of a single
blade row, constant eddy viscosity and the inability to solve for spectral gaps [19, 20].
A design algorithm based on a fully-turbulent HB adjoint has been recently developed
and applied to the optimization of problems characterized by quasi-periodic flows [21].
This algorithm is restricted to a single computational domain, thus only suited for the
automated design of isolated turbomachinery cascades.

This paper documents the extension of the novel HB-based design method proposed in
Ref. [21] to fully-turbulent multi-row simulations, enabling the solution of quasi-periodic
unsteady optimization turbomachinery problems, without any restriction on the turbulent
eddy viscosity and on the set of input frequencies to be resolved. The method is based
on a duality-preserving approach [22] and it is implemented in the open source code
SU2 [23, 24].

The design gradients obtained from the HB adjoint equations are verified using second-
order central finite differences and applied to the constrained shape optimization of a gas
turbine stage. Two expansion ratios are considered for the selected stage, corresponding
to subsonic and transonic flow conditions. Furthermore, the baseline stage shape is op-
timized by means of both the proposed HB-based unsteady method and of a steady state
method based on the mixing plane (MP) row interface. The objective of this comparison
is to assess whether the HB-based automated design provides a gain in computed fluid
dynamic performance over the MP-based one, and if these are dependent on the operating
conditions. Finally, the computational performance of the method is analyzed in detail in
terms of computational cost, memory, and storage requirements.

3.2 Method

Let ρ be the density, E the total specific energy, t time and v the velocity vector in a
Cartesian frame of reference, the semi-discrete form of the Navier-Stokes equations can
be written as

Ω
∂U
∂t

+ R(U) = 0 , t > 0 . (3.1)

U = (ρ, ρv1, ρv2, ρv3, ρE) is the vector of conservative variables and R the residual op-
erator applied to the spacial integration of the convective and viscous fluxes Fc and Fv.
The application of an Arbitrary Lagrangian-Eulerian (ALE) formulation on the domain
Ω, moving with velocity uΩ without deforming in time, and its boundary ∂Ω [25] results
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in

R(U) = f (Fc, Fv) in Ω , t > 0 ,
v = uΩ on ∂Ω , t > 0 .

(3.2)

The convective fluxes are

Fc =

 ρ(v − uΩ)
ρv × (v − uΩ) + pĪ
ρE(v − uΩ) + pv

 , (3.3)

and the viscous fluxes are

Fv =

 ·

τ̄
τ̄ · v + κ∇T

 . (3.4)

Here, p and T are the static pressure and temperature, κ the thermal conductivity, µ the
dynamic viscosity and τ̄ the viscous stress tensor. More in general, for RANS equations,
the vector of the conservative variables U can be redefined as

U :=
(
Ul

Ut

)
, R(U) = R(U f ,Ut) :=

(
R f (Ul,Ut)
Rt(Ul,Ut)

)
, (3.5)

in which Ul = (ρ, ρv1, ρv2, ρv3, ρE) and Ut is the vector of the conservative variables
associated to the selected turbulence model. For example, in case of the Menter Shear
Stress Transport (SST) model [26], Ut = (ρκ, ρω) with κ the turbulent kinetic energy and
ω the specific dissipation.

Using an implicit Euler scheme, for time-discretization of (3.1), leads to

ΩDt(Uq+1) + R(Uq+1) = 0 , (3.6)

where q is the physical time step index, andDt is the time-derivative operator. After time-
integration and linearizing the residual operator one can obtain the following expression
applying the harmonic balance method [21] with dual-time stepping [27, 28] of pseudo-
time τ

(
ΩI
∆τ

+ J
)
∆Un = −R̂n(Uq) , n = 0, 1, ...,N − 1 . (3.7)

with ∆U = Uq+1 − Uq. N is the total number of resolved time instances, linked to the
number of input frequencies K by N = 2K + 1. The operator R̂n is defined as

R̂n(Uq) = Rn(Uq) + Ω

N−1∑
i=0

Hn,i∆Ui + Ω

N−1∑
i=0

Hn,iU
q
i . (3.8)
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in which

H =


H1,1 H1,2 · · · H1,N
H2,1 H2,2 · · · H2,N
...

...
. . .

...
HN,1 HN,2 · · · HN,N

 , (3.9)

is the harmonic balance operator, calculated as

H = E−1 DE . (3.10)

E and E−1 are the direct and inverse Fourier matrix, and D is the diagonal matrix con-
taining the K input frequencies, i.e., D = diag(0, iω1, ..., iωK ,−iω−K , ...,−iω1). A more
detailed description is given in Ref. [21, 29].

For a steady-state calculation (3.7) reduces to

(
ΩI
∆τ

+ J
)
∆U0 = −R0(Uq) . (3.11)

3.2.1 Fully-turbulent discrete adjoint
The equations for the time-domain HB method formulated in Ref. [21] are here extended
to account for multi-row fully-turbulent optimization of turbomachinery. The general
formulation given here can be applied to any design problem involving multiple time-
zones and geometrical zones and it does not require any restrictive assumption on the
eddy viscosity.

The expression of (3.7) written as a fixed-point iteration is

Uq+1
z,n = Gz,n(Uq) , (3.12)

in which Uz,n and Gz,n are the vector of conservative variables and the iteration operator
of the pseudo time-stepping relative to the physical zone z and for time instance n. Each
physical zone z corresponds to a blade row.

Using the definition of the operator Gz,n given in (3.12), the optimization problem for
the generic objective function J can be written as

minimize
αz

J(U(αz), X(αz))

subject to Uz,n(αz) = Gz,n(U(αz), Xz,n(αz)), n = 0, 1, ...,N − 1 z = 0, 1, ...,Z − 1
Xz,0(αz) =Mz(αz).

(3.13)

For each physical zone z and time instance n, αz is the set of design variable, Xz,n the
physical grid, andMz is a differentiable function representing the mesh deformation al-
gorithm. The objective function J is obtained as the spectral average over the resolved
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time instances and the physical zones

J =
1

ZN∗

Z−1∑
z=0

N∗−1∑
n=0

J∗z,n , (3.14)

with

J∗z,n = E∗−1(Jz,nE) , (3.15)

in which E∗−1 is the extended inverse discrete Fourier transform matrix of size N × N∗

calculated for N∗ time instances, whereas E is the N×N discrete Fourier transform matrix
computed for the N input time instances (N < N∗). Equation (3.15) allows one, by
means of Fourier interpolation on uniformly spaced samples, to reconstruct the trend of
the objective function in time. interpolation of the objective function to a larger time
domain of N∗ time instances, uniformly sampled.

The Lagrangian of the constrained optimization problem is given by

L = J +

Z−1∑
z=0

N−1∑
n=0

(
(Gz,n(U(αz), Xz,n(αz)) − Uz,n(αz))ᵀλz,n

)
+ (Mz(αz) − Xz,0(αz))ᵀµz ,

(3.16)

The differential of the Lagrangian is

dL =

Z−1∑
z=0

N−1∑
n=0

 ∂J

∂Uz,n

ᵀ

+

Z−1∑
i=0

N−1∑
j=0

∂Gi, j

∂Uz,n

ᵀ

λi, j − λz,n

 dUz,n+

Z−1∑
z=0

N−1∑
n=0

(
∂J

∂Xz,n

ᵀ

+
∂Gz,n

∂Xz,n

ᵀ

λz,n

)
dXz,n − µzdXz,0+

Z−1∑
z=0

∂Mz

∂αz

ᵀ

µz dαz ,

(3.17)

from which the adjoint equations can be obtained as

∂J

∂Uz,n

ᵀ

+

Z−1∑
i=0

N−1∑
j=0

∂Gi, j

∂Uz,n

ᵀ

λi, j = λz,n , (3.18)

and

∂J

∂Xz,n

ᵀ

+
∂Gz,n

∂Xz,n

ᵀ

λz,n = µz . (3.19)

Equation (3.19) can be solved directly once the solution of (3.18) is known. Similar to
the flow solver, (3.18) can be seen as a fixed-point iteration in λz,n, namely

λ
q+1
z,n =

∂N

∂Uz,n
(U∗z,n, λ

q, Xz,n) , (3.20)
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where U∗n is the numerical solution for the flow equation (3.12) and N is the shifted
Lagrangian defined as

N = J +

Z−1∑
z=0

N−1∑
n=0

G
ᵀ
z,n(U, Xz,n)λz,n . (3.21)

Finally, the gradient of the objective functionJ with respect to the vector of the design
variables αz can be computed from the converged flow and adjoint solutions using

dLᵀ

dαz
=

dJᵀ

dαz
=
∂Mᵀ

z (αz)
∂αz

µz z = 0, 1, ...,Z − 1 . (3.22)

3.3 Application

The two-dimensional axial stage depicted in Fig. 3.1 was chosen in this work in order
to test the proposed method. The blade geometries correspond to the mid-span profiles
adapted from the 1.5 stage experimental setup of the Institute of Jet Propulsion and Tur-
bomachinery at RWTH Aachen [30]. Compared to the original geometry the stator-rotor
blade count ratio has been modified from 36 : 41 to 41 : 41. In order to resemble the flow
characteristics of a typical gas turbine stage, the test case is simulated under the operating
conditions given in Tab. 3.1, which correspond to subsonic (C1) and transonic (C2) flow
conditions.

Table 3.1: Axial turbine stage main simulation parameters.

Parameter C1 C2 Unit
Stator inlet blade angle 0 0 [◦]
Total inlet reduced temperature 2.3 2.3 [-]
Expansion ratio 1.5 1.9 [-]
Isentropic work coefficient 0.9 2.2 [-]
Inlet turbulence intensity 5% 5% [-]
Turbulent viscosity ratio 100 100 [-]

The fluid dynamic simulations are carried out using the open-source code SU2 [23,
24], extended in this work to allow for multi-row HB based flow solutions and unsteady
constrained optimization using the method discussed in Sec. 3.2. For both C1 and C2 the
Roe scheme [31] is used to discretize the convective fluxes and second order accuracy
is obtained by means of the MUSCL [32] approach with gradient limitation. The SST
turbulence model [26] is employed for both test cases with a hybrid quad-triangular mesh
of approximately 80, 000 elements, in order to ensure a value of y+ lower than 1 all along
the blade surface. Non-reflective boundary conditions are imposed at the inlet and outlet
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of the turbine cascade according to the formulation described in Refs. [33, 34]. The
selected objective function is the dimensionless stage entropy generation calculated as

sgen =
〈ss,out〉 − 〈ss,in〉

v2
0/T0s,in

+
〈sr,out〉 − 〈sr,in〉

v2
0/T0s,in

. (3.23)

in which 〈ss,in〉 and 〈ss,out〉 are the entropy values calculated as mixed-out average [35]
over the stator inlet and outlet. The same procedure is used to retrieve the average entropy
at the rotor inlet, i.e. 〈sr,in〉, and at the rotor outlet, i.e. 〈sr,out〉. T0s,in is the total temperature
at the stator inlet and v0 the spouting velocity defined as v0 =

√
2(h0,in − his,out), where h0,in

is the total enthalpy at the inlet of the stage and his,out is the isentropic stage outlet static
enthalpy. The stage entropy generation is calculated as the summation of the stator and
rotor generation separately in order to prevent spurious entropy drops across the interface
resulting from numerical accuracy and truncation errors.

3.3.1 Flow field analysis
The results from the harmonic balance (HB) simulations are first verified by comparison
with the results obtained using a second-order accurate in time (TA) simulation and those
obtained using a steady state mixing plane (MP) model at the stator-rotor interface. The
time-accurate simulations are based on the dual time stepping method [28], using 50 time
steps per period (corresponding to the blade pitch) and 80 inner iterations for a total of 10
periods.

Figure 3.2 shows the total-to-total stage efficiency, ηtt, as a function of time obtained
from the TA and from the HB simulations. The HB-based unsteady ηtt approaches the
TA results by increasing the number of resolved harmonics, with the subsonic configura-
tion C1 approximating the URANS results by resolving a lower number of frequencies if
compared to C2. This can be explained by observing that, in case of transonic simulations
performed with the HB solver, flow effects that are non linear in time caused by the shock
interaction between stator and rotor have to be modeled.

Table 3.1 summarizes δMP−HB, i.e., the relative difference between the main time-
averaged quantities characterizing the stage performance computed from the HB simula-
tions and the corresponding ones resulting from the MP-based calculations. Furthermore,
Tab. 3.1 reports the root mean square error of the HB-based and the TA-based stage per-
formance as a function of time (RMSETA−HB). For both C1 and C2, the total-to-static
stage efficiency given by the steady state simulations is characterized by a low deviation
compared to the HB time-averaged results. The relative deviation is approximately 0.05%
for C1 and 0.02% for C2. However, the total-to-total efficiency exhibits a larger relative
difference between the HB-based and the MP-based simulation results, with the tran-
sonic configuration having a relative difference of 0.49% and the subsonic configuration
of 0.17%.

Finally, Fig. 3.3 and Fig. 3.4 show the dimensionless static pressure distribution along
the blade profiles retrieved from the MP and HB simulation results. For both C1 and
C2, the steady state blade loading differs from the time-averaged harmonic balance blade
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(a) Mixing Plane. (b) Harmonic Balance.

Figure 3.1: Relative Mach number contour plot for C1. The harmoinc balance simulation
results depicted in Fig. 3.1b are relative to t = 0 .

Table 3.2: Comparison of mixing plane (MP), harmonic balance (HB), and time accu-
rate (TA) simulations results of the stage performance. δMP−HB is the relative difference
between MP and time-averaged HB results for the selected performance. RMSETA−HB
represents the root mean square error between the time dependent TA and HB results.

Parameter MP HB TA δMP−HB [%] RMSETA−HB
C1 ηts [%] 83.15 83.19 83.13 −0.05 1.01e−4

ηtt [%] 95.45 95.29 95.19 +0.17 4.44e−5
C2 ηts [%] 84.24 84.26 84.26 −0.02 2.00e−3

ηtt [%] 96.08 95.61 95.64 +0.49 6.43e−4

loading. Furthermore, the shock wave intensity and the location of the associated flow
discontinuity computed by the MP-based simulation deviate from the time-averaged HB
results, for the transonic configuration C2. The main reasons for this difference are: i) a
steady-state model with the MP interface cannot simulate the unsteady potential effects
generated by the stator-rotor interaction; ii) the stator wake is not transported to the rotor
when using the mixing plane interface; iii) for transonic calculations, the HB method
is able to model the unsteady non-linear effects deriving from the shock waves appearing
due to the imposed flow conditions and to the time-dependent mutual position of the blade
rows.
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Figure 3.2: Verification of the total-to-total efficiency as a function of time obtained with
the HB method for a different number of input frequencies and the time-accurate URANS
results (TA). The constant value corresponds to the steady state simulation results adopt-
ing the mixing plane (MP) stator-rotor inteface.
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Figure 3.3: Dimensionless static pressure distribution over the stator and rotor blade sur-
faces for C1. The total inlet pressure P0 is used as reference, for both stator and rotor.
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Figure 3.4: Dimensionless static pressure distribution over the stator and rotor blade sur-
faces for C2. The total inlet pressure P0 is used as reference, for both stator and rotor.

51



Chapter 3

3.3.2 Adjoint-based design sensitivities

The design gradients of the objective function with respect to the design variables, as
defined by (3.22), are calculated for both the stator and the rotor of the selected test case.
To this purpose, two free form deformation (FFD) boxes [36] containing the stator and
rotor blade profiles are employed. The design variables (DVs) correspond to the control
points of the FFD box as shown in Fig.3.5 for a set of twelve DVs per row.
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Figure 3.5: Blade profiles and example of free-form deformation (FFD) box.

The gradients obtained using the HB-based adjoint equations are first verified us-
ing second order finite differences (FD). The results of this verification are reported in
Fig. 3.6a together with the results obtained using a steady-state adjoint solver [9] with the
mixing-plane MP interface. For both HB and MP results there is a very good agreement
between adjoint-based and finite differences gradients, with a RMSE of approximately
4e−3.

Fig. 3.6b depicts the normalized values of the design gradients for an increasing num-
ber of resolved frequencies as well as those computed with the steady state MP approach.
The design variable numbering corresponds to the DV labels given in Fig. 3.5b. There
are two main observations that can be drawn by analyzing Fig.3.6b: i) the value of the
gradients computed with the HB-based adjoint is comparatively the same for more than
two frequencies; ii) the largest discrepancy between HB and MP simulation results occurs
in the proximity of the rotor leading edge. This can be attributed to the different physical
models used for the steady and unsteady computations at the stator-rotor interface. All
gradients converge to the same values towards the rotor outlet.

3.3.3 Constant eddy viscosity (CEV) assumption

As discussed in Sec. 3.2, the proposed HB-based adjoint method allows one to avoid the
use of any restrictive condition on the turbulent eddy viscosity. Past work focused in
adopting a constant eddy viscosity (CEV) approximation to ease the development pro-
cess of the adjoint solver and to improve its computational efficiency but at the cost of a
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Figure 3.6: Validation of the C1 normalized adjoint-based design gradients using second-
order finite differences, for both MP and HB (Fig. 3.6a). Rotor design gradients (y-
direction) obtained with the MP and the HB method for a different number of input fre-
quencies (Fig. 3.6b). The number of the design variables corresponds to the rotor FFD
box given in Fig. 3.5b.

lower gradient accuracy [20, 37]. Because of this consideration, the impact of the CEV
assumption on the design gradients is assessed. The aim of the analysis described here
is to quantify the importance of adopting fully-turbulent adjoint methods for unsteady
turbomachinery design.

Figure 3.7 reports the design gradients of the entropy generation obtained by using a
fully-turbulent SST model and the CEV assumption. For both the C1 and C2 operating
conditions, the largest differences between the two computed gradients are those relative
to the rotor design variables. In addition, the deviations between CEV and SST-based
gradients are more marked for the C1 configuration, therefore in case the flow is subsonic.

In order to quantify these differences, the relative deviation between the sensitivities
computed by the CEV and SST model are presented in Fig. 3.8. Relative differences in
excess of 20% can be observed for the C1 configuration whereas they are up to 12% for
the C2 configuration. Differently from what has been reported in Ref. [37], the results of
this analysis shows that the CEV approximation has a relevant effect on the final design
gradients if compared to the fully-turbulent adjoint solution. This outcome confirms the
results of a previous similar study, but limited to a comparison between the solutions
obtained from a steady-state adjoint method [38].
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Figure 3.7: Fully-turbulent (based on the SST turbulence model) vs constant eddy vis-
cosity (CEV) design gradients, in the y-direction. The number of the design variables
corresponds to the stator and rotor FFD boxes given in Fig. 3.5.
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Figure 3.8: Comparison of the design gradients based on the SST turbulence model and
those obtained by using a constant eddy viscosity (CEV) assumption.
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3.3.4 Constrained optimization
The fully-turbulent design sensitivities, computed with the steady state MP and the un-
steady HB method, are employed in a gradient-based design procedure to perform a con-
strained shape optimization of the selected turbomachinery test case. The modified ver-
sion of the nonlinear least-squares method (SLSQP) [39] was selected as gradient-based
optimization algorithm.

The constrained optimization problem of the turbine stage is formulated as

minimize
α

sgen(α) , α = {α1,α2}

subject to: P∗ = P∗0 ,

δt,z = δt0,z , z = 1, 2 n = 1, 2, ...,N
Uz,n = Gz,n ,

Xz,n = Mz,n .

(3.24)

in which the objective function is given by the entropy generation of the stage, sgen,
averaged over all the N resolved time instances. sgen is a function of the ensemble of the
stator and rotor design variables, i.e. α1 and α2. The dimensionless nominal power output
of the stage P∗0 as well as the trailing edge thickness of both blade rows δt0 are imposed
as constraints. The dimensionless power output is defined as follows

P∗ =
w ṁ

ρ0,in yp u3
b

, (3.25)

with w the Euler work, ṁ the 2D mass flow rate based on the blade pitch yp, ρ0,in the total
density at the stage inlet, and ub the blade speed.

Five time instances are selected to perform the optimization, from the analysis of the
spectrum of the objective function and from the design sensitivities given by an increasing
number of input frequencies (see e.g. Fig. 3.6b).

Figure 3.9 shows the evolution of the optimization for both C1 and C2. The entropy
generation and the stage power output are scaled in order to better visualize the devia-
tions between the steady and the unsteady results. In the case of the C1 configuration
(Fig. 3.9a) the computed stage entropy generation is reduced by about 7% with the steady
state optimization method and by approximately 20% with the HB-based optimization.
The constraint on the power output is satisfied within 0.6% in both cases. Figure 3.9b
depicts the optimization convergence for the C2 configuration. In this case, the objective
function is reduced by approximately 11% for with the steady optimization and 14% for
the unsteady one. The equality constraint on the non-dimensional stage power is main-
tained within 0.8%.

Figures 3.10 and 3.11 report the baseline and the optimized blade profiles. For both C1
and C2 the largest deformations are located in the area of the rotor leading edge. The HB-
based optimized shape is furthermore characterized, for C1 only, by a significant shape
deformation on the stator suction side and on the rotor rear area. From the analysis of
the final design, the largest differences between the steady and the unsteady optimization
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Figure 3.9: Optimization history.

results are associated with the subsonic operative conditions, i.e. C1. This occurs despite
the fact that the discrepancy in performance between the steady and the HB simulation
results, computed on the baseline profile, is lower for the C1 configuration (Tab. 3.2).

Additionally, a time-accurate simulation is performed using the optimized shapes ob-
tained with both the steady and the unsteady optimization method. Figures 3.12 and 3.13
display the total-to-total stage efficiency and the non-dimensional stage power as a func-
tion of time computed with URANS simulations as well as the time-averaged values.
Table 3.3 reports a summary of the final optimization results based on the total-to-total
efficiency. The total-to-total efficiency of the C1 configuration is increased by approxi-
mately one percentage point using the HB-based optimization. The increase in efficiency
achieved by means of the steady MP optimization is of 0.2 percentage points. Thus, the
unsteady optimization method results in a higher performance improvement.

Table 3.3: Summary of harmonic balance (HB) and mixing plane (MP) optimization re-
sults. δHB and δHB are the relative difference between the baseline and the optimized
results based on HB and MP, respectively.

Parameter Baseline HBopt MPopt δHB δMP
C1 ηtt [%] 95.10 96.05 95.30 +1.00 +0.21
C2 ηtt [%] 95.61 95.95 95.76 +0.36 +0.17

Furthermore, the unsteady-based optimization better satisfies the power constraint,
as depicted in Fig. 3.13a. The final time-averaged non-dimensional power from the HB-
optimized stage differs by 0.3% from the baseline one whereas the MP-optimized solution
differs by 2.0%.

The time-accurate simulation results for the C2 configuration indicate that the HB-
based optimization leads to an efficiency increase of about 0.4% compared to the 0.2%
obtained by the MP-based one. For both final design solutions the power constraint is
satisfied within 1%.
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Figure 3.10: Shape optimization for the C1 configuration.
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Figure 3.11: Shape optimization for the C2 configuration.

Finally, for both operating conditions the optimization leads to a reduced amplitude
of the time-dependent efficiency and the dimensionless power. The decrease in amplitude
of the total-to-total efficiency is 24.4% for C1 and 14.1% for C2. This demonstrates that
the application of the proposed unsteady method intrinsically affects the variation in time
of the objective function. As consequence, the variability can be optimized, if needed, by
simply reformulating the objective function, i.e. including the amplitude of the quantity
of interest in the optimization problem.
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Figure 3.12: Total-to-total efficiency as a function of time for the baseline and the opti-
mized blade profiles. The constant lines correspond to the average values.
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Figure 3.13: Dimensionless stage power as a function of time for the baseline and the
optimized blade profiles. The constant lines correspond to the average values.
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3.4 Performance assessment
The performance of the proposed HB-based design method is assessed in terms of com-
putational cost, memory and storage requirements. This analysis is conducted for both
the primal and the adjoint solver on a 2D and a 3D geometry.

3.4.1 2D stage
Figure 3.14 shows the performance results of the primal flow solver for the C1 configu-
ration. The results are given as a function of the resolved input frequencies. The time-
accurate simulations (TA) are initialized from a converged steady simulation. This is done
in order to decrease the numerical transients necessary to reach a converged periodic so-
lution.

Figure 3.14a reports the computational cost for the steady state (MP), harmonic bal-
ance (HB), and time-accurate (TA) simulations. The computational cost for the HB simu-
lations scales as 2N +1, with N the number of input frequencies. This can be explained by
recalling that, with the proposed HB method, in order to solve N frequencies 2N + 1 time
instances are required as expressed, e.g, in (3.8)). However, because of the semi-implicit
HB formulation adopted in (3.7), for a number of frequencies higher than 4 a deterioration
of the convergence rate is observed. This explains why the computational cost increases
at a higher rate if the number of resolved frequencies is greater than four ( Fig. 3.14a). In
the case of two input frequencies the HB simulation is approximately 6.5 faster than the
time-accurate (TA) simulation. The TA and the HB simulations feature nearly the same
CPU time for 10 frequencies. The computational time associated to the steady state sim-
ulation is approximately 3 times lower than that of the HB simulation obtained for one
input frequency.

Figure 3.14b depicts the memory and storage requirements for an increasing number
of resolved frequencies. The results are normalized using the values obtained from the TA
simulations. Both storage and memory increase linearly at a rate of 2N + 1. For 2 input
frequencies the the memory requirements of the TA simulations is about 4 times lower
than the HB simulations, whereas the necessary storage is 41 times higher. These results
outline the performance advantage of using HB-based over TA-based adjoint methods,
for unsteady turbomachinery design.

The CPU time and memory requirements of the adjoint solver are 1.2 and 4.5 times
higher if compared to the primal flow solver.

3.4.2 3D stage
The performance is analyzed for a 3D turbine stage operating at the same working con-
ditions of C1. The goal of this analysis is to assess the capability to obtain adjoint-based
sensitivities for a three-dimensional geometry and to evaluate its scalability in terms of
computational cost, memory requirements and storage. Given the objective of the analy-
sis, the calculations are conducted by assuming shrouded blades with and free-slip bound-
ary conditions are applied to the hub and shroud. Based on these model assumptions, a
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Figure 3.14: Performance assessment of the primal flow solver, as a function of the input
frequencies: (a) Non-dimensional computational cost; (b) memory and storage require-
ments. The results of the time accurate (TA) simulations are used as reference values.

structured mesh of about 250 000 elements was selected after a mesh independence study.
For this test case the numerical schemes employed are those used for C1 and C2.

A HB simulation based on 3 time instances is considered in order to compute the
design sensitivities. Fig. 3.15a shows the geometry of the stage as well as the mid-span
contours of the entropy generation normalized with the inlet conditions. The results are
relative to the time instance t = T/3. Fig. 3.15b depicts the HB adjoint-based sensitivity
corresponding to t = T/3.

(a) Entropy Contour. (b) Adjoint-based sensitivity.

Figure 3.15: 3D axial stage simulation results: (a) normalized entropy generation con-
tours; (b) normalized adjoint-based surface sensitivity.

Furthermore, the primal and the adjoint solver are tested considering a varying num-
ber of input frequencies to investigate the computational performance. Fig. 3.16 reports
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the performance results of the primal flow solver obtained with a number of resolved har-
monics ranging from 1 to 5. Similarly to the 2D test case the computational cost, the
memory and storage requirements increase linearly at a rate of 2N + 1. When 2 frequen-
cies are resolved, the computational cost and the storage required by the TA simulation
are approximately 3.5 and 42 times higher than the HB-based simulation. The memory
required by the HB solver for 2 harmonics is about 4.7 times larger than that of the TA
solver.
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Figure 3.16: Performance assessment of the primal flow solver, as a function of the input
frequencies: (a) Non-dimensional computational cost; (b) memory and storage require-
ments. The results of the time accurate (TA) simulations are used as reference values.

The computational cost of the adjoint solver is approximately 1.2 times higher than
the primal solver, whereas the required memory of adjoint solver is about 4.9 times that
of the flow solver. The memory required by the adjoint solver for the 250 000 elements
mesh was 32.2Gb. The total simulation time for the adjoint solver was of approximately
450 minutes using a 10 cores Intel Xeon E5-2687W v3 CPU with hyper-threading.
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3.5 Conclusions
This work documents the development of a fully-turbulent harmonic balance (HB) dis-
crete adjoint method for multi-row turbomachinery design. The method was applied to
the constrained shape optimization of an exemplary axial turbine stage.

The key findings of this study can be summarized as follows

• The design sensitivities can be accurately calculated with the proposed HB discrete
adjoint method. These sensitivities were verified using second order finite differ-
ences, without any assumption on the turbulent eddy viscosity.

• For fluid dynamic design purposes the number of relevant input frequencies to be
resolved can be lower than those necessary to accurately model the flow behavior.

• The assumption of constant eddy viscosity (CEV) was found to significantly af-
fect the accuracy of the design sensitivities. Relative differences in excess of 20%
between the CEV-based and the fully-turbulent results were calculated.

• Computational cost, memory and storage requirements increase linearly at a rate
proportional to the number of time instances. For a number of input frequencies
higher than 4 the computational cost featured a slower convergence due to the semi-
implicit formulation adopted for the HB flow solver.

• The HB-based simulations exhibited higher memory requirements but lower stor-
age if compared to time-accurate (TA) RANS simulations. For the analyzed test
case, if 2 input frequencies are considered, the memory requirements were approx-
imately 4 times larger than that of the TA simulations, whereas the storage required
was about 41 times smaller.

• The HB adjoint solver featured a computational cost approximately 1.2 higher when
compared to the primal flow solver. The ratio between the memory required by the
adjoint and flow solver was approximately 4.5.

• The optimization results achieved by the proposed HB adjoint show remarkable dif-
ferences when compared with steady state optimization results. Differences in the
optimized total-to-total stage efficiency up to 0.8 percentage points were obtained
for the exemplary 2D test case.

• For the analyzed test case, the use of the unsteady optimization method always led
to better fluid dynamics performance if compared to the steady state optimization
results.

The focus of the present analysis was on the unsteady adjoint-based fluid dynamic
optimization of a turbine stage characterized by an equal number of blade count per row.
Future developments are devoted to extend the periodic boundary condition of the flow
solver in order to simulate a single blade passage having unequal azimuthal blade pitch.
This would enable the resolution of multi-stage unsteady problems characterized by a set
of frequencies that are not integer multiple of one fundamental harmonic.
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Chapter 4

Abstract Fast and accurate computation of thermo-physical properties is essential in
computationally expensive simulations involving fluid flows that significantly depart from
the ideal gas or ideal liquid behavior. A look-up table algorithm based on unstructured
grids is proposed and applied to non-ideal compressible fluid dynamics simulations. The
algorithm grants the possibility of a fully-automated generation of the tabulated ther-
modynamic region for any boundary and to use mesh refinement. Results show that the
proposed algorithm leads to a computational cost reduction up to one order of magnitude,
while retaining the same accuracy level compared to simulations based on more complex
equation of state. Furthermore, a comparison of the LuT algorithm with a uniformly
spaced quadrilateral tabulation method resulted in similar performance and accuracy.

4.1 Introduction
The accurate estimation of the thermo-physical properties of fluids is essential for many
engineering and scientific applications, and it requires complex models in case the be-
havior of the fluid departs from that of the ideal gas or ideal liquid. Fluids exhibiting
non-ideal behavior are involved in various technologies such as advanced power and
propulsion systems, refrigeration and air conditioning systems, oil and gas processes, etc.
[1–4]. In these cases, the evaluation of thermo-physical properties is often necessary for
system design and performance evaluation or to simulate the flow behavior within com-
ponents. Fluid dynamic simulations of vapors in non-ideal states are also employed in
more fundamental research (see, e.g., Ref. [5]) and the branch of fluid mechanics dealing
with this type of fluid flows was recently termed non-ideal compressible fluid dynamics
(NICFD) [6]

The computational cost associated with fluid thermodynamic models expressed in
terms of equations of state (EoS) can become a limiting factor if accurate estimations are
needed in combination with expensive simulations. This is the case, e.g., in the design and
optimization of industrial components [7] or in computational fluid dynamics (CFD) [8].
In order to decrease the computational time related to the calculation of thermo-physical
fluid properties, while maintaining a satisfactory level of accuracy, look-up table (LuT)
methods are convenient and widely adopted [9].

A LuT method consists of three basic parts: 1. the tabulation of a discrete set of values
of thermodynamic properties pertaining to states generated with a given EoS-base model;
2. a search algorithm; 3. an interpolation method. Since the tabulation is performed only
once, at preprocessing level, this way of evaluating fluid thermophysical properties can
greatly reduce the computational effort if the models are based on complex EoS, provided
that the associated search algorithm is efficient. Furthermore, the interpolation technique
must be carefully chosen in order to achieve a satisfactory level of accuracy, which is a
fundamental requirement to guarantee convergence in CFD simulations and accuracy of
the final result. LuT methods based on a structured mesh of the thermodynamic region
of interest have been documented in the literature [9–12]. In order to increase the ac-
curacy and decreasing the number of discretization points for the thermodynamic region
of interest, algorithms based on adaptive Cartesian mesh have been proposed [13, 14].

68



However, the use of quadrilateral grids, in combination with local refinement, can led
to local discontinuities and poor interpolation accuracy of properties in the proximity of
smooth boundaries [13, 15]. This can especially occur for properties reconstructions or
for interpolation close to the vapor-liquid saturation line.

The study described here resulted in ug-LUT , a new LuT method based on meshing
the thermodynamic region of interest for a given fluid dynamic simulation by means of
unstructured triangular grids. The generation of multidimensional thermodynamic tables
is fully automated, even in case multiple fluid phases need to be computed. Unstructured
grids allow for mesh refinements, a valuable feature in case of strong property variations,
which occur in proximity of the vapor-liquid critical point, and of the saturation line in
general. The ug-LUT method is applicable also to multi-component fluids. A search al-
gorithm based on a trapezoidal map of the tabulated region contributes significantly to its
computational efficiency. The ug-LUT method for thermo-physical property calculations
is implemented within the open-source code SU2 [16–18] and its verification is presented
by means of paradigmatic CFD test cases of increasing fidelity. Finally, the ug-LUT al-
gorithm is compared to a structured-based LuT approach with the aim of assessing its
computational cost and memory requirements.

4.1.1 Generation of the thermodynamic mesh

An unstructured mesh is generated for the thermodynamic domain of interest. A 2D
grid generator [19], based on the the Advancing-Delaunay front method, was used in
this study. The adopted grid generator allows for local refinements in selected regions
of the thermodynamic domain. Figure 4.1 shows examples of thermodynamic meshes for
siloxane MM (hexamethyldisiloxane, C6H18OSi2), generated by selecting T and log(ρ) as
input state variables. The use of unstructured mesh in combination with local refinement
is proposed here as an effective alternative to structured and quad-tree grids. Quad-tree
based algorithms are efficient for controlling the mesh refinement level, but can suffer
from the following issues [13, 15]: i) storing and retrieving the mesh connectivity associ-
ated to the recursive tree structure; ii) hanging nodes at different sizes cells interfaces, if
continuous property reconstruction is required; iii) additional interpolation, triangulation
or a curvilinear mesh system might be necessary to reconstruct smooth boundaries (e.g.
vapor-liquid saturation line).

Once the mesh patches are generated using any suitable set of state variables (two if
the fluid is pure), all other needed fluid thermo-physical properties are computed at each
mesh node with an appropriate thermodynamic library. The current implementation of
the ug-LUT method makes use of an external thermodynamic library [20], which embeds
a large variety of models based on complex equations of state (EoS). As an example,
Fig. 4.2 reports the pressure contour for siloxane MM, obtained using a model based on
an EoS in the Span-Wagner functional form [21].
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(a) Thermodynamic mesh. (b) Thermodynamic mesh refined.

Figure 4.1: Thermodynamic triangular mesh for the siloxane MM. (a ) Regular thermo-
dynamic mesh. (b) Refined thermodynamic mesh.

4.1.2 Search algorithm
Once the set of needed thermo-physical properties of the selected fluid are stored in tab-
ular form, a search algorithm is used to retrieve the best approximation of the query state
or point. A point location algorithm based on a trapezoidal map has been adopted [22]
because of the following considerations: i) the same geometrical connectivity is used for
all the search pairs. This is especially beneficial because the connectivity has not to be
recomputed for each search pair and it can be used to search in highly skewed thermo-
dynamic planes. As an example for this, if the initial thermodynamic mesh is built for
the (P, ρ) plane, the resulting mesh on the (h, s) plane will be highly skewed; ii) searching
for the triangle containing the query vector by resorting to algorithms that do not use the
mesh connectivity information (e.g. kd-tree) on an irregular and highly skewed grid can
lead to inaccurate interpolation; iii) trapezoidal maps work for general polyhedra. The
search algorithm can be used to switch between different mesh zones, characterized by a
polyhaedron outline. This feature avoids to perform a mapping of the grid for problems
not conforming with a rectangular thermodynamic domain [13].

Given the set S of n triangular mesh edges, the trapezoidal map T (S ) is built accord-
ing to the following steps (see Fig. 4.3):

1. a unique set of edges and the corresponding list of its x coordinates is created by
filtering out duplicates;

2. the intersecting edges are associated to each band;

3. the edges in each band are sorted.

The trapezoidal map T (S ) is created in a pre-processing stage for each thermody-
namic search pair, e.g., (h, s), (ρ, v), etc. A more detailed description of the trapezoidal
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Figure 4.2: Tabulated pressure contours obtained for the siloxane MDM.

Figure 4.3: Schematic representation of the trapezoidal map for an unstructured grid.
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map algorithm can be found in 4.4.
The mesh simplex, containing the query point q within T (S ), is identified according

to the following procedure:

1. the x coordinate of the query point is obtained with a binary search for its containing
band;

2. within the containing band, the edge above and the one below the query point are
identified;

3. the simplex containing the query point is singled out by using the edge-to-face
connectivity of the two edges selected during the previous step.

The query algorithm is also detailed in 4.4.

4.1.2.1 Interpolation method

A two-dimensional linear interpolation problem can be written as

f (x, y) = ΣN
i=1wigi(x, y) = WT G(x, y) = GT (x, y)W , (4.1)

where G(x, y) is an interpolation basis which transforms the query coordinates x, y (raw
features) into N linearly-independent interpolation features. An example of a polynomial
basis function G(x, y) on a triangle (three points, N = 3) is given by

G(x, y) = [1, x, y]T . (4.2)

In the implemented thermodynamic look-up-table, the two-dimensional coordinates are
thermodynamic pairs such as (ρ, u), (P,T ), (h, s). This choice of G(x, y) was found to
provide sufficient accuracy, provided that a relatively fine mesh for the look-up-table is
used. The vector of weights W is found through

A =



GT (x1, y1)
...

GT (xi, yi)
...

GT (xN , yN)


, F =



f (x1, y1)
...

f (xi, yi)
...

f (xN , yN)


, AW = F (4.3)

where N is the number of sample points on which the interpolation is based and the
f (xi, yi) are the known values. In the above relation F is an implicit function of the query
point (xq, yq). The mapping from the query point to the forcing vector F is given by the
trapezoidal map algorithm, which provides the interpolation points. The interpolation is
computationally efficient when a single function is being interpolated at many different
combinations of query point coordinates (xq, yq), as all the sample points can use the same
weights.
However, the completion of the thermodynamic look-up-table requires the interpolation
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of several functions (ten or more) for each query point. Thus, it is convenient to work
out the dual form of the primal interpolation problem, such that the weights have to be
computed only once for a given query point. The dual problem can be written as

G(xq, yq)T W = FT V , (4.4)

where the interpolation weights V are now the adjoint solution of

AT V = G(xq, yq) . (4.5)

The equivalence of the two formulations can be put into evidence by [23]

VT F = VT (AW) = (AT V)T W = G(xq, yq)T W . (4.6)

The weights V can be computed once for a given query point and reused to calculate the
different thermodynamic properties of interest. Only one matrix-multiplication is there-
fore required per each mesh triangle instead of the twelve which would be needed with
the primal interpolation method.
Additionally, since the (AT )−1 matrix depends only on a-priori established values, it can
be completely pre-computed without additional runtime cost. If the condition number of
the matrix is high, a pseudo-inverse should be applied; in this case pre-computation is
only possible with the primal interpolation.

4.2 Application to NICFD simulations

In order to verify and provide information on the performance of the ug-LUT method,
three CFD test cases of increasing complexity level are discussed. The selected test cases
feature expansions characterized by relevant non-ideal compressible flow effects, requir-
ing the use of complex equations of state to accurately compute the flow behavior. The
simulations are performed with S U2 [16], a code previously verified for non-ideal com-
pressible fluid dynamics simulations [24]. For all test cases, the convective fluxes are
discretized by a generalized Roe scheme [24, 25], and second-order accuracy is achieved
with the MUSCL approach [26]. Ref. [16] provides a more detailed description of the
flow solver and the associated numerical methods.

The thermodynamic properties needed by the flow solver, whose value is interpolated
from the values stored in the LuT are

ρ, P,T, c, e, h, s,
(
∂P
∂ρ

)
e
,

(
∂P
∂e

)
ρ

.

The partial derivatives of the pressure are necessary to calculate the convective fluxes in
non-ideal compressible flow simulations, see, e.g., Ref. [18].
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Parameter Value Unit
Working fluid MM -
Total inlet temperature 530.28 K
Total-to-static pressure ratio 1.84 -
Inlet compressibility factor 0.64 -
Inlet turbulence intensity 0.05 -

Table 4.1: Input parameters for the 2D inviscid ORCHID nozzle simulation.

4.2.1 2D supersonic nozzle

The geometry of the converging-diverging supersonic nozzle is depicted in Fig. 4.5a,
together with the Mach contour lines resulting from the Euler simulation. The two-
dimensional flow domain is discretized with approximately 15, 000 triangular mesh el-
ements and the working fluid is siloxane MM. Tab. 4.1 reports the main simulation pa-
rameters.

In order to assess the performance of the method, the computational cost of the nozzle
simulation relying on the ug-LUT algorithm for the evaluation of fluid properties (ug-
LUTsim) is compared with one in which the properties are provided to the flow solver
by the external thermodynamic library based on the Span-Wagner EoS (SWsim), for an
increasing number of thermodynamic mesh nodes. Figure 4.4a shows the computational
cost of ug-LUTsim as a function of the mesh nodes, normalized with the computational
cost of SWsim. Figure 4.4b reports the root-mean-square error (RMSE) between the flow
field Mach number of ug-LUTsim with respect to SWsim for different thermodynamic
mesh refinements. As expected, the RMSE value decreases with the number of thermo-
dynamic mesh elements, whereas the computational cost shows the opposite trend.

Figure 4.5b shows a comparison of the Mach number calculated at the nozzle cen-
ter line with ug-LUTsim and simulations in which fluid properties are evaluated with the
ideal-gas model (IGsim) and with a model based on the Span-Wagner EoS (SWsim). The
streamwise Mach distribution obtained with ug-LUTsim is well in agreement with the
SWsim. As expected, both deviate from the distribution obtained with the IGsim, consid-
ering that the inlet compressibility factor significantly departs from unity (Z = 0.64).

4.2.2 Turbulent transonic 2D turbine cascade

The turbine cascade reported in Fig.4.6a was simulated under transonic conditions, in
order to evaluate the performance of the ug-LUT method in case of RANS simulations. A
hybrid mesh of approximately 40, 000 elements was used to discretize the computational
domain, with about 15,000 quads in the proximity of the blade surface to ensure y+ ≈ 1.
The simulation parameters are listed in Tab.4.2.

Similarly to the previous test case, Fig. 4.6 reports the same trend in terms of com-
putational cost and RMSE based on the Mach flow field. However, the computational
gain provided in the RANS simulation is approximately 4 times higher as compared to
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Figure 4.4: Supersonic nozzle simulation results. (a) Normalized computational cost of
the simulation employing the look-up table method (ug-LUTsim) compared to that of the
simulation obtained using the Span-Wagner thermodynamic model (SWsim). b) Relative
mean square error of the Mach field from the SWsim and ug-LUTsim. The SWsim results
obtained are taken as reference.

Parameter Value Unit
Working fluid MDM -
Total inlet temperature 592.30 K
Total-to-static pressure ratio 1.26 -
Inlet compressibility factor 0.598 -

Table 4.2: Input parameters for the 2D turbulent LS89 turbine cascade simulation.

the inviscid test case. Fig.4.6b shows the comparison between the dimensionless static
pressure, along the blade profile, from the IGsim, the SWsim and the ug-LUTsim. The
results achieved with the SWsim are well in agreement with ug-LUTsim, while both differ
from the ones obtained with IGsim.

In order to further investigate the performance of the proposed tabular method, the
same turbine configuration is simulated with the binary mixture MDM(85%)/MM(15%)
as working fluid. For this test case, the cost reduction is approximatively 5 times higher
than the computation of the single-component working fluid (Fig. 4.8b), while retaining
the same accuracy (Fig.4.6a). These results show that the use of the LuT method is even
more attractive when applied to flow problems involving mixtures.

4.2.3 Turbulent 3D supersonic ORC turbine cascade

The supersonic stator of the mini-ORC turbine, documented in Ref. [27], is finally con-
sidered to investigate the computational efficiency of the look-up table method for three-
dimensional RANS simulations. The numerical parameters of the test case are provided
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(a) Mach number contour.
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Figure 4.5: ORCHID nozzle simulation results, obtained with a thermodynamic mesh of
about 20, 000 elements. (a) Mach number contour obtained with the ug-LUT algorithm.
(b) Mach number distribution at centerline obtained from the IGsim, SWsim, and ug-
LUTsim.

Parameter Value Unit
Working fluid MM -
Total inlet temperature 573.15 K
Total-to-static pressure ratio 14.71 -
Inlet compressibility factor 0.77 -
Inlet turbulence intensity 0.05 -

Table 4.3: Input parameters for the 3D turbulent ORCHID turbine cascade simulation.

in Tab.4.3. The physical mesh consists of about one million cells and the thermodynamic
grid is composed by approximately 20, 000 elements.

Fig. 4.9a show the contour of the density gradient: a complex flow pattern of both
shock-waves and fans is present in the semi-bladed region, due to the post-expansion
phenomena. Fig. 4.9b displays the density field relative error between the ug-LUTsim and
the ug-LUTsim. The deviation in the order of 0.1% points out that, even with a relatively
coarse thermodynamic grid, the tabular approach is accurate for three-dimensional prob-
lems involving complex flow phenomena. Furthermore, the computational cost reduction
for the 3D RANS simulation is very similar to the the analysed 2D RANS test case, as
shown in Fig. 4.10.
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(a) Mach number contour.
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Figure 4.6: LS-89 simulation results. (a) Mach number distribution with the ug-LUT al-
gorithm (b) Blade pressure distribution obtained from the IGsim, SWsim and ug-LUTsim.
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Figure 4.7: LS-89 simulation results. (a) Normalized computational cost of the simulation
employing the look-up table method (ug-LUTsim) compared to that of the simulation ob-
tained using the Span-Wagner thermodynamic model (SWsim). b) Relative mean square
error of the Mach field from the SWsim and ug-LUTsim. The SWsim results obtained are
taken as reference.
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Figure 4.8: LS-89 simulation results operating with the MDM(85%)/MDM(15%) mix-
ture. (a) Blade pressure distribution obtained from ug-LUTsim and SWsim. (b) Com-
parison between computational time associated with the single-component working fluid
(MDM) and the MDM(85%)/MDM(15%) mixture. Results are normalized using the
computational time associated with the SWsim as reference.

(a) Density gradient contour. (b) Density relative error.

Figure 4.9: 3D turbine cascade simulation results. (a) Normalized density gradient dis-
tribution obtained with the ug-LUT algorithm (b) Density realtive error between the ug-
LUTsim and the SWsim results.
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Figure 4.10: Summary of the computational time for the selected test-cases. Results are
normalized using the computational time associated with the SWsim as reference.
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4.3 Performance and memory assessment
An equally-spaced structured-based LuT method was implemented within SU2, in order
to assess the performance of ug-LUT . The structured-based LuT algorithm was consid-
ered for carrying out a comparison in terms of computational cost and memory require-
ments because of its simple data structure and efficiency. The LS-89 turbine cascade,
described in Sec. 4.2.2, is selected as reference test case to perform this analysis. The
nomenclature sg-LUT and ug-LUT is used hereinafter to refer to the structured-based and
the unstructured-based LUT methods, respectively.

4.3.1 Structured-grid LuT algorithm — sg-LUT
The structured grid LuT (sg-LUT) implementation features the same interpolation method
of ug-LUT . The thermodynamic query vectors, for the CFD application considered, are:
(P,T ), (P, ρ), (P, s), (ρ,T ), (h, s). By selecting the thermodynamic mesh as a function
of pressure and density (Fig. 4.11), the searching algorithm is based on simple binary
search for (P,T ), (P, ρ), (P, s), (ρ,T ), because they have at least one common input with
respect to the thermodynamic mesh. A kd-tree is used for the (h, s) pair. Fig. 4.11 shows
an example of both structured and unstructured mesh of the thermodynamic region of
interest, generated using the same number of mesh nodes.

4.3.2 Comparison sg-LUT vs. ug-LUT
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Figure 4.11: Mesh of the thermodynamic region of interest for the LS89 turbine cascade
test case (a) Example of structured mesh used for sg-LUT . (b) Example of untructured
mesh used for ug-LUT .

Figs. 4.12a and 4.12b report the normalized CPU time associated with the sg-LUTsim
and ug-LUTsim. The total time includes both the LuT pre-processing and the total CFD
solver iteration time. As can be noticed (Fig. 4.12b), the pre-processing time becomes a
relevant fraction of the total time for ug-LUT as opposed to sg-LUT . This is due to the
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Figure 4.12: Normalized pre-processing and CFD iterations computational time as a func-
tion of the thermodynamic mesh nodes. The maximum total CPU time relative to each
algorithm is used as reference value. (a)Computational time of the sg-LUT algorithm. (b)
Computational time of the ug-LUT algorithm.

trapezoidal map generation for each thermodynamic input pair. This operation is done
just once for sg-LUT , when creating the kd-tree relative to the (h, s) input pair.
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Figure 4.13: Total CPU time and memory ratio between ug-LUT and sg-LUT . (a) Com-
putational time ratio. (b) Memory requirements ratio.

The ratio between the total simulation time obtained by ug-LUT and sg-LUT (Fig. 4.13a)
indicates that ug-LUT is faster than sg-LUT , for thermodynamic meshes that are approx-
imately composed by a number of mesh nodes lower than 10, 000. The sg-LUT is about
5% faster than ug-LUT for 25, 000 thermodynamic mesh nodes. The ug-LUT perfor-
mance is in agreement with the computational cost of LuT based on quad-tree data struc-
tures, whose computational cost has been found to be 10% higher than equally-spaced
structured tabulation methods [13]. Fig. 4.13b shows the comparison between the mem-
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ory requirements of ug-LUT and sg-LUT . The ug-LUT memory requirements are higher
than sg-LUT mainly due to the following reasons: i) in ug-LUT the trapezodial maps
are created for all the thermodynamic input pairs; ii) for ug-LUT the unstructured-mesh
connectivity has to be stored. For practical applications, however, since thermodynamic
meshes featuring around 10,000 elements are deemed sufficient for the required level
of accuracy, the absolute memory associated never exceeded 200Mb. Furthermore, for
problems discretized on large domains both the pre-processing computational cost and
the memory burden are expected to be a negligible fraction when compared with the CPU
time and memory requirements of the CFD simulation.

Finally, a comparative assessment of the RMSE with respect to the SWsim is carried
out for both ug-LUT and sg-LUT . Fig. 4.14 depicts the ratio between the RMSE obtained
by ug-LUT and sg-LUT relative to the conservative variables ρ, ρv1, ρv2, ρe (Fig. 4.14a
), Pressure and Temperature (Fig. 4.14b). The RMSE is calculated, as shown in Sec. 5.3,
with respect to SWsim. The ug-LUT algorithm is more accurate than sg-LUT , for the
fluxes ρv1, ρv2, ρe and the pressure while the opposite occurs with regard to the density
and temperature. Without being exhaustive, these results indicate that unstructured tabular
methods may be advantageous when it comes to accuracy as compared to structured grids
characterized by the same number of nodes and level of refinement.
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Figure 4.14: Relative Mean Square error ratio between sg-LUT and ug-LUT . (a) RMSE
ratio of the conservative variables. (b) RMSE ratio of pressure and temperature.

4.4 Conclusions

This paper documents the ug-LUT method, a novel look-up table method that can be
used to improve the computational performance in non-ideal compressible fluid dynamics
(NICFD) simulations. The method is based on an unstructured mesh in combination with
a trapezoidal-map searching algorithm and a piece-wise interpolation method based on the
duality approach. The algorithm was successfully implemented in the open-source code
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SU2 and its performance assessed in three paradigmatic NICFD cases: 1) an inviscid 2D
supersonic nozzle; 2) a 2D RANS transonic turbine cascade; 3) a 3D RANS supersonic
stator row. In all cases, the thermodynamic property model of reference is based on a
multi-parameter technical equation of state.

The outcome of this study can be summarized as follows:

• The ug-LUT method provides a computational cost reduction compared to simu-
lations in which properties are calculated directly by means of an external fluid
property library of approximately one order of magnitude for RANS computations,
whereas it is twice less expensive in case of inviscid simulations.

• The accuracy level was found to be satisfactory (RMS E < 0.01%) for engineering
applications, with a simple linear interpolation and a relatively coarse thermody-
namic grid (of the order of 10 000 elements).

• The method is very efficient for flow simulations involving mixtures as working
fluids, for which direct calculation of fluid properties might be prohibitive. The rel-
ative computational gain is in this case five times higher if compared to simulations
involving pure fluids.

• ug-LUT can be regarded as an alternative algorithm to structured LuT methods,
providing the possibility of using mesh refinement and featuring comparable per-
formance and accuracy.

Current work is focused on extending the ug-LUT method to enable automatic dif-
ferentiation of the LuT for adjoint-based shape optimization of NICFD problems and to
allow its use in other demanding simulations, like dynamic system simulations of energy
conversion systems.

Appendix A
Here the pseudo-codes of the algorithms used for the Trapezoidal Map are reported.

Algorithm 1 Build Trapezoidal Map is
1: input: list of unique edges: Edges;
2: list of edge to face connectivities: EdgeToFace;
3: list of the x-coordinates of the edges: xsamples;
4: list of the y-coordinates of the edges: ysamples;
5: output: list of unique x bands through which to search: XBands;
6: list of connectivity of edges to a given unique x-band (order by y-value of edge at middle of band): YWithinBands;
7: Filter out vertical edges from xsamples creating unique list: XBands;
8: for each band b in XBands do
9: for each edge e in Edges do

10: if e intersects b then Add e to YWithinBands
11: end if
12: end for
13: Sort the edges in YWithinBands according to the y value of the edge in the center of the band
14: end for
15: return: XBands, YWithinBands;
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Algorithm 2 Search Trapezoidal Map is
1: input: 2D query point (what to search for): x, y;
2: list of edge to face connectivities: EdgeToFace;
3: list of unique x bands through which to search: XBands;
4: list of connectivity of edges to a given unique x-band (ordered by y-value of edge at middle of band): YWithinBands;
5: output: the index of the face in which the query point lies: CF;
6:
7: Use binary search to find band b in XBands which contains x;
8: Within band b use a binary search to find edge e1 (below the query point) and e2 (above the query point);
9: Use interpolation to check if edge is below or above the query point;

10: The containing face CF is given by the intersection of the edge to face connectivities of e1 and e2;
11: return: CF;
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Chapter 5

Abstract The lack of established optimal design guidelines for turbomachinery oper-
ating in the non-ideal flow regime demands for effective and efficient automated design
methods. Past research work has focused on gradient-free methods applied to computa-
tional fluid dynamic simulations. The application of the adjoint method is a cost-effective
alternative as it enables gradient-based optimization irrespective of the number of design
variables. This chapter presents the development of a fully-turbulent unsteady adjoint
method for the automated design of multi-row turbomachinery operating in the non-ideal
flow regime. The method therefore allows the resolution of constrained unsteady fluid
dynamic optimization problems, in which the thermodynamic properties of the working
fluid need to be modeled by means of complex equations of state. The optimal designs
computed with unsteady simulations obtained with the harmonic balance method and a
sliding mesh interface are then compared with optimal design computed with steady-state
simulations implementing a mixing plane interface. The design sensitivities are success-
fully verified using second-order finite differences and applied to the optimization of two
turbomachinery test cases: i) a turbine cascade subject to time-varying inlet conditions;
ii) a turbine stage of an organic Rankine cycle power system. The results demonstrate the
importance of computing fluid thermodynamic properties using accurate models for de-
sign optimization, and the advantage of optimizing the fluid dynamic shapes by means of
unsteady simulations. As a matter of fact, the fluid dynamic performance estimated with
such method is better than that obtained with an optimization method based on steady
state simulations.

5.1 Introduction
Turbomachinery components are fundamental in the aviation, automotive, and energy
industry, to name a few. Diverse engineering applications require turbomachinery oper-
ating with non-ideal compressible fluid flows, i.e., flows of fluids whose thermodynamic
properties cannot be modeled according to the ideal gas assumption, but require complex
equations of state. Examples of such applications include compressors of supercritical
CO2 power plants, turbines of organic Rankine cycle power systems, compressors for
refrigeration systems, and steam turbines [1–4].

For this turbomachinery, the shortage of experimental data and accurate loss models
entails an absence of optimal design guidelines, especially for new and unconventional
applications. In such cases, a viable solution is to obtain a preliminary design with meth-
ods originally developed for conventional turbines and compressors, being aware that the
result is bound to be highly sub-optimal. The obtained preliminary design can then be
optimized, but it is crucial that the optimization method is capable of taking into account
non-ideal compressible fluid dynamic effects. This requirement makes the complexity of
the method and the computational effort even more challenging.

In this realm, automated shape optimization methods can be seen as an effective ap-
proach to perform the design of unconventional turbomachines. Thanks to the advance-
ments in computational resources, these methods are becoming more and more a viable
option, offering the possibility to improve current components performance and to explore
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innovative solutions.
Past work in the area of automated shape optimization of turbomachinery operating

with non-ideal compressible flows, has focused on both non-deterministic and determin-
istic methods. Non-deterministic methods have been successfully applied, for example,
to the constrained optimization of organic Rankine cycle turbine cascades [5–7]. These
methods are robust if dealing with non-smooth objective functions and are suitable for
global optimization. However, their computational cost can become prohibitive if a large
set of design variables has to be considered and if fluid properties must be evaluated
with complex thermodynamic models. Deterministic (gradient-based) algorithms are in
general very efficient in converging to optimal solutions, but they require to evaluate the
gradients of the objective function. The objective function must, therefore, feature regu-
larity properties and the gradient estimation must be computationally inexpensive. In this
respect, adjoint-based algorithms provide an efficient way to compute design gradients
for deterministic optimization methods.

Recently, adjoint-based shape optimization methods have been extended to treat also
turbomachinery affected by strong non-ideal compressible fluid dynamics (NICFD) ef-
fects [8]. These algorithms allow the possibility of performing automated design very
efficiently when the number of design variables is much higher than the objective func-
tions or constraints. For this reason, adjoint-based optimization methods are a very attrac-
tive, and sometimes necessary, alternative to non-deterministic algorithms for CFD-based
turbomachinery design.

To date, however, adjoint-based turbomachinery optimization involving non-ideal com-
pressible flows has been only successfully applied to single cascades and assuming the
flow stationary [9, 10]. In the very recent past, the method has been extended to the
optimization of multi-row machines [11]. This chapter documents the application of un-
steady adjoint-based automated design to turbomachinery operating in the non-ideal flow
regime. The method, implemented in the open-source code SU2 [12, 13], is based on the
harmonic balance (HB) method and the use of complex equations of state. The thermo-
physical properties of the fluid are computed either employing a cubic equation of state
model coded in SU2, or by using data from tables generated with an external fluid prop-
erty library [14], as described in Chap. 4.

The method is first applied to the computation and verification of the design sensi-
tivities of a turbine cascade, in order to test its capabilities and validity. Subsequently,
to demonstrate its potential in a realistic case, the constrained shape optimization of an
organic Rankine cycle turbine stage is performed.

5.2 Method
In analogy with the treatment of Chap.3, the Navier-Stokes equations can be discretized
as

(
ΩI
∆τ

+ J
)
∆Un = −R̂n(Uq) , n = 0, 1, ...,N − 1 . (5.1)
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in which

R̂n(Uq) = Rn(Uq) + Ω

N−1∑
i=0

Hn,i∆Ui + Ω

N−1∑
i=0

Hn,iU
q
i . (5.2)

In (5.2), H is the harmonic balance operator, calculated for a known set of K input fre-
quencies and corresponding to N = 2K + 1 time instances. U indicates here the vector
of conservative variables and includes both laminar and turbulent quantities. More details
on the flow solver method can be found in Chap 2.

5.2.1 Fully-turbulent discrete adjoint and non-ideal compressible flows
The adjoint equations are derived by making explicit the dependence of the vector of
conservative variables U from the vector of primitive variables Θ = ρ, e,u, where u is
the velocity vector. The vector of turbulent quantities is herein omitted for simplicity.
Note that the computation of the laminar part of U from Θ requires the calculation of the
primary and secondary thermodynamic variables through an equation of state model. This
explicit dependence allows one to outline the additional sensitivities arising in the gradient
equation for non-ideal compressible flows that can only be computed by differentiating a
complex thermodynamic model or tabulation method.

Application of the fixed-point iteration method to (5.1) results in

Uq+1
z,n = Gz,n(Uq) , (5.3)

in which Uz,n and Gz,n are the vector of conservative variables and the iteration operator
of the pseudo time-stepping relative to the physical zone z and for time instance n. Each
physical zone z corresponds to a blade row.

Making explicit the dependence of Uz,n from the set of design variables αz and the
thermodynamic model Θ, the optimization problem can be written as

minimize
αz

J(U(αz,Θ), X(αz))

subject to Uz,n(αz,Θ) = Gz,n(U(αz,Θ), Xz,n(αz)), n = 0, 1, ...,N − 1 z = 0, 1, ...,Z − 1
Xz,0(αz) =Mz(αz).

(5.4)

J is a generic objective function, Xz,n is the physical grid, andMz is a differentiable func-
tion representing the mesh deformation algorithm. The objective function J , as shown in
Chap. 3, is computed as a time average by applying Fourier interpolation of the resolved
time instances.

The Lagrangian of the optimization problem is

L = J +

Z−1∑
z=0

N−1∑
n=0

(
(Gz,n(U(αz,Θ), Xz,n(αz)) − Uz,n(αz,Θ))ᵀλz,n

)
+ (Mz(αz) − Xz,0(αz))ᵀµz ,
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(5.5)

with λ and µ being the adjoint variables. The differential of the Lagrangian is

dL =

Z−1∑
z=0

N−1∑
n=0

∂Θz,n

∂Uz,n

ᵀ ∂J

∂Θz,n

ᵀ

+

Z−1∑
i=0

N−1∑
j=0

∂Θz,n

∂Uz,n

ᵀ ∂Gi, j

∂Θi, j

ᵀ

λi, j − λz,n

 dUz,n+

Z−1∑
z=0

N−1∑
n=0

(
∂J

∂Xz,n

ᵀ

+
∂Gz,n

∂Xz,n

ᵀ

λz,n

)
dXz,n − µzdXz,0+

Z−1∑
z=0

∂Mz

∂αz

ᵀ

µz dαz ,

(5.6)

from which the adjoint equations can be derived as

∂Θz,n

∂Uz,n

ᵀ ∂J

∂Θz,n

ᵀ

+

Z−1∑
i=0

N−1∑
j=0

∂Θz,n

∂Uz,n

ᵀ ∂Gi, j

∂Θi, j

ᵀ

λi, j = λz,n , (5.7)

and

∂J

∂Xz,n

ᵀ

+
∂Gz,n

∂Xz

ᵀ

λz,n = µz . (5.8)

µz is directly computed from (5.8) given the solution λzn of (5.7). In analogy to the flow
solver, (5.7) can be expressed as a fixed-point iteration in λz,n

λq+1
z,n =

∂N

∂Uz,n
(U∗z,n, λ

q, Xz,n) , (5.9)

where U∗n is the solution of (5.3) and N is the shifted Lagrangian defined as

N = J +

Z−1∑
z=0

N−1∑
n=0

G
ᵀ
z,n(U, Xz,n)λz,n . (5.10)

The gradient of the objective function J with respect to the vector of the design
variables αz can be computed, for each numerical zone, from the converged flow and
adjoint solutions using

dLᵀ

dαz
=

dJᵀ

dαz
=
∂Mᵀ

z (αz)
∂αz

µz z = 0, 1, ...,Z − 1 . (5.11)

Figure. 5.1 reports a schematic representation summarizing the design chain procedure. In
this work, the term ∂Θ

∂U contains the derivation of the tabulation (look-up table) method. All
the derivatives needed to solve (5.9) are obtained by means of Algorithmic Differentiation
(AD). As opposed to the approach documented in [9], the reverse mode of the open-source
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AD tool CoDiPack [15] is used in this work to linearize the primal solver along with the
equation of state model in a fully black-box manner. For turbomachinery design problems
in which fluid-dynamic losses are to be minimized, the objective function J is usually
expressed as entropy generation or total pressure loss coefficient. The former is used in
this work.

M(α) U = G(U(α,Θ), X)

α X J
Flow SolverMesh Deformation

(a) Design Objective Computation.
∂M(α)
∂α

Adjoint SolverMesh Deformation

d J
dα µ

λ =
∂ N(U,λ,X)

∂U
∂ J
∂ Θ

∂ Θ
∂ U

∂ G
∂ Θ

∂ J
∂ X

∂ G
∂ X

(b) Design Sensitivities Computation.

Figure 5.1: Schematic representation of the design problem.

5.3 Adjoint-based optimization using ug-LUT
The adjoint-based gradients of the entropy generation are computed for the turbine cas-
cade described in Chap. 4, using the same boundary conditions, working fluid (MM),
numerical schemes, and mesh. Differently from Chap. 4, a time-varying total pressure,
P̃tot, is imposed at the inlet of the cascade according to

P̃tot = Ptot[1 + Asin(2πt∗)] , (5.12)

in which A = 0.03 and t∗ = t/T0. The shape optimization is performed using the HB
method proposed in Chap. 2 in combination with the Look-up Table method (ug-LUT)
presented in Chap. 4. Figure 5.2 shows the free-form deformation (FFD) box adopted
for the turbine blade and α, i.e, the corresponding set of 12 design variables (DVs). In
order to quantify the unsteady fluid dynamic performance of the stator, the dimensionless
entropy generated in the flow passage of the stator is considered and calculated as

sgen =
〈sout〉 − 〈sin〉

v2
0/T0,in

. (5.13)

Here, 〈sout〉 and 〈sin〉 are the outlet and inlet entropy averaged over the respective bound-
aries using the mixed-out procedure [16]. v0 is the spout velocity and T0,in the inlet total
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Figure 5.2: LS-89 turbine cascade blade geometry, FFD box and design variables.
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Figure 5.3: Adjoint-based (AD) vs second order finite differences (FD) design gradients.

temperature. All the single quantities used in (5.13) are computed as the time-averaged
values of for the resolved time instances.

In this chapter, the adjoint-based gradients obtained from the simulations in which
the fluid properties are computed using the ug-LUT method are denoted for simplicity as
LUT . The tabulated thermodynamic properties were computed through a model based on
an equation of state in the Span-Wagner functional form. Furthermore, LUT-AD and LUT-
FD refer to the sensitivities calculated using the adjoint method and finite differences re-
spectively. In order to verify the results, the adjoint-based design gradients are compared
with those obtained by employing second-order accurate finite differences (Fig. 5.3). The
root mean square error (RMSE) between the gradients from LUT-AD and LUT-FD is ap-
proximately 0.021.

Figure 5.4 displays the gradients with respect to the design variables obtained from
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Figure 5.4: Entropy generation gradients relative to the FFD box design variables
(Fig. 5.2) obtained from LUT-AD, LUT-FD, and IG.

LUT-AD and LUT-FD, relative to the DVs reported in Fig. 5.2. Moreover, it reports the
adjoint-based gradients from the simulation in which the ideal gas equation of state is
adopted to model the fluid properties (IG). The relative difference of the values calculated
with LUT and those calculated with IG of the gradients is in excess of 20% for most DVs
(Fig. 5.5) and up to 110% for the DVs located in proximity of the blade trailing edge
(Fig. 5.4).

The verified adjoint-based gradients are finally used to perform the constrained shape
optimization of the illustrative transonic turbine cascade. The selected gradient-based
optimization algorithm is the modified version of the nonlinear least-squares method
(SLSQP) [17].

The constrained optimization problem is formulated as

minimize
α

sgen(α) ,

subject to: βout = βout,0 ,
(5.14)

in which βout is the outlet flow angle with the correspondent constrained nominal value
βout. The results of the blade shape optimizations are termed LUT if fluid properties are
obtained from look-up tables and PR if properties are calculated with the Peng Robinson
model implemented in SU2. Figure 5.7 shows the optimized shapes highlighting, there-
fore, the differences. The convergence to the optimal solution of the constrained optimiza-
tion problem is reached in 10 iterations, and the final results are summarized in Tab. 5.1.
The results reported in Tab. 5.1 relative to the PR-based optimization are computed by
running LUT and using the optimized shape from PR. The LUT-based design leads to
a decrease in entropy generation by approximately 19.2%, whereas a decrease by about
12.0% if PR is used. For both optimizations, the constraint is met by a deviation below
0.05% with respect to the baseline outlet flow angle. Figure 5.6 reports the loss break-
down in terms of the kinetic energy loss coefficient of the cascade, computed according
to the procedure indicated in Ref. [18]. The optimization based on LUT results in lower
trailing edge losses and comparable boundary layer loss if compared to the PR-based de-
sign, thus resulting in overall better fluid dynamic performance. Figure 5.8 shows the
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Figure 5.5: Adjoint-based vs second order finite differences design gradients.

Mach number contours obtained from simulations of the flow around the baseline, LUT ,
and PR geometries.

These results show that the use of an accurate equation of state is essential to optimize
turbine cascades operating in the non-ideal flow regime as this can enable a considerable
attenuation of loss mechanisms occurring when the flow already reached ideal gas states.
Regarding the computational cost, the comparison of blade-shape optimizations described
here confirm the advantage of evaluating fluid thermophysical properties with a look-up
table algorithm outlined in Chap.4 (Fig.4.10).

Table 5.1: LS89 turbine cascade optimization results.

Baseline PR Opt. LUT Opt.
sgen [-] 0.020 0.018 0.017
βout [◦] 74.86 74.88 74.89
δsgen [-] 0.00 % −12.0 % −19.2 %
δβout [-] 0.00 % +0.03 % +0.04 %

5.4 Shape optimization of an axial ORC turbine stage
The test case described here represents an exemplary stage encountered in organic Rank-
ine cycle (ORC) turbines, operating in the non-ideal compressible fluid dynamic regime.
The constrained shape optimization problem of the axial stage depicted in Fig. 5.11 is
performed according to the following formulation

minimize
αi

sgen(αi) , i = 1, 2

subject to: P∗ > P∗0 ,
(5.15)
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Figure 5.6: Fluid dynamics loss breakdown in terms of the dimensionless kinetic energy
loss coefficient ζ. BL refers to the boundary layer, TE to the trailing edge and Tot. to the
total loss of the cascade. LUT base refers to the results obtained using ug-LUT for the
baseline geometry; LUT opt and PR opt refer to the results from the LUT-based and the
PR-based optimizations.
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Figure 5.7: Shape optimization results for the ls89 cascade, obtained from IG, PR, and
LUT .
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(a) Baseline - t = 0. (b) Optimization - t = 0.

Figure 5.8: Mach number contours plot obtained from the LUT simulations using the
baseline and optimized blade profiles.

in which P∗ is the dimensionless power of the stage defined as

P∗ =
w ṁ

ρ0,in yp u3
b

. (5.16)

Here, w is the specific work, ṁ the mass flow rate based on the blade pitch yp, ρ0,in the
total density at the stage inlet, and ub the blade speed. Table 5.2 reports the main simu-
lation parameters. A hybrid structured-unstructured mesh of approximately 70 000 grid
elements is adopted to guarantee a value of y+ ≈ 1 and the solution independence from
the number of elements. A second-order accurate Roe scheme [19] is used in combination
with the MUSCL approach and gradient limitation. The HB-based simulation results are
computed for one single input frequency, i.e., the blade passage frequency. A study on the
influence of a higher number of harmonics is suggested as future work. The current im-
plementation of the ug-LUT algorithm in SU2 does not yet allow the shape optimization
of multi-row turbomachinery. Due to this limitation, in this section, the optimizations are
based on PR.

The design variables are the 84 control points of the FFD boxes highlighted in Fig. 5.10.
Figure 5.9 shows the optimization evolution of the dimensionless entropy generation and
power. Additionally, in Fig. 5.9, the results from a steady state optimization in which the
blade-row interface is modeled by means of the mixing-plane (MP) method are reported.
Figure 5.11 depicts the baseline and the optimized blade shapes resulting from both the
steady and the unsteady-based optimization. The HB-based optimization leads to a reduc-
tion in the computed entropy generation by 4.2% whereas for the MP-based optimization
a decrease by 5.2% is observed. However, if the MP-based optimized blade profiles are
employed in a HB simulation, the decrease in entropy is approximately 1.2%. Further-
more, the HB-based optimization leads to a power output higher by 5.4% if compared to
the MP-based optimization results. From these findings, it can be inferred that the use
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Figure 5.9: ORC axial stage optimization history.

of unsteady automated design methods could provide a step change in the fluid-dynamic
performance of unconventional turbomachinery.

Table 5.2: Main simulation parameters of the axial ORC turbine stage.

Parameter Value Unit
Total inlet reduced temperature 1.1 [−]
Inlet compressibility factor 0.77 [−]
Expansion ratio 1.5 [−]
Isentropic load coefficient 1.0 [−]
Inlet turbulent intensity 5% [−]
Turbulent viscosity ratio 100 [−]
Working fluid R1234yf
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Figure 5.10: Free-form deformation box and design variables.
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Figure 5.11: Shape optimization for the subsonic test case.

5.5 Conclusions
This chapter documents the application of a fully-turbulent adjoint method to the unsteady
design of turbomachinery working in the non-ideal flow regime.

The following conclusions can be drawn.

• The adjoint-based sensitivities based on the harmonic balance(HB) method are ac-
curately computed and verified using second-order finite differences, for non-ideal
flow computations. The proposed adjoint method proved to be accurate if complex
thermodynamic models are adopted or if the requested thermodynamic properties
are computed via tabulation methods.

• The effectiveness of the method was demonstrated by performing a 2D constrained
shape optimization of two exemplary turbomachinery test cases operating in the
non-ideal flow regime: i) a stator subject to a periodic inlet working condition; ii) a
2-dimensional axial stage of an organic Rankine cycle power system.
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• The accuracy of the adopted thermodynamic model has an impact on the optimized
blade profiles. In the turbine stator analyzed, the optimization using the thermody-
namic model based on an EoS in the Span-Wagner functional form led to approxi-
mately 8% higher fluid dynamic performance if compared to the model based on a
cubic EoS.

• The combination of the HB-based adjoint and the use of thermodynamic models
based on look-up tables enables an efficient multi-row optimization in turboma-
chinery operating in non-ideal flow conditions.

• The use of the unsteady-based optimization method leads to better calculated fluid
dynamic performance if compared with the optimization based on steady state
methods. For the ORC turbine stage, the unsteady optimization led to an entropy
generation reduction by 4.2% whereas the steady state optimization a decrease by
1.2%.
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Automated design based on the adjoint method is a computationally efficient solu-
tion for constrained shape optimization if the number of design variables is large. For
turbomachinery, most of the adjoint-based optimization methods documented in the lit-
erature are based on steady state computational fluid dynamic simulations. Because of
the inherently unsteady nature of turbomachinery flows, methods that enable unsteady
optimization have the potential to improve current design paradigms. Given the currently
prohibitive computational cost of employing fully unsteady flow simulations in the op-
timization process, a procedure for the optimal design of turbomachinery that takes into
account the unsteady characteristics of the flow has been obtained by adopting reduced
order models.

This dissertation documents research work on reduced order models for the unsteady
adjoint-based optimization of turbomachinery. In particular, the work resulted in a new
fluid dynamic design optimization framework, implemented in the open-source code SU2,
based on a harmonic balance discrete adjoint solver. The framework is also capable of ac-
counting for fluid flows affected by non-ideal compressible fluid dynamic effects. There-
fore, it is suitable for the design of unconventional turbomachinery like organic Rankine
cycle turbines or supercritical CO2 Brayton cycle compressors.

The main contributions of the investigation can be summarized as follows

• A novel fully-turbulent adjoint solver based on the time-domain harmonic bal-
ance method is conceived and developed by using algorithmic differentiation. The
solver, based on the duality-preserving method, results in accurate design sensitiv-
ities and inherits the convergence properties of the primal flow solver.

• A new tabulation method for thermodynamic properties of fluids based on unstruc-
tured grids was implemented and proved to be efficient if compared with tabulation
methods based on structured grids. The merits of the tabulation method were suc-
cessfully tested with fluid dynamic simulations of turbomachinery operating in the
non-ideal compressible flow regime.

• The relevance of accurate predictions of fluid thermodynamic properties was also
quantified for the solution of optimal design problems related to turbomachinery
affected by non-ideal compressible fluid dynamics.

• The unsteady optimization procedure based on the HB method led to the prediction
of higher improvements in fluid dynamic performance if compared to the optimiza-
tions based on steady state methods with mixing-plane interface.

• The computational efficiency of optimal design calculations employing the adjoint
method and unsteady simulations performed with the harmonic balance method is
superior to those based on time-accurate simulations. However, if a large number
of input frequencies need to be resolved to obtain sufficiently accurate unsteady
simulations, the limiting factor becomes the memory requirements.
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6.1 Limitations and recommendations

The following main limitations and suggestions are outlined based on the findings of the
work presented in this dissertation.

• The current fluid dynamic design optimization framework can only deal with turbo-
machinery blade rows with equal angular pitch. A phase-shift boundary condition
needs to be implemented in order to investigate unsteady effects in multi-stage tur-
bomachinery with different angular pitches.

• Issues related to the high memory usage must be investigated in case the design
framework is used for the fluid dynamic optimization of 3D multi-stage turboma-
chinery.

• The current free-form deformation algorithm adopted as shape deformation method
is not suitable for 3D turbomachinery applications. The main issues of this ap-
proach are: i) difficulty in meeting the constraints on the end-wall and thus main-
taining the desired geometrical continuity properties; ii) lack of correspondence
between the design variables and the geometrical characteristic of turbomachinery
blades. A parametric representation of the design variables based on computer-
aided-design can be regarded as a potential solution to the limitations mentioned
above.

• In order to increase the computational efficiency of the primal flow solver, the fol-
lowing improvements shall be undertaken: i) extension of the multi-grid method
to the HB solver, including the HB source terms; ii) implementation of a fully-
coupled system of equations resolving all the time-instances together. In the current
implementation, each time instance is computed separately. In order to solve the
fully-coupled system of equations, a suitable preconditioner must be considered for
numerical stability.

• The HB method described in this dissertation is limited to the resolution of prob-
lems characterized by a known set of discrete frequencies.

6.2 Outlook

The results of the work documented in this thesis open up to the possibility to further
expand the work in these directions:

• The development of computationally efficient unsteady methods for turbomachin-
ery design is a key enabler to address multi-disciplinary problems. By leveraging on
the current unsteady optimization framework, for example, aero-mechanical design
problems can be tackled.
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• If the current HB method is extended to deal with an unknown set of input frequen-
cies, a new class of problems can be addressed. A relevant example of a turboma-
chinery optimization problem, which would require a time-accurate resolution of
the flow characteristics, is noise minimization.

• A hybrid time-accurate/HB method can be devised in which the flow solver is
based on a time-accurate algorithm whereas the adjoint solver is based on the HB
method. In quasi-periodic unsteady problems, this would enable the simultaneous
minimization of the memory storage and of the computational cost required by a
time-accurate adjoint solver.
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