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Preface

The general aim of this thesis is the study of detailed and scaling features
of a class of conservative interacting particle systems.

Inmathematical statistical physics, a challenging task is the rigorous deriva-
tion of the macroscopic laws arising from the underlying microscopic reality
of interacting components. The target laws are typically described in terms of
autonomous partial differential systems of first order in time, such as Fourier’s
law of heat conduction, Fick’s law of diffusion, as well as Euler’s conservation
equations and Navier-Stokes’ equations.

The mathematical procedure which connects the dynamics at micro and
macro scales is known as hydrodynamic limit (see the surveys [31], [32], [85],
[132]). In words, it consists of scaling down the size of the individual interact-
ing units, rescaling time accordingly, averaging over many of these units and
studying the evolution over macroscopic times of this average as governed by
macroscopic autonomous differential equations. Key feature here – compared
to other scaling procedures such as the thermodynamic limit – is that both
space and time undergo a rescaling to obtain a sensible limiting behavior.

Stochastic interacting particle systems (IPS) [98] are suitable microscopic
models for this mathematical investigation. Although the addition of stochas-
ticity to deterministic Hamiltonian models takes away from microscopic sys-
tems some of their adherence to reality, a wide portion of literature devoted
to the rigorous transition from micro to macro employs IPS, the gain being
two-fold: whilst, on the one side, IPS are more manageable than Hamiltonian
models as they do not require as many assumptions on their dynamical be-
havior as deterministic models do (see e.g. [32]), on the other side, they still
display – on appropriate scales – some of the key features of macroscopic sys-
tems, such as phase transitions, metastable behaviors or formation of shocks
(see e.g. [31]).

The number of microscopic models from which a given macroscopic law
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vi preface

emerges is typically large, i.e. the map which associates a microscopic to a
macroscopic description is, in general, far from being one-to-one. As a conse-
quence, even substantially different particle systems exhibit resembling behav-
iors at macroscopic scales. The study of this connection stands at the core of
the program of mathematical statistical physics.

Within this realm, an active line of research studies how the scaling be-
havior of stochastic systems is affected by the introduction of disorder at a
microscopic scale (see [111], [129], [130] for some of the first works in this
direction, e.g. [2], [10], [11], [127] and references therein for more recent de-
velopments). The analysis of the hydrodynamic limit of an interacting particle
system in dynamic random environment is the content of the first part of this
thesis.

The second part of the thesis focuses on a detailed property of conservative
interacting particle systems, and, more generally, of Markov processes, called
duality. This property refers to the possibility of studying a class of observ-
ables of the original system in terms of quantities of a – possibly simpler –
dual system. In the context of conservative particle systems, practically speak-
ing, this typically means that one may reduce the study of an observable of
many particles to an observable of a system consisting of just one or two par-
ticles. The observables which enable this connection are indicated as duality
functions.

As all exact methods, duality has the disadvantage of being a model depen-
dent property. In general, duality may hold for a pair of processes but fail for
small perturbations of either one or both of them. For instance, duality is a
key tool for some symmetric particle systems (see e.g. [62], [98], [126]), but
holds only for special asymmetric perturbations of these systems (see e.g. [21],
[22], [59], [123], [124]).

For this reason, part of the research about duality consists of systematically
finding, within a class of Markov processes, all pairs of dual processes and all
possible duality functions. In words, this is the plan of what is presented in
the second part of this thesis: within the context of conservative symmetric
particle systems, by means of generating function and spectral methods, we
characterize all dual processes and duality functions in a given factorized form.
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Chapter 1

Introduction

This section is devoted to a mathematical presentation of the main notions
and results to be found in the thesis.

Section 1.2 comes in form of an “expository route” throughout the chap-
ters of the thesis, whilst Section 1.3 sketches schematically the content of each
chapter. Section 1.1 is a panoramic introduction to the subject and its context.
For expert readers, this part may be skipped at a first reading.

1.1 An overview on interacting particle systems

The “reading of a wave”1 may turn from a contemplative and fulfilling
activity into a frantic and stressful experience if taken over by the impatience
of reaching a complete and definitive description of one’s observation.

Either to isolate a single wave from the ones that follow and precede it, or
to discern within a fixed 10×10 m square the propagation of all wave fronts
which collapse and fragment one against the other? Or, maybe, to get closer
to the shoreline, pull out of the pocket a microscope and trace a single wa-
ter molecule which rapidly clashes erratically against its companions until it
may, all of a sudden – and a bit fortuitously – jump right in front of its fellow
molecules? Or to keep track of all these features together, all at the same time,
at all scales, until, eventually, a new and unexpected occurrence enters and
dissolves the complex picture which one has, punctiliously, just put together?

What a scientist would be expected to do in this situation is to tame com-
plexity by reducing the observed reality to its simpler mechanisms.

1Free literal translation from the Italian lettura di un’onda [16].
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2 introduction

Thermodynamic systems. In this reduction, the first step to take would be
the identification of a precise and limited frame of observation. In the language
of physics, we may think of this operation as corresponding to the setup of a
thermodynamic system.

Examples that one may want to consider include the so-called open sys-
tems. If one is still observing a wave, there an open system may be anything
confined within a limited portion of sea, with water and energy flowing in
and out that region. Other examples of thermodynamic systems, depicted,
for instance, by the content enclosed in a bottle stirred by the sea waves, are
referred to as closed systems, for which the walls of the bottle forbid mass
exchange with the surroundings, although external forces may still act on it.
Idealized systems which are both closed and insensitive to any influence of the
surroundings are called isolated.

Separation of scales. The second step would consist of choosing a specific
scale – in space and time – at which to observe the system. Indeed, even though
physical laws are meant to be universal, at different scales the system is studied
by means of different sets of relevant observables, which, in turn, undergo
different physical descriptions. Hence, depending on the phenomena that the
physicist may want to catch, one scale may turn more suitable than another.

A classical separation is between macroscopic and microscopic scales.
On a macroscopic scale, the state of the system is described by a few con-

tinuous state variables, e.g. density, temperature, pressure etc., all following a
deterministic dynamics encoded in a set of partial differential equations. For
instance, the sea flow patterns are governed by hydrodynamic equations, such
as Euler, reaction-diffusion, Navier-Stokes, etc., equations. These differential
systems are versatile enough to depict some of the experimentally observed
phenomena of macroscopic physical systems. Typical examples may be the
formation and propagation of shock waves, the existence of metastable states
and their transition to stationarity.

On a microscopic scale, things look quite different. Indeed, by increasing
the degree of spatial resolution, one would see at some point water molecules
moving extremely fast and colliding against each other in a random like fash-
ion. There – up to ignoring quantum corrections [66] – the Hamiltonian dis-
crete world consists of a myriad of, for instance, molecules, atoms, particles,
etc., undergoing Newton’s equations of motions.

However, as long as these two pictures describe the same physical system,
it seems reasonable that they should “overlap”, if properly rescaled.
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To establish this connection is the program, commonly ascribed to the
works of Ludwig E. Boltzmann by the end of the 19th century (for an ex-
haustive historical reconstruction of this scientific trajectory, see e.g. [23]), of
statistical mechanics.

Statistical mechanics. Instead of opposing two views of reality – one re-
garded as a continuum whilst the other as made of discrete particles – statis-
tical mechanics aims at deriving the macroscopic laws of thermodynamics in
terms of the chaotic dynamics of its microscopic components. If successful,
this proceduremay elucidate on howmacroscopic phenomena emerge as result
of the concurrence of many microscopic effects as well as explain, for instance,
the origin of irreversible macroscopic laws (e.g. the law of increasing entropy,
i.e. the Second Law of thermodynamics) in the reversible laws of microscopic
physics [66], [133].

Therefore, rather than guided by the study of specific phenomena, statisti-
cal mechanics may be regarded as a route linking two theories: thermodynam-
ics for the macroscopic and kinetic theory for the microscopic picture of the
same system.

Since the heuristics of Boltzmann, later attempts to legitimate this program
were based mostly on physical rather than mathematical grounds, leaving un-
solved the problems of controlling the validity of the approximations made
and quantify the convergence of the schemes used [32]. This is the point where
mathematicians embarked on the task of developing mathematical structures
for statistical mechanics.

Equilibrium. In equilibrium mathematical statistical physics – when the
stationary distributions are given by the so-called Boltzmann weights
“exp(−βH )”, where H , the Hamiltonian, is the energy of a microstate – the
rigorous scaling procedure which connects the micro to the macro description
is known as thermodynamic limit. Gibbs measures are the basic tools within
the so-called thermodynamic formalism [122], developed by Dobrushin, Lan-
ford and Ruelle in the '60s of the last century. Within this framework, many
macroscopic equilibrium phenomena, such as phase transition and symmetry
breaking, may be derived as an outcome of the combination of Hamiltonian
descriptions at microscopic scales and thermodynamic limits.

Non-equilibrium. As opposed to equilibrium, non-equilibrium mathemati-
cal statistical physics deals with systems for which a Gibbsian description of



4 introduction

stationary distributions is not possible. Systems undergoing a net current of
mass or energy, current which may be induced, for instance, by a coupling of
the system with external baths at different temperatures or by the action of an
external field, are typical examples of non-equilibrium systems. A wide range
of complex phenomenologies, such as turbulence, dissipation, shocks, uphill
diffusions, etc., arise from non-equilibrium systems, which, in turn, may go
through transient as well as stationary non-equilibrium states.

At the current stage, whilst for thermostatics there is a well-established
formalism, for non-equilibrium thermodynamics all attempted formulations
so far all look much alike, but none of them has yet received a universal
recognition – and, actually, the existence itself of a “unifying theory” of non-
equilibrium is subject of debates.

For instance, a general framework to characterize stationary states – a non-
equilibrium counterpart of the thermodynamic formalism at equilibrium – is
missing in the context of non-equilibrium. Likewise, a crucial concept such as
that of entropy, which in equilibrium counts at least five different equivalent
formulations (Clausius’s entropy as the variation of heat over temperature;
Boltzmann’s entropy as a combinatorial entropy; Onsager’s entropy as a sta-
tistical force; entropy as a Lyapunov function in the context of gradient flows;
Kubo’s entropy in response theory), in non-equilibrium lacks of a solid inter-
pretation and all these equivalent formulations in the context of equilibrium
split up when lifting up to non-equilibrium (see e.g. [101], [102] and references
therein for further details).

For these reasons, for non-equilibrium systems the derivation of macro-
scopic laws from a microscopic description is much less understood than in
the context of equilibrium. Nonetheless, the production of a large inven-
tory of examples for which the transition micro-to-macro may be rigorously
established fits in the broader program of defining a definitive formalism of
non-equilibrium (see e.g. [58], [103] as recent works on some aspects of non-
equilibrium thermodynamics).

Ergodicity and mixing. In and out of equilibrium, partial differential equa-
tions governing macroscopic state variables should arise from the study of suit-
able averages of the microscopic activity. For general realistic systems, on one
side, to recover autonomous equations from this averaging procedure is, in gen-
eral, an infeasible task – one should integrate approximately 1023 “wildly cou-
pled” (and non-linear) differential equations. On the other hand, the chaotic
– more precisely, ergodic and mixing – behavior, though deterministic, of mi-
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croscopic systems, is commonly believed to be a key ingredient in the foun-
dations of statistical mechanics (see e.g. [32], [66], [132]) or, at least, if not
strictly necessary (see e.g. [15]), is expected to be of help in this direction.

However, the rigorous derivation of even one among the most classi-
cal equations of thermodynamics – the heat equation – from a deterministic
Hamiltonian many-particle system is beyond the reach of the present tech-
niques. Likewise, the understanding of deterministic chaos in classical Hamil-
tonian physical systems with a large number of degrees of freedom and its role
in the derivation of macroscopic autonomous equations remains mostly an un-
solved (and fascinating) problem [100] (for instance, see [5] for an overview
of old and new results on the notorious Fermi-Pasta-Ulam problem).

Stochastic interacting particle systems. One among other pragmatic mod-
eling strategies to overcome this steep obstacle – the ergodicity assumption –
has consisted, since the '70s of the 20th century (see e.g. [32] for one of the
first reviews on this subject), of rendering the interaction among the micro-
scopic components itself stochastic. In particular, if the whole configuration
is required to evolve in a Markovian way, i.e. the stochastic law that governs
the evolution depends solely on the present configuration, systems of this sort
are known under the name of (stochastic) interacting particle systems (IPS) (see
e.g. [98]).

The assignment of Markovian stochastic rules in place of a deterministic
mechanicalmodeling of themicroscopic reality, indeed, diverts towards amore
idealized description of real systems. However, these models are constructed
by following a sense of physical reality. For instance, conservation laws, such
as the local conservation of mass, may be imposed, as well as the choice of the
interactions among particles (e.g. repulsive, attractive, etc.) so to maintain the
canonical Gibbs measures as equilibrium measures of the stochastic system.
Furthermore, the time reversal invariance of Hamiltonian equations may be
mimicked by reversible stochastic IPS satisfying the so-called detailed balance
condition.

Initially developed in the context of probability theory by Spitzer [131]
and Dobrushin [37] in the late '60s, IPS offer a wide assortment of modeling
options in mathematical statistical physics. On one side, the simplification in
the derivation of macroscopic equations arises because randomness at a mi-
croscopic scale introduces an intrinsic mechanism of relaxation and mixing in
the system. On the other side, despite this simplification, the behavior of the
rescaled systems grasp some of the phenomenologies present in real systems.
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Moreover, this stochastic counterpart of Hamiltonian systems grafts a fruit-
ful exchange of concepts and ideas from and to a more abstract framework of
dynamical systems, as it has happened with statistical mechanics and ergodic
theory in the 20s century.

Hydrodynamic limit. The scaling procedure to relate the dynamics of IPS
at a microscale with the evolution of macroscopic quantities can be defined in
mathematically precise terms and is called hydrodynamic limit [31], [32], [85],
[132].

Once identified the macroscopic quantity of interest, e.g. the density of
mass, and the microscopic description of the system in terms of IPS, one con-
structs a suitable empirical average of convenient microscopic quantities, e.g.
an empirical average of the number of particles. The crucial idea lying behind
this scale separation is the introduction of a scaling parameter, say N ∈ N,
to be sent to infinity. Here, N adopts the interpretation of a coarse-graining
parameter: the smaller N is, the finer is the precision of the measurement
tools we are employing to observe the system and the microscopic motion is
registered, approximately, at its own internal time scale. As N grows, the mea-
surement precision of the system gets coarser and the microscopic time moves
enormously faster.

The task, then, is that of studying the convergence of the trajectory of the
rescaled empirical averages defined in terms of details of the microscopic IPS
to a macroscopic quantity. As one is dealing with stochastic processes, the con-
vergence result will have to be stated in probabilistic terms, and the program
will be successful if the microscopic contributions average out yielding closed
equations, referred to as hydrodynamic equation, for the limit macroscopic
quantity.

Local equilibrium. A system at a macroscale is a continuum described by
assigning at each element values of macroscopic state variables, e.g. density,
temperature, entropy etc. If the macroscopic system evolves according to a
hydrodynamic equation, then these values change accordingly. In a micro-
scopic description, the macroscopic element corresponds to an ensemble of
microscopic units, while these element’s values correspond to statistical local
averages over the states of the ensemble.

Hydrodynamics looks at the correct space-time scaling at which, first, par-
ticles, due to local conservation laws, locally approach a state close to equilib-
rium, i.e. the invariant measure at a certain density, temperature, entropy, etc.
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This condition is referred to in literature as local equilibrium. Then, particles
evolve in such a way to propagate this local equilibrium – parametrized by the
macroscopic observables’ values – according to the hydrodynamic equation
(for more details and precise mathematical definitions, see e.g. [31], [85]).

Donsker’s invariance principle and “invariance principles”. The good
stochastic ergodic and mixing properties of IPS are those that ensure propaga-
tion of local equilibrium, feature which turns hard to verify for microscopic
realistic models [32], [132]. This point should already justify the introduc-
tion of stochastic models – usually stochastically time-reversible – to derive
deterministic – irreversible – macroscopic equations.

A further reason may be found in the robustness of averaging with respect
to randomness. Donsker’s invariance principle [9] is probably the most exem-
plary result of this fact.

Indeed, to recover the most universal stochastic process of all – the Brow-
nian motion {Bt , t ≥ 0} – it suffices to suitably rescale an average of inde-
pendent and identically distributed random contributions {Xn, n ∈ N} of
zero mean and unit variance, regardless of the precise form of their probability
law. The flexibility in the modeling choices of these contributions awarded
this beautiful theorem with the name of “invariance principle”.

This is, of course, not the only result in probability theory that shows this
general feature of invariance when averaging with respect to randomness. The
law of large numbers and the central limit theorem are two other key results
that ground themselves in what may be referred to as invariance principles, i.e.
the property that the same phenomenon may be the effect of underlying very
diverse random activities.

Within this realm, the proof of a “new”Donsker’s invariance principle, i.e.
the convergence in law over finite time intervals of the trajectories of suitably
rescaled randomwalks to Brownian motion trajectories, corresponds, roughly
speaking, to the addition of a new “item” in the Brownian motion class – being
the random walks constructed out of the i.i.d. contributions {Xn, n ∈ N} as
described above only one among others.

Bymeans of hydrodynamic limits, invariance principles for the solution of
the heat equation, whose fundamental solutions may be represented in terms
of Brownian motion probability densities, is another traditional domain of
investigation. There, the question of convergence of rescaled random walks
to Brownian motion is replaced by that of convergence of rescaled empirical
density fields of interacting particle systems to macroscopic profiles solving
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the heat equation.

Random environments. The unveiling of all random objects which behave
alike in a certain limit, is, essentially, one of the ultimate goals of probability
theory and statistical physics. In particular, when studying hydrodynamics of
IPS, this question translates into the inquiry of those key features of IPS which
guarantee a prescribed limiting behavior.

The introduction of random impurities in microscopic systems, besides
adding some sense of physical reality to the modeling, fulfills this desire of
robustness in the mathematical modeling.

An extensive field of research has developed since the seminal works on
homogenization theory in the '70s [6], [89], [111], which later prompted prob-
abilistic investigations around random walks in random environment (RWRE)
[127], [129], [130], invariance principles and related questions around them.
A natural sequel has been the study of IPS in random environments [48], [57],
[68] and, for the first time, in the first chapter of this thesis we study hydro-
dynamics of a classical IPS – the simple symmetric exclusion process – in a
dynamic random environment (see also [116]).

Recent developments in non-equilibrium hydrodynamics. We have al-
ready mentioned above some reviews about the early accomplishments of
hydrodynamics for IPS. Nowadays, even though a general theory of hydro-
dynamics is still lacking, the field is extremely active and has advanced con-
siderably in the understanding of non-equilibrium phenomena via the study
of non-equilibrium IPS, i.e. particle systems either in contact with infinite-
capacity “conflicting” reservoirs or subject to space-time asymmetries in their
dynamics.

Within the remarkable recent developments, we mention the so-called
Macroscopic Fluctuation Theory (MFT) [7] as probably the only general the-
ory so far for the study of large deviations around the hydrodynamic limit
of open non-equilibrium IPS. Another milestone in the theory has proved
to be the so-called relative entropy method introduced by Yau (see e.g. [85,
Chapter 6]), recently adopted in [80] in the analysis of non-equilibrium fluc-
tuations around the hydrodynamic limit of weakly asymmetric IPS for which
no a priori knowledge of the stationary measures is required. Regarding non-
equilibrium fluctuations of asymmetric IPS and convergence to solutions of
the Kardar-Parisi-Zhang (KPZ) equation [82] (see also [71]), the seminal work
of Bertini and Giacomin [8] opened an extensive field of research, see e.g. [29],
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[67], [115] and references therein.
We conclude by mentioning the interplay between IPS and econophysics

[24], which, in turn, is closely related to heat conduction and mass transport
problems in statistical physics [64], [109]. The study of wealth distribution
models, in which agents are modeled as spatial variables – and, typically, as
nodes of random graphs – and money as particles/energy moving from agent
to agent, has proved to be a challenging frontier of application and inspiration.

Duality and interacting particle systems. IPS are not interesting only
when observed at a macroscopic scale. Indeed, the detailed study of exact
properties of IPS acquired its own physical and mathematical interest.

For instance, in the understanding of microscopic structures in stationary
non-equilibrium systems, the matrix ansatz method [34] (see also [99]) for
the simple symmetric exclusion process in contact with reservoirs at different
densities has been one of the most remarkable. In this direction, for analogous
microscopic models, duality (see e.g. [98]) plays nowadays a significant role,
see e.g. [20], [21], [22], [86].

This has lead to a whole line of investigation around duality and charac-
terization of duality for IPS, see e.g. [62]. In particular, the third and forth
chapters of this thesis go in this direction: while the third chapter focuses on
the characterization problem for symmetric IPS (see also the second part of
this introduction or [117]), the forth chapter deals with duality from a spectral
point of view, providing, among other results, a characterization of finite state
space Siegmund duality (see also [119]).

In the last chapter of this thesis, we present an application to econophysics,
generalizing a wealth distribution model previously studied in [73], [83] based
on a combination of splitting and exchange of wealth among agents. There,
guided by the algebraic structure of infinitesimal Markov generators linked to
well-known IPS (see e.g. [19]), we obtain full information about self-duality
for these wealth distribution models.

1.2 Self-duality for symmetric interacting particle sys-
tems

Duality for Markov processes is the ritournelle throughout the chapters of
this thesis. In particular, we focus on the related notion of self-duality and its
connotation in the context of conservative particle systems. Within this frame-
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work, we derive hydrodynamic limits in dynamic random environment as an
application of self-duality and discern which systems are – and are not – self-
dual in this sense.

We start by introducing the notion of duality for two generic Markov pro-
cesses {ξt , t ≥ 0} and {ηt , t ≥ 0} with corresponding state spaces X̂ and X
and infinitesimal generators L̂ and L. To avoid technicalities in this exposition,
e.g. to specify function spaces, crucial subtleties about domains of generators,
etc., we restrict now to the case of finite state spaces.

Duality with respect to a function. We say that the two processes are dual
with duality function D : X̂ × X → R defined on the product of the two state
spaces if the action of L̂ on D w.r.t. the left variables equals the action of L on
D w.r.t. the right variables, i.e.

L̂leftD(ξ, η) := L̂D(·, η)(ξ) = LD(ξ, ·)(η) =: LrightD(ξ, η) , (1.1)

for all ξ ∈ X̂ and η ∈ X, where the subscript “left”, resp. “right”, refers to the
action of an operator on the left, resp. right, variables.

In words, by integrating over time the relation in (1.1), duality w.r.t. the
function D (to which we refer as simply duality when no emphasis on the
specific form of the duality function D is strictly required) means that the
expected outcome of the observable D , which depends on the state of both
processes, is the same whether either we evolve one process while the other
stays still, or viceversa. More precisely,

Êξ [D(ξt , η)] = Eη [D(ξ, ηt )]

for all ξ ∈ X̂, η ∈ X and t ≥ 0. This connection may come as a consequence
of a coupling of the two processes, but, in general, duality is a notion only
concerning the distribution of the two processes w.r.t. special observables of
the joint system. The “non-triviality” of these special observables measures
the relevance of duality. For instance, the constant function is always a duality
function for any pair of Markov processes, but carries no information about
the underlying stochastic dynamics.

An evident advantage of the duality property is when one of the two pro-
cesses is considerably simpler to study. A typical situation occurs when the
process {ηt , t ≥ 0} is a system with many particles, while {ξt , t ≥ 0} consists
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of only a few particles. Another instance of duality occurs when informa-
tion about stochastic models for genetic evolutions, such as Wright-Fisher and
Moran-type of models, may be related to dual genealogical processes, as e.g.
the so-called Kingman coalescent processes (see e.g. [38]).

Self-duality, I: self-duality w.r.t. a function. As a special case, we give an ad
hoc name to duality when the two processes under consideration are equal in
distribution, namely when L̂ = L. In this situation, we speak about self-duality
w.r.t. a function:

A Markov process {ηt , t ≥ 0} is self-dual with self-duality func-
tion D : X × X → R if (1.1) holds for all ξ, η ∈ X with L̂ = L.

This definition of self-duality holds for any Markov process and, in particular,
for the following class of interacting particle systems (IPS), which we intro-
duce below and which will be the main object of our study.

Conservative factorized symmetric IPS. The particles hop on a discrete
space, say (V ,∼), consisting of finitely many sites, which we typically de-
note by x, y, z ∈ V , and for which there exists a nearest-neighboring rela-
tion “∼”. Additionally, we assign to all unordered pairs, say {x, y}, of nearest-
neighboring sites a positive weight c({x, y}).

Next, we associate to each site a so-called single-site state space, say F . In
this introductory exposition, for the sake of notational convenience, we stick
to either F = {0, 1} or F = N0 = {0, 1, . . .}, but more general choices –
such as F = {0, 1, . . . , α} ⊂ N0 and site-dependent spaces {Fx, x ∈ V } –
will be considered in e.g. Chapter 3. In all these cases, the integer number
η(x) has the interpretation of number of particles sitting at site x ∈ V in the
particle configuration η ∈ F V . We call F V the configuration space and η(x)
the occupation variable at x ∈ V .

At last, we describe the evolution of the particle system by specifying its
infinitesimal generator L acting on functions ϕ : F V → R as follows:

Lϕ(η) =
∑
x∼y

c({x, y}) L {x,y }ϕ(η) , (1.2)

where the sum above runs over all unordered pairs of nearest-neighboring sites,
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L {x,y }ϕ is given by

L {x,y }ϕ(η) = g (η(x)) ℎ(η(y)) (ϕ(η x,y ) − ϕ(η))
+ g (η(y)) ℎ(η(x)) (ϕ(ηy,x ) − ϕ(η)) , η ∈ F V , (1.3)

and η x,y denotes the configuration obtained from η by removing a particle at x
and placing it at y ∈ V – provided that there is a particle at x . The rates of these
particles’ jumps are determined by the interaction functions g, ℎ : F → R+
which satisfy the following basic assumptions:

(i) g (0) = 0 and, for all n ∈ F \ {0}, g (n) > 0.

(ii) ℎ(0) > 0 and, if F = {0, 1}, ℎ(1) = 0.

We may refer to this class of interacting particle systems as conservative, fac-
torized and symmetric IPS. Indeed, the dynamics preserves the total number
of particles, the jump rates of each particle depend only on the number of
particles in the departure and arrival sites in a factorized way and, in words,
the interaction involving two neighboring sites is symmetric w.r.t. site inter-
change. More formally, besides c({x, y}) = c({y, x}) by definition, we have
L{x,y }Ψ{x,y } =Ψ{x,y }L{x,y }, where

Ψ{x,y }ϕ(η) = ϕ(η {x,y }) and η {x,y }(z) =


η(z) if z , x, y
η(y) if z = x
η(x) if z = y .

(1.4)

We remark that, although this class of IPS are far from exhausting the list
of conservative IPS being stationary w.r.t. product measures (see e.g. [90] for
a more general discussion on this), from detailed balance computations it fol-
lows that these IPS admit a whole one-parameter family of stationary (actually
reversible) homogeneous product measures {⊗x∈V νλ, λ ∈ ∆ ⊂ (0,∞)} with
marginals given by

νλ(n) =
λn

Zλ

n∏
m=1

ℎ(m − 1)
g (m)

,

for all n ∈ F (see Chapter 3 for more details).
Some notorious examples of interacting particle systems fall into this class.
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For the following choice of interaction functions2

g (n) = n and ℎ(n) = 1 + σn , n ∈ F ,

one obtains:

(a) The symmetric exclusion process (SEP) for σ = −1 and F = {0, 1}.

(b) A system of independent random walkers (IRW) for σ = 0 and F = N0,

(c) The symmetric inclusion process (SIP) for σ = 1 and F = N0.

Given the interaction functions

g (n) ≥ 0 and ℎ(n) = 1 , n ∈ F ,

one recovers, for the choice F = N0,

(d) The symmetric zero-range process with interaction function g .

A first application of duality: hydrodynamics. The first three examples of
IPS presented above, namely SEP, IRW and SIP, posses a form of self-duality
which we now derive and which proves to be immediately useful when deriv-
ing hydrodynamic limits.

In this setting, we start from a scaling parameter N ∈ N – to be sent to
infinity – and a suitable sequence of (finite) discrete spaces {VN , N ∈ N}which
suitably “approximate” a macroscopic spaceM ( VN

N ⊂ M and “VN
N → M as

N → ∞”, where typically eitherM = Td or Rd ). Moreover, we consider the
sequence of empirical density fields {XN

· , N ∈ N} associated to either one of
these three particle systems on {VN , N ∈ N}:

X
N
t =

1
|VN |

∑
x∈VN

δ x
N
ηtϑN (x) , t ≥ 0 ,

where δ x
N
is the Dirac distribution onM concentrated in x

N ∈
VN
N , |VN | is the

cardinality of VN and ϑN is a suitable time-scaling factor.
The study of the time evolution of these empirical averages requires an

analysis of the evolution of the corresponding occupation variables. Hence, by
2As we will see later in this section and in Chapter 3, the value 1 in the expression of ℎ does

not play any crucial role for what we present and may be replaced by a generic α ∈ N or R+,
but we choose it here for agility in this exposition.
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applyingDynkin’s formula to the function ϕ : F VN → R given by ϕ(η) = η(x)
for all x ∈ VN , we obtain

dηt (x) = Lηt−(x) dt + dMt (x) ,

where {Mt (x), t ≥ 0} is a martingale for all x ∈ VN . The action of the
generator L on the observable η(x) reads as follows:

Lη(x) =
∑
y:y∼x

c({x, y}) L {x,y }η(x) , (1.5)

where, for σ ∈ {−1, 0, 1},

L {x,y }η(x) = η(x) (1 + ση(y)) (−1) + η(y) (1 + ση(x)) (+1) . (1.6)

In words, c({x, y}) η(x) (1 + ση(y)) is the rate at which a particle leaves x
and reaches y, whilst c({x, y}) η(y) (1 + ση(x)) is the rate at which a particle
jumps from y to x . After cancellation of the terms ση(x)η(y) in (1.6), we read
out from the expression in (1.5) the action of the generator A associated to a
continuous-time symmetric (recall that c({x, y}) = c({y, x})) randomwalk on
VN , i.e.

Lη(x) =
∑
y:y∼x

c({x, y}) (η(y) − η(x)) = Aη(x) , x ∈ VN ,

where A should be interpreted as acting on the function η : VN → Rw.r.t. the
x -variable. This is a first instance of duality between either one of the systems
SEP, IRW or SIP (σ = −1, 0 or 1, respectively) and a symmetric random walk
on the same discrete space, in which the duality function D : VN × F VN → R

is given by D(x, η) = η(x):

AleftD(x, η) = LrightD(x, η) .

Then, we obtain a system of SDEs – linear in the drift part –{
dηt (x) = Aηt−(x) + dMt (x)
η0(x) = η(x) , x ∈ VN ,
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for which, in “column” notation,

ηt = e t Aη +
∫ t

0
e (t−s)AdMs , t ≥ 0 ,

is the unique solution, where {e t A, t ≥ 0} denotes the Feller semigroup asso-
ciated to the continuous time symmetric random walk with generator A. As
a consequence, the empirical density field {XN

t , t ≥ 0} decomposes in a first
deterministic term (its mean) and a second term containing all stochasticity of
the particle dynamics (“noise” around its mean).

As a consequence, up to choose the scaling factor ϑN such that the noise
part of the empirical density fields vanishes in probability as N → ∞, the
program of deriving the hydrodynamic equation for either SEP, IRW or SIP
in {VN , N ∈ N} comes down to the following:

(i) Consistency of the initial conditions. At the starting time, the empirical
density fields converge in probability to a macroscopic density profile
ρ• : Y → [0, 1].

( ii) Invariance principle. All rescaled randomwalks with generator A and ar-
bitrary starting positions converge in law to suitable diffusion processes
onM with generator A.

Here, duality proves to be a powerful tool as it boils down the study of the
evolution of an interacting particle system to that of a single-particle, which
moves in VN without any interaction.

Duality and hydrodynamics: generalizations. This strategy to derive the
hydrodynamic equation via duality applies to more general scenarios.

For instance, to the case of SEP, IRW and SIP in an infinite discrete space,
e.g.VN = Z

d , in which the existence and non-explosion of the particle system
is a priori not-guaranteed for all initial configurations.

A second instance is that of particle systems in random environments. In
particular, for the particle systems with time-dependent infinitesimal genera-
tor

Ltϕ(η) =
∑
x∼y

ct ({x, y}) L {x,y }ϕ(η) , (1.7)
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with

L {x,y }ϕ(η) = η(x) (αy + ση(y)) (ϕ(η x,y ) − ϕ(η))
+ η(y) (αx + ση(x)) (ϕ(ηy,x ) − ϕ(η)) ,

where

(i) c = {ct ({x, y}), t ≥ 0, x ∼ y} represent dynamic (=time-dependent)
bond inhomogeneities, also known as conductances.

( ii) α = {αx, x ∈ V } represent static (=time-independent) site inhomo-
geneities.

Note that, in case of symmetric exclusion process (SEP, σ = −1), αx ∈ N

has the interpretation of maximal capacity of the site x ∈ V , while, for IRW
(σ = 0) and SIP (σ = 1), αx ∈ (0,∞) stands for attraction parameter of the site
x ∈ V .

In presence of random environment (c,α), firstly, detailed balance holds
at all times w.r.t. a time-independent one-parameter family of product inho-
mogeneous (with α) measures (see Section 3.a for more details). Secondly, the
duality to be established is between the particle system and the random walk
evolving “backward” in the same environment and whose time-dependent in-
finitesimal generator is given by

At f (x) =
∑
y:y∼x

ct ({x, y}) αy ( f (y) − f (x)) ,

with duality function D(x, η) = η(x)
αx

(see Section 3.a).
Part of this program is presented in full details in Chapter 2 of this the-

sis for the symmetric simple exclusion process (SSEP) in Zd (which corresponds
to SEP in Zd with αx ≡ 1 and nearest-neighbor interactions) in presence of
dynamic and uniformly bounded conductances. There, we prove existence and
non-explosion of the process for all initial conditions via a graphical construc-
tion and derive the hydrodynamic equation from the invariance principle of
the dual random walk – a random walk in dynamic random environment.

Jointly factorized duality. A simple computation showed that particle sys-
tems SEP, IRW and SIP are dual to a random walk – a one-particle system –
with duality function D(x, η) = η(x). With a bit more effort, one shows that
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SEP, IRW and SIP are dual to a system of two indistinguishable particles with
duality function

D({x, y}, η) =

{
η(x) η(y) if x , y
η(x) (η(x) − 1) if x = y ,

where the two particles evolve according to the interaction rules of SEP, IRW
and SIP, respectively.

This fact continues to hold also when considering dual systems of three,
four, . . . , n particles evolving with the same interaction rules and, moreover,
always with duality functions in the following factorized form:

D(ξ, η) =
∏
x∈V

d(ξ(x), η(x)) , (1.8)

where ξ, η are configurations of particle systems of either SEP, IRW or SIP
type. We give duality functions D : F V × F V → R in the form above the
name of jointly factorized duality functions and to the function d : F × F → R
the name of single-site duality function.

The explicit expression of some of these duality functions may be found
in Section 3.1.4 of Chapter 3. Although, in general, the function d = d(k, n)
depends on the parameter σ ∈ {−1, 0, 1}, the single-site duality function d =
d(k, n) obtained is such that

d(1, n) is not a constant function of n ∈ F (1.9)

and

d(0, n) = 1 for all n ∈ F . (1.10)

Without the latter requirement, the duality function D =
∏

x∈V d would de-
generate in case of infinite systems in duality with finite systems (see Section
3.1.2 in Chapter 3 for further details on this condition). We refer to jointly fac-
torized duality functions for which both conditions (1.9)–(1.10) hold as being
“non-trivial” (see Sections 3.1.4–3.1.5, as well as Section 3.2 for another notion
of “non-triviality” which we call measure determining).

Self-duality, II: jointly factorized self-duality for conservative IPS. Be-
sides the explicit expression of the duality functions, we just showed that SEP,
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IRW and SIP are dual w.r.t. a non-trivial jointly factorized duality function to
systems of n particles interacting with the same rules. This is the definition of
jointly factorized self-duality for conservative IPS which we adopt:

A conservative interacting particle system is jointly factorized self-
dual if systems of n andm particles are dual w.r.t. a non-trivial jointly
factorized duality function for any choice of n,m ∈ N, even n , m.

Chapter 3 is devoted to the problem of determining which conservative
factorized symmetric particle systems are self-dual in the above sense and find-
ing systematically duality functions in a jointly factorized form.

A first partial answer to the characterization of self-dual (II) conservative
IPS is the content of Theorem 3.3 in Chapter 3. There, we prove that, within
the class of conservative factorized symmetric IPS, the only systems which are
jointly factorized self-dual (see (1.8), (1.9) and (1.10)) must be one among SEP,
IRW and SIP (and their generalizations as in (1.7), see also Theorem 3.27).

Theorem 3.3. Let {ηt , t ≥ 0} be a conservative particle system with infinitesi-
mal generator L as given in (1.2)–(1.3). Suppose that it is self-dual with a jointly
factorized duality function

D(ξ, η) =
∏
x∈V

d(ξ(x), η(x))

as in (1.8) and the single-site duality function d = d(k, n) satisfies conditions (1.9)
and (1.10). Then, depending whether σ ∈ {−1} or {0, 1}, there exists a value
α ∈ N, resp. (0,∞), such that

g (n) = n
ℎ(n) = α + σn ,

for all n ∈ {0, 1, . . . , α}, resp. N0.

As a consequence, the only self-dual symmetric zero-range process admit-
ting this type of duality functions must be a system of independent random
walkers.

The rest of Chapter 3 is dedicated to the characterization of all jointly fac-
torized (self-)duality functions (among them the so-called orthogonal polyno-
mial duality functions, previously obtained by explicit computations in [55])
for SEP, IRW and SIP. Main ingredients are a special relation of jointly fac-
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torized duality functions with stationary product measures (Section 3.2) and
so-called intertwining relations between particle systems and their associated
(possibly degenerate or improper) diffusion counterparts (Section 3.4).

Symmetries and intertwinings. Out of the framework of non-trivial
jointly factorized dualities, yet the question whether other conservative parti-
cle systems than SEP, IRW and SIP are self-dual w.r.t. other duality functions
remains unanswered.

In the problem of finding and characterizing duality for a Markov process,
key ingredients are symmetries of the generator, i.e. operators S that commute
with the generator:

S L = L S .

Various self-duality relations follow whenever symmetries S and self-duality
functions D for L are available. Indeed,

LleftSleftD = SleftLleftD = SleftLrightD = LrightSleftD ,

from which it follows that also D̃ = SleftD is a self-duality function for L.
In the context of conservative particle systems, self-dualities for SEP, IRW

and SIP have been thoroughly studied by means of Lie algebraic techniques
in e.g. [19], [62], developing on earlier results in the pioneering work [126],
where isomorphisms between stochastic particle systems and integrable quan-
tum chains in one dimension shed light on self-dualities for symmetric as well
as asymmetric systems (see also [123] and [135]). The advantage of these tech-
niques is that, by viewing the infinitesimal generators of those particle systems
as discrete representations of “special” (=central) elements of appropriate co-
product Lie algebras, a full assortment of symmetries for L becomes at once
accessible. If, in addition, a reversible measure µ for the particle system is
known – and, for the systems there considered, this is the case – all these sym-
metries acting on the so-called “cheap” self-duality function Dcheap = diag( 1µ )
yield further self-duality relations (see e.g. [19], [21], [22] for an overview of
the method).

Althoughwe need not employ this Lie algebraic point of view until the end
of Chapter 5, we, indeed, consider in various spots of the thesis generalizations
of symmetries – referred to as intertwiners – as effective tools to produce du-
ality relations. Roughly speaking, intertwiners of two generators L and L̂ are
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operators Λ for which the following intertwining relation holds:

L̂ Λ = Λ L ,

yielding, as a consequence, that the intertwiner is a symmetry for L as soon as
L̂ = L.

Intertwining relations, besides their utility in the generation of duality
relations, acquire probabilistic interpretations – interesting on their own –
anytime the intertwiner Λ is a stochastic operator. In fact, this will be the
case in Appendix 3.b where we study “ladder” variants of symmetric exclusion
processes, as well as in Section 3.4 of Chapter 3 and in Section 4.5 of Chapter 4
in whichwe establish intertwining relations between particle systems and their
continuum counterparts and between particle systems with different number
of particles, respectively.

We refer to Section 3.4 and Theorem 3.19 (see also Theorem 4.15) for a
more extensive account on this notion and its relation to duality.

Duality and eigenfunctions. Abstracting the quest of duality relations from
specific instances such as the explicit jointly factorized formof the duality func-
tions as well as the knowledge of intertwiners, in Chapter 4, based on linear
algebraic considerations, we adopt a point of view which turns to be rather
powerful for the problem of existence and characterization of dualities for fi-
nite state space Markov processes and, in particular, for two specific situations:
the study, on the one side, of Siegmund duality for monotone processes on fi-
nite totally ordered spaces (Section 4.4) and, on the other side, self-duality for
conservative particle systems on finite spaces (Section 4.5). We present the
main ideas of this approach by starting from the following observations.

Given two infinitesimal generators L̂ and L, if λ ∈ C is a common eigen-
value for the two generators with associated eigenfunctions ψ̂ and ψ, then
D(ξ, η) = ψ̂(ξ)ψ(η) is a duality function. Indeed,

L̂left ψ̂(ξ)ψ(η) = λ ψ̂(ξ)ψ(η) = Lright ψ̂(ξ)ψ(η) .

Furthermore, if {λi} is a collection of common eigenvalues with associated
eigenfunctions {ψ̂i} and {ψi}, then

D(ξ, η) =
∑
k

ai ψ̂i(ξ)ψi(η)
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is a duality function for all {ai} ⊂ R.
Pushed by analogous considerations, all duality functions between finite

state space generators can be expressed in terms of linear combinations of prod-
ucts of eigenfunctions associated to common eigenvalues (if the generators –
viewed as matrices – are diagonalizable, then this statement is correct; if not, it
becomes correct up to replace eigenfunctions with generalized eigenfunctions,
see Theorem 4.10 in Section 4.3 for further details). As a consequence, for a
pair of diagonalizable generators L̂ and L, the larger the number of eigenval-
ues they share is, the “richer” the family of duality functions between them
is. Within this realm, L̂ and L must be in “maximal” duality whenever the
number of eigenvalues (with multiplicities) in common is maximal, i.e. when
the generators L̂ and L are spectrally consistent:

Σ (L̂) ⊂ Σ (L) or Σ (L) ⊂ Σ (L̂) ,

where Σ (L) denotes the spectrum (with multiplicities) of L.
These considerations on maximal – in the sense of spectrum of generators

– duality lead us to a third notion of self-duality for conservative IPS.

Self-duality, III: spectral self-duality for conservative IPS. For conserva-
tive interacting particle systems, “rich” dualities between systems with differ-
ent number of particles may be expressed in terms of the notion of “spectral
consistency” duality introduced above.

Given a conservative particle system in F V with infinitesimal generator L,
we denote by Ln the generator of the system confined to the invariant subset of
configurations with n ∈ N particles. With this notation, we introduce below
the notion of spectral self-duality for conservative IPS:

A conservative interacting particle system is spectrally self-dual
if generators associated to systems of n and m particles are spectrally
consistent, i.e. any of

Σ (Ln) ⊂ Σ (Lm) and Σ (Lm) ⊂ Σ (Ln)

holds, for any choice of n,m ∈ N, even n , m.

We have seen above (and will formally prove in Chapter 3) that SEP, IRW
and SIP are jointly factorized self-dual conservative IPS. In Theorem 4.23 in
Chapter 4, we show that, actually, SEP, IRW and SIP are also spectrally self-
dual. In particular, we obtain that jointly factorized self-duality (II) implies
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spectral self-duality (III) within the class of conservative factorized symmetric
IPS which we consider.

Examples of (non-)spectrally self-dual conservative IPS. However, spec-
tral self-duality (III) – which does not, in general, implies jointly factorized
self-duality (II) – may provide an alternative and more abstract framework to
explore self-duality for more general conservative IPS. Indeed, as shown in
Theorem 3.3, jointly factorized self-duality (II) cannot be expected for conser-
vative factorized symmetric particle systems other than SEP, IRW and SIP.
Nonetheless, the quest of an informative self-duality relation – necessarily in a
non-jointly factorized form – may be pursued e.g. for general zero-range pro-
cesses via direct inspection of the spectrum of their generators.

To this purpose, in Section 4.5we present a small inventory of well-known
conservative IPS for which we prove – or disprove, at least on extremely sim-
plified spatial structures (V ,∼) – spectral self-duality.

Self-dualities I, II, III: a recap. We started from a rather weak definition of
self-duality – self-duality w.r.t. a function (I) – if the self-duality function D is
not further characterized – recall that the constant function D ≡ c is always
a duality function between any two Markov processes. Hence, guided by the
idea of studying observables of a many-particle system in terms of those of a-
few-particle system, we looked for notions of self-duality relating – via duality
– particle systems with different number of particles.

Depending on the form of the duality functions involved in these duality
relations between n-particle andm-particle systems, we identified two notions
of self-duality for conservative IPS. On the one side, we speak about jointly
factorized self-duality (II) if “non-trivial” jointly factorized duality functions –
which play a central role in the study e.g. of hydrodynamic limits (see also the
beginning of Chapter 3 for further applications) – are employed. On the other
side, when we ask that the spectra of Markov generators are, roughly speaking,
“nested” one into the other – which in case of reversible IPS corresponds to the
existence of “full-rank” duality functions – we speak about spectral self-duality
(III).

In the general context of conservative IPS, while it is clear that the first
notion (I) always comes as a consequence of notions (II) and (III), the rela-
tion between (II) and (III) is somehow a bit more subtle because the definition
of “non-triviality” of the jointly factorized duality functions alone does not
seem to yield “full-rank” duality functions. However, from the characteriza-
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tion of all jointly factorized self-dual conservative, factorized and symmetric
IPS (Theorem 3.3) and Proposition 4.24 – which proves that a class of jointly
factorized duality functions are indeed “full-rank”– notion (II) yield (III) in
this specific context.

1.3 Outline of the thesis

Here below we detail – to some extent – the main matter of all subsequent
chapters. All chapters are based on publications – to be found either in jour-
nals, conference proceedings or currently submitted – reported therein.

Chapter 2. Symmetric simple exclusion process in dynamic environment:
hydrodynamics. We consider the symmetric simple exclusion process in Zd
with quenched bounded dynamic random conductances and prove its hydro-
dynamic limit in path space. The main tool is the connection, due to the
self-duality of the process, between the single particle invariance principle
and the macroscopic behavior of the density field. While the hydrodynamic
limit at fixed macroscopic times is obtained via a generalization to the time-
inhomogeneous context of the strategy introduced in [108], in order to prove
tightness for the sequence of empirical density fields we develop a criterion
based on the notion of uniform conditional stochastic continuity, following
[137].

Based on a joint work with Frank Redig (TU Delft) and Ellen
Saada (Paris V):

[116] Redig, F., Saada, E. & Sau, F. Symmetric simple exclu-
sion process in dynamic environment: hydrodynamics.
arXiv:1811.01366 (2018). In the revision process for Electronic
Journal of Probability.

Chapter 3. Jointly factorized duality, stationary product measures and
generating functions. We find all jointly factorized self-duality functions
for a class of interacting particle systems, namely those that we call “conserva-
tive factorized symmetric” IPS. The functions we recover are self-duality func-
tions for interacting particle systems such as symmetric exclusion processes,
independent random walkers and symmetric inclusion processes, as well as
duality and self-duality functions for their continuous counterparts.
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The approach is based on, firstly, a general relation between jointly fac-
torized duality functions and stationary product measures and, secondly, an
intertwining relation provided by generating functions. For the interacting
particle systems, these self-duality and duality functions turn out to be gener-
alizations of those previously obtained in [62] and, more recently, in [18] and
[55]. Thus, we discover that only these two families of jointly factorized dual-
ities cover all possible cases. Moreover, the same method discloses all jointly
factorized self-duality functions for interacting diffusion systems such as the
Brownian energy process, where both the process and its dual are in continu-
ous variables.

We further explore in one of the appendices jointly factorized duality and
self-duality functions for conservative interacting particle as well as diffusion
systems in presence of a (quenched) random environment obtained as com-
bination of dynamic conductances and static site inhomogeneities. For these
systems we obtain characterization of jointly factorized self-dual particle sys-
tems and recover – on the same footing as for homogeneous systems – all (self-
)duality functions in a jointly factorized form.

Based on a joint work with Frank Redig (TU Delft):

[117] Redig, F. & Sau, F. Factorized Duality, Stationary Product
Measures and Generating Functions. Journal of Statistical
Physics 172, 980–1008 (2018).

Chapter 4. Duality and eigenfunctions. We start from the observation
that, anytime two Markov generators share an eigenvalue, the function con-
structed from the product of the two eigenfunctions associated to this common
eigenvalue is a duality function. We push further this observation and provide
a full characterization of duality relations in terms of spectral decompositions
of the generators for finite state space Markov processes. Moreover, we study
and revisit some well-known instances of duality, such as Siegmund duality,
and extract spectral information from it. Next, we use the same formalism to
construct all duality functions for some solvable examples, i.e. processes for
which the eigenfunctions of the generator are explicitly known.

We conclude the chapter by reconsidering the problem of finding self-
duality relations for conservative particle systems. In view of this spectral
characterization of duality and by means of intertwining relations between
systems with different number of particles, we first prove what we call “spec-
tral self-duality” for SEP, IRW and SIP. Then, by going through the direct
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computation of spectra of Markov generators, we “disprove” the same prop-
erty for other simple conservative particle systems of zero-range type.

Based on a joint work with Frank Redig (TU Delft):

[119] Redig, F. & Sau, F. Stochastic Duality and Eigenfunctions.
in Stochastic Dynamics Out of Equilibrium (eds. Giacomin,
G., Olla, S., Saada, E., Spohn, H. & Stoltz, G.) 621–649
(Springer International Publishing, 2019).

Chapter 5. Generalized immediate exchange models and their symme-
tries. We reconsider the immediate exchange model (IEM) with its discrete
counterpart (IEMd) and define a more general class of models where mass is
split, exchanged and merged. By relating the splitting process of IEMd to the
symmetric inclusion process via “thermalization”, we obtain symmetries and
self-dualities for the generalized discrete immediate exchange model. We show
that analogous properties hold for models where the splitting is related to the
symmetric exclusion process, independent random walkers or interacting dif-
fusions.

Based on a joint work with Frank Redig (TU Delft):

[118] Redig, F. & Sau, F. Generalized immediate exchange models
and their symmetries. Stochastic Processes and their Applica-
tions 127, 3251–3267 (2017).





Part I

Scaling limits in dynamic
random environment





Chapter 2

Symmetric simple exclusion
process in dynamic
environment: hydrodynamics

Dynamic random environments are natural quantities to be inserted in
probabilistic models in order to make them more realistic. But studying such
models is challenging, and for a long time only models endowed with a static
environment were considered. However, random walks in dynamic random
environment (RWDRE) have been extensively studied in recent years (see e.g.
[1], [2], [3], [10], [12], [35], [120] and references therein) and several results
on the law of large numbers, invariance principles and heat kernel estimates
have been obtained. A natural next step is to consider particle systems in such
dynamic environments. There the first question concerns the derivation of
hydrodynamic limits. In this article, we answer this question for the nearest-
neighbor symmetric simple exclusion process.

For interacting particle systems with a form of self-duality and that evolve
in a static disorder, the problem of deriving the macroscopic equation gov-
erning the hydrodynamic limit has been shown to be strongly connected to
the asymptotic behavior of a single random walker in the same environment.
Indeed, the feature that, if a rescaled test particle converges to a Brownian mo-
tion then the interacting particle system has a hydrodynamic limit, appears
already in e.g. [31], [57], [94] and [114]. Our contribution is to carry out this
connection between single particle behavior and diffusive hydrodynamic limit
in the context of dynamic environment for a nearest-neighbor particle system,
namely the symmetric simple exclusion process (SSEP) in a quenched dynamic

29
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bond disorder, for which we show that a suitable form of self-duality remains
valid. Let us now first recall the definition of SSEP, then detail the known
results on SSEP evolving in a static environment.

Symmetric simple exclusion process. In words, the symmetric simple exclu-
sion process without disorder in Zd with d ≥ 1 [98], [131] is an interacting
particle system consisting of indistinguishable particles which are forbidden
to simultaneously occupy the same site, and which jump at a constant rate
only to nearest-neighbor unoccupied sites. More precisely, let η ∈ {0, 1}Zd be
a configuration of particles, with η(x) denoting the number of particles at site
x ∈ Zd . The stochastic process {ηt , t ≥ 0} is Markovian and evolves on the
state space {0, 1}Zd according to the infinitesimal generator

L ϕ(η) =
∑
|x−y |=1

{
η(x) (1 − η(y)) (ϕ(η x,y ) − ϕ(η))

+ η(y) (1 − η(x)) (ϕ(ηy,x ) − ϕ(η))
}
, (2.1)

where |x − y | =
∑d

i=1 |x i − yi | and ϕ : {0, 1}Zd → R is a bounded cylin-
der function, i.e. it depends only on a finite number of occupation variables
{η(x), x ∈ Zd }. In (2.1) the finite summation is taken over all unordered
pairs of nearest-neighboring sites – referred to as bonds – and η x,y is the con-
figuration obtained from η by removing a particle from the occupied site x
and placing it at the empty site y. The hydrodynamic limit [31], [60], [85] of
the particle system described by (2.1) is known [31], [85] and, roughly speak-
ing, prescribes that the trajectories of the particle density scales to the weak
solution of the heat equation.

Static environment. For SSEP in a quenched static bond disorder in Zd , hy-
drodynamic limits – at a fixedmacroscopic time – have been obtained bymeans
of the self-duality property of the particle system, that is, by solving a homog-
enization problem (see e.g. [43, Theorem 2.1], [45, Theorem 2.4] and, more
generally, [111]) or, alternatively, establishing an invariance principle (see e.g.
[42], [108]) linked to the behavior of a single particle in the same environ-
ment. As examples, see [42], [108] for d = 1, [43] for d ≥ 1 and [45] on
the supercritical percolation cluster with d ≥ 2. This method has been ap-
plied also to non-diffusive space-time rescalings, for which the hydrodynamic
behavior is not described by a heat equation [42], [46], [47]. Nonetheless, all
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hydrodynamic limits obtained via this self-duality technique hold only at the
level of finite-dimensional distributions and lack of a proof of relative compact-
ness of the empirical density fields. Indeed, a direct application of the classical
Aldous-Rebolledo criterion (see e.g. [85]) fails when following this approach.

Other techniques than self-duality – which apply to different particle sys-
tems – have also been studied in static environments. For instance, in quenched
static bond disorder, the method based on the so-called corrected empirical pro-
cess has been applied to prove hydrodynamics for the SSEP [79] and for zero-
range processes [44], [68]. The non-gradient method [114], [136] (see also
[85]) has found many applications to reversible lattice-gas models in a more
general static environment, see e.g. [48].

Dynamic environment. In presence of dynamic environment, to the best of
our knowledge, no hydrodynamic limit for interacting particle systems has
been studied, yet.

On the one side, when looking at the hydrodynamic rescaling of a particle
system in a quenched dynamic disorder, a space-time homogenization problem
or, alternatively, an invariance principle for the associated RWDRE must be
solved. On the other side, how this homogenization problem connects to the
hydrodynamic behavior of the particle system depends on the interaction rules
of the particles.

For the symmetric simple exclusion process in a quenched dynamic bond dis-
order in Zd , we show that a form of self-duality still holds and allows us to
write the occupation variables of the particle system in terms of positions of
suitable time-inhomogeneous backward randomwalks evolving in the same envi-
ronment. The hydrodynamic limit is, thus, obtained by studying the diffusive
behavior of forward and backward random walks evolving in this environ-
ment.

In absence of criteria for relative compactness of the empirical density
fields that apply to our case, we develop a tightness criterion based on the no-
tion of uniform conditional stochastic continuity introduced in [137]. We rely
on twomain assumptions for this tightness criterion to be effective: a quenched
invariance principle for forward – as well as backward – random walks and a
uniform bound on the maximal number of particles per site. Hence, under
the invariance principle hypothesis, this tightness criterion applies in other
contexts than the one considered in this chapter. Beyond the natural case of
SSEP in a quenched static (rather than dynamic) bond disorder (cf. the mod-
els considered e.g. in [42], [43], [45], [46], [108]), tightness may be proved
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via the same strategy for generalizations – in quenched dynamic bond disor-
der – of SSEP in which up to α ∈ N particles are allowed per site (see e.g.
Section 1.2, Chapter 3 or [20], which differs from the so-called generalized or
K -SSEP as e.g. in [85]), as well as for uniformly bounded site-inhomogeneous
or “instantaneously thermalized” versions of it (see e.g. [20, Section 5] and
references therein), i.e. all particle systems for which a self-duality property
and a uniform bound on the maximal number of particles per site hold.

Besides the validity of the invariance principle for random walks in dy-
namic bond disorder with arbitrary starting positions (for recent results in
this direction for “initially-anchored-at-the-origin” random walks, see e.g. [1],
[2], [10], [12], [35]; concerning this assumption, see also the discussion at the
end of Section 2.2), the other assumption on the environment that we require
is the uniform boundedness (over the bonds and time) of the disorder. This
assumption suffices to prove existence of the infinite particle system. More-
over, by means of this assumption alone and, in particular, without relying on
uniform ellipticity of the environment (and consequent heat kernel estimates
as in [1, Proposition 1.1]), we obtain an exponential upper bound for the tran-
sition probabilities of the random walks. This bound turns out to be useful
in providing an explicit formula for some observables of the particle system.
Finally, this uniform boundedness assumption yields the equivalence of the
invariance principles for the forward and backward random walks in the same
dynamic environment, which is a key fact in the proof of relative compactness
of the empirical density fields.

Organization of the chapter. The rest of the chapter is organized as fol-
lows. In Section 2.1 we introduce the dynamic bond disorder and the model.
In Section 2.2we illustrate our approach in comparison with existing methods
and state our main result, Theorem 2.3. In Section 2.3, from a graphical repre-
sentation of the particle system (which we detail in Appendix 2.a), we deduce
a representation of the occupation variables asmild solutions of an infinite sys-
tem of linear stochastic differential equations (which is proved in Section 2.5).
Section 2.4 is devoted to the proof of Theorem 2.3. We conclude the chapter
with required observations on invariance principles for forward and backward
random walks (Appendix 2.b) and the complete proof of the tightness crite-
rion used (Appendix 2.c).
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2.1 Setting

The space on which the particles move is the d -dimensional Euclidean lat-
tice (Zd, Ed ) with d ≥ 1. The set of bonds Ed consists in all unordered pairs
of nearest-neighboring sites, i.e.

Ed = {{x, y}, x, y ∈ Zd with |x − y | = 1} .

Let us introduce our dynamic environment which is defined on the set
of bonds Ed , so that we also refer to it as (quenched) dynamic bond disorder
on (Zd, Ed ). Namely, we assign time-dependent non-negative weights to each
bond {x, y} ∈ Ed and we define as environment any càdlàg (w.r.t. the time
variable t ) function

c = {ct ({x, y}), {x, y} ∈ Ed, t ≥ 0} , (2.2)

where
ct ({x, y}) = ct ({y, x}) ≥ 0 (2.3)

is referred to as the conductance of the bond {x, y} ∈ Ed at time t ≥ 0. The
environment c is said to be static if ct ({x, y}) = c0({x, y}) for all {x, y} ∈ Ed
and t ≥ 0.

We will need the following assumption on the environment.

Assumption 2.1 (bounded conductances). There exists a constant a > 0 such
that ct ({x, y}) ∈ [0,a], for all bonds {x, y} ∈ Ed and t ≥ 0.

Remark 2.1. The boundedness of conductances guarantees, via a graphical con-
struction (see Appendix 2.a), that all stochastic processes introduced in Sections 2.2
and 2.3 are well-defined.

Given the environment c as defined in (2.2)–(2.3), we now introduce as a
counterpart to the symmetric simple exclusion process without disorder (2.1)
the time-evolution of the symmetric simple exclusion process in the dynamic envi-
ronment c (SSEP(c)) by specifying its time-dependent infinitesimal generator
Lt . For all t ≥ 0 and every bounded cylinder function ϕ : {0, 1}Zd → R, we
have

Lt ϕ(η) =
∑

{x,y }∈Ed

ct ({x, y})
{
η(x) (1 − η(y)) (ϕ(η x,y ) − ϕ(η))

+ η(y) (1 − η(x)) (ϕ(ηy,x ) − ϕ(η))
}
. (2.4)
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Given any initial configuration η ∈ {0, 1}Zd , the time-dependent infinitesimal
generators in (2.4) generate a time-inhomogeneous Markov (Feller) process
{ηt , t ≥ 0} with sample paths in the Skorokhod space D([0,∞), {0, 1}Zd ) such
that η0 = η . We postpone to Section 2.3 the construction of this infinite
particle system via a graphical representation.

2.2 Main result: hydrodynamics

In the present section we discuss the hydrodynamic limit in path space of
the particle system {ηt , t ≥ 0} evolving in the environment c , described by
(2.4), that is, roughly speaking, the convergence in law of empirical density
fields’ trajectories to (deterministic) measures whose density w.r.t. Lebesgue is
solution of a Cauchy problem. Let us first detail what these density fields and
the Cauchy problem with its solution are in our case.

Empirical density fields. We introduce for all N ∈ N the empirical density
field {XN

t , t ≥ 0} as a process in D([0,∞),S ′(Rd )), the Skorokhod space of
S ′(Rd )-valued càdlàg trajectories (see e.g. [105]), where S (Rd ) denotes the
Schwartz class of rapidly decreasing functions on Rd and S ′(Rd ) its topologi-
cal dual. Given the particle system {ηt , t ≥ 0} evolving in the environment c ,
for any test function G ∈ S (Rd ), the empirical density evaluated at G reads
as

X
N
t (G) :=

1
N d

∑
x∈Zd

G( xN ) ηtN 2(x) , t ≥ 0 . (2.5)

So we choose to view the empirical density field as taking values in the space
of tempered distributions rather than in the space of Radon measures as e.g. in
[42], [43]. Indeed, the space S ′(Rd ) has the advantage that it is a good space
for tightness criteria (see e.g. [105]) and we use the fact that S (Rd ) is closed
under the action of the Brownian motion semigroup.

Heat equation. Let us denote by 〈·, ·〉 the standard scalar product in Rd . We
denote by {ρΣt , t ≥ 0} the unique weak solution to the following Cauchy
problem {

∂t ρ = 1
2∇ · (Σ ∇ρ)

ρ0 = ρ• ,
(2.6)
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with ρ• : Rd → [0, 1]measurable and Σ being a d -dimensional real symmetric
positive-definite matrix (see e.g. [41], [85]). We recall that, for {ρΣt , t ≥ 0},
being a weak solution of (2.6) means that, for all G ∈ S (Rd ) and t ≥ 0,

〈G, ρΣt 〉 = 〈G, ρ•〉 +
∫ t

0
〈 12 ∇ · (Σ ∇G), ρ

Σ
s 〉 ds . (2.7)

In addition, due to the linearity of the heat equation in (2.6), {ρΣt , t ≥ 0}may
be represented in terms of {SΣt , t ≥ 0}, the transition semigroup associated to
the d -dimensional Brownian motion {B Σ

t , t ≥ 0}, starting at the origin and
with covariance matrix Σ ∈ Rd×d ( [41]); namely, for all G ∈ S (Rd ),

〈G, ρΣt 〉 = 〈SΣt G, ρ•〉 . (2.8)

Hydrodynamics. The proof of hydrodynamic limits in path space may be
divided into two steps. First, one proves that, for all T > 0, the sequence of
distributions of the empirical density fields {XN

t , 0 ≤ t ≤ T } is relatively
compact in D([0,T ],S ′(Rd )) by proving tightness. Then, one proves that all
limiting probability measures in D([0,T ],S ′(Rd )) are supported on weak so-
lutions of a Cauchy problem. By uniqueness of such a solution, the proof is
concluded.

The “standard way” (e.g. [85]) to proceed is the following. To derive the
convergence of the processes {XN

t , t ≥ 0} in D([0,∞),S ′(Rd )), we start from
Dynkin’s formula for the empirical density fields, i.e. for all N ∈ N, G ∈
S (Rd ) and t ≥ 0,

X
N
t (G) = X

N
0 (G) +

∫ t

0
Ls X

N
s (G) ds + MN

t (G) , (2.9)

with {MN
t (G), t ≥ 0} being a martingale. After obtaining tightness of the

sequence {XN
t , 0 ≤ t ≤ T } via an application of Aldous-Rebolledo criterion,

the rest of the proof is carried out in two steps. First one shows that the
martingale term M

N
t (G) vanishes in probability as N → ∞. Secondly, all the

remaining terms in (2.9) can be expressed in terms of the empirical density
field only; i.e. one “closes” the equation, yielding as a unique limit the solution
expressed as in (2.7).

Hydrodynamics & self-duality. In presence of (static or dynamic) disorder,
the issue of “closing” equation (2.9) in terms of the empirical density field only
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cannot be directly achieved. To overpass this obstacle, in the static disorder
case, the authors in [68], [79] solve this problem by introducing an auxiliary
observable, called corrected empirical density field.

Here we follow the probabilistic approach initiated in [108] and further
developed in e.g. [42], which is more natural in our context. Key ingredients
of this method are the self-duality property of the particle system and an alter-
native to Dynkin’s formula (2.9), namely representing the empirical density
fields asmild solutions of an infinite system of semi-linear stochastic differential
equations: for all N ∈ N, G ∈ S (Rd ) and t ≥ 0,

X
N
t (G) = X

N
0 (S

N
0,tG) +

∫ t

0
dM N

s (S
N
s,tG) , (2.10)

where, for all s ∈ [0,∞), {SN
s,t , t ∈ [s,∞)} may be related to the semigroup

of a suitably rescaled random walk (see also (2.37) below). Via this approach,
the hydrodynamic limit is obtained in two steps: after proving tightness of
the sequence of empirical density fields, first one ensures that the second term
on the r.h.s. of (2.10) – which is not a martingale – vanishes in probability
as N → ∞; then, one checks whether the first term on the r.h.s. in (2.10)
converges to 〈ρΣt ,G〉 as given in (2.8), that is, 〈ρΣt ,G〉 = 〈SΣt G, ρ•〉. This
latter convergence requires two ingredients: first, that the initial particle con-
figurations rescale to a macroscopic density (assumption (a) in Theorem 2.3);
secondly, that all random walks with arbitrary starting positions and evolving
in the same dynamic environment rescale to Brownian motions with a given
– space and time-independent – covariance matrix; namely, assumption (b) in
Theorem 2.3).

In conclusion, while (2.7) is the representation of the solution {ρΣt , t ≥ 0}
to the Cauchy problem (2.6) most commonly used when deriving hydrody-
namic limits starting fromDynkin’s formula (2.9), a method as the one we fol-
low, based on the duality property of the particle systemwith suitable random
walks, profits from this “mild solution” representation (2.8) of {ρΣt , t ≥ 0}.

Let us now introduce the random walks alluded to above, used in our hy-
drodynamics result.

Definition 2.2 (forward and backward random walks). For all s ≥ 0, let
{X x

s,t , t ∈ [s,+∞)} be the forward random walk starting at x ∈ Zd at time s and
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evolving in the environment c through the time-dependent infinitesimal generator

At f (x) =
∑

y:{x,y }∈Ed

ct ({x, y}) ( f (y) − f (x)) ,

where f : Zd → R is a bounded function.
Similarly, for all t ≥ 0, let {X̂ y

s,t , s ∈ [0, t ]} be the backward random walk
which starts at y ∈ Zd at time t and “evolves backwards” in the environment c
through the time-dependent infinitesimal generator

As− f (x) =
∑

y:{x,y }∈Ed

c s−({x, y}) ( f (y) − f (x)) , (2.11)

where f : Zd → R is as above and c s−({x, y}) = limr ↑s cr ({x, y}) for all s ∈ [0, t ].

We will give in Section 2.3.1 and Appendix 2.a.1 the construction of both
those forward and backward random walks via a graphical representation.

We are now ready to state our main theorem, Theorem 2.3, followed by
two remarks related to its proof.

Theorem 2.3 (path-space hydrodynamic limit). For all N ∈ N, we initial-
ize the exclusion process {ηt , t ≥ 0} according to a probability measure µN on
{0, 1}Zd (Notation: η0 ∼ µN ), and, consequently, XN

0 is the random element in
S ′(Rd ) obtained from η0 ∼ µN . Besides Assumption 2.1, we further assume that

(a) The family of probability measures {µN , N ∈ N} on {0, 1}Z
d is associated

to the density profile ρ• : Rd → [0, 1]; namely, for all G ∈ S (Rd ) and
δ > 0,

µN
©­«
������ 1
N d

∑
x∈Zd

G( xN )η(x) −
∫
Rd

G(u)ρ•(u)du

������ > δ
ª®¬ −→N→∞

0 . (2.12)

(b) The forward random walks {X x
0,t , x ∈ Z

d, t ∈ [0,+∞)} with arbitrary
starting positions satisfy an invariance principle with a non-degenerate co-
variance matrix Σ ; namely, for all u ∈ Rd , for all sequences {xN , N ∈
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N} ⊂ Zd for which xN
N → u ∈ Rd as N →∞ and for all T > 0,{

X xN
0,tN 2

N
, t ∈ [0,T ]

}
=⇒
N→∞

{
B Σ
t + u, t ∈ [0,T ]

}
, (2.13)

(Notation:⇒ stands for convergence in law).

Then, for all T > 0, we have the following convergence{
X
N
t , t ∈ [0,T ]

}
=⇒
N→∞

{
π Σt , t ∈ [0,T ]

}
(2.14)

in D([0,T ],S ′(Rd )), with π Σt (du) = ρΣt (u)du and {ρΣt , t ≥ 0} being the unique
weak solution to the Cauchy problem (2.6).

Remark 2.4 (equivalence of forward & backward invariance principles).
In the proof of Theorem 2.3 and, in particular, in the proof of Proposition 2.12
below, we need, besides the invariance principle for the forward random walks (as-
sumption (b) in Theorem 2.3), the invariance principle for the backward random
walks in the same environment.

In case of static environment c , the laws of forward and backward random
walks coincide. In general, this is not true in presence of dynamic environment.
However, under Assumption 2.1, the convergence in (2.13) is equivalent, by keep-
ing the same notation and conditions, to

X̂ xN
0,tN 2

N
, t ∈ [0,T ]

 =⇒
N→∞

{
B Σ
t + u, t ∈ [0,T ]

}
. (2.15)

We will prove this claim in Appendix 2.b.

Remark 2.5 (uniform convergence over time). If π Σt (du) = ρΣt (u)du for
all t ≥ 0 and ρ0 = ρ• ∈ L∞(Rd ) (which holds true in our setting), then {π Σt , t ≥
0} is a trajectory in C([0,∞),S ′(Rd )), the space of tempered distribution-valued
continuous trajectories. Indeed, for all G ∈ S (Rd ) and t ≥ 0, as long as ρ• ∈
L∞(Rd ), by (2.8), we have��〈ρΣt ,G〉 − 〈ρΣs ,G〉��

≤ sup
u∈Rd

ρ•(u) ·
∫
Rd

��SΣt G(u) − SΣs G(u)�� du −→
|t−s |→0

0 . (2.16)
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Hence, because weakly continuous trajectories in the Montel space S ′(Rd ) are
strongly continuous (see e.g. [77, p. 145]), it follows that {π Σt , t ≥ 0} ∈
C([0,∞),S ′(Rd )). As a consequence, the convergence in D([0,T ],S ′(Rd )) in
(2.14) becomes convergence w.r.t. the uniform topology in C([0,T ],S ′(Rd )) (see
e.g. [9, p. 124]), i.e. it can also be equivalently rewritten as follows: for all G ∈
S (Rd ),

sup
0≤t ≤T

������ 1
N d

∑
x∈Zd

G( xN ) ηtN 2(x) −
∫
Rd

G(u)ρΣt (u)du

������ P
−→
N→∞

0 ,

(Notation: P→ stands for convergence in probability).

We will prove Theorem 2.3 in Section 2.4. As explained earlier, it relies
on a mild solution representation for the particle system involving the forward
and backward randomwalks of Definition 2.2 (see Section 2.3). This represen-
tation induces a mild solution representation of the empirical density fields,
obtained in formula (2.37).

The proof of tightness for the empirical density fields – which cannot
be achieved by means of more standard techniques (e.g. Censov or Aldous-
Rebolledo criteria, resp. to be found e.g. in [31] and [85]) when representing
the fields in this form – requires the elaboration of a new tightness criterion,
presented in Appendix 2.c. The proof of relative compactness, done in Sec-
tion 2.4.2, will use this criterion, formula (2.37), and the invariance principle
for the forward as well as backward random walks. Indeed, in the proof of
Proposition 2.12, we will need, besides the invariance principle for the for-
ward random walks (that is, assumption (b) in Theorem 2.3), the invariance
principle for the backward random walks in the same environment. In Ap-
pendix 2.b, under Assumption 2.1 on the dynamic environment, we obtain
the invariance principle for the backward random walks as a consequence of
the analogous invariance principle for the forward random walks.

The characterization of the limiting measures as concentrated on the
unique weak solution of the Cauchy problem (2.6) boils down to prove con-
vergence of finite-dimensional distributions, that is: for all n ∈ N, for all
0 ≤ t1 < . . . < tn ≤ T and for all G1, . . . ,Gn ∈ S (Rd ),(

X
N
t1 (G1), . . . ,X

N
tn (Gn)

)
P
−→
N→∞

(
〈G1, ρ

Σ
t1 〉, . . . , 〈Gn, ρ

Σ
tn 〉

)
. (2.17)

As joint convergence in probability comes down to checking convergence in
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probability of the single marginal laws, it suffices to prove (2.17) for the choice
n = 1 only, that is: for all 0 ≤ t ≤ T and G ∈ S (Rd ),������ 1

N d

∑
x∈Zd

G( xN ) ηtN 2(x) −
∫
Rd

G(u)ρΣt (u)du

������ P
−→
N→∞

0 . (2.18)

In Section 2.4.1, we will then exploit the mild solution representation (2.37) to
prove (2.18). For this, we will further generalize to the time-inhomogeneous
context results originally developed in [108] and further extended in [42], [43],
[45].

We end this section with a short discussion on assumption (b) in Theorem
2.3.

Assumption (b) & examples of dynamic environments. Our assumption
(b) in Theorem 2.3 may be seen as the “dynamic” counterpart of the “static”
arbitrary starting point quenched invariance principle in [108, Theorem 1]
and [42, Proposition 4.3]. There, both authors derive this crucial result –
rather than assuming it, as we do – from statistical properties of the con-
ductances, namely strictly positive and uniformly bounded i.i.d. conductances
with a forth-negative moment condition and a (strong) law of large numbers
for the inverse of the conductances (=resistances), respectively. Via different
techniques, the same authors show that those two assumptions suffice in di-
mension d = 1 and in presence of static conductances to derive [108, Theorem
1] and [42, Proposition 4.3], which, by Theorem 2.11, are both equivalent to
our assumption (b) in presence of static environment.

In recent years (see e.g. [1], [2], [3], [10], [12], [35], [120]) there has been an
intensive research in providing general examples of dynamical environments c
leading to non-degenerate invariance principles for the forward random walk
{X 0

0,t , t ≥ 0} starting at the origin 0 ∈ Zd . In all these cases, c is obtained
as a typical realization of a suitably constructed random environment process
(Λ, F ,P ), yielding, for P -a.e. environment c ∈ Λ and all T > 0,{

X 0
0,tN 2

N
, t ∈ [0,T ]

}
=⇒
N→∞

{
B Σ
t , t ∈ [0,T ]

}
. (2.19)

Several examples of dynamic random environments which lead to invari-
ance principles as those in (2.19) have been studied in the aforementioned ref-
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erences. In particular, it is worth mentioning that dynamic random environ-
ments driven by i.i.d. flipping and Markovian conductances taking values on a
finite subset of (0,∞) fall in the setting studied in [1] for all dimensions d ≥ 1;
while in [12], [107], the authors consider – among other examples – the sym-
metric simple exclusion process in Zd with d ≥ 2 as an interacting particle
system which induces the underlying dynamic random environment for the
random walk.

In fact, more general random environments that fit our context have been
studied. In particular, in the works [1], [2], [10], [12], [35], the authors ob-
tain quenched invariance principles with deterministic and non-degenerate co-
variance matrices Σ for space-time ergodic random dynamical environments
under conditions of either ellipticity or boundedness of p-moments of con-
ductances and resistances.

However, all these quenched invariance principles in dynamic random en-
vironment are obtained for the random walk initially anchored at the origin,
whilst our assumption (b) in Theorem 2.3 consists in a quenched invariance
principle holding for all randomwalks centered around allmacroscopic points
u ∈ Rd . The problem of deriving such “arbitrary starting point quenched in-
variance principles” (our assumption (b)) from (2.19) has been addressed in
the case of static environment in [25, Appendix A.2], while – to the best of
our knowledge – it remains unsolved in the dynamic setting.

2.3 Graphical constructions and mild solution

In Section 2.3.1we construct the symmetric simple exclusion process in dy-
namic environment via a graphical representation. Relying on this construc-
tion, we express in Section 2.3.2 the occupation variables of the symmetric sim-
ple exclusion process (viewed as a stirring process) in dynamic environment
as mild solution of a system of Poissonian stochastic differential equations.

2.3.1 Graphical construction of the particle system

The graphical construction employs, as a source of randomness, a collec-
tion of independent Poisson processes, each one attached to a bond of Zd . To
take care of both space and time inhomogeneities, their intensities will depend
both on the bond and time. As an intermediate step towards the graphical con-
struction of the particle system, the same Poisson processes provide a graphical
construction for all forward and backward random walks introduced in Def-
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inition 2.2. We explain this procedure below, leaving a detailed treatment to
Appendix 2.a. Finally, we will relate the occupation variables of the parti-
cle system to the positions of backward random walks. This must be meant
in a pathwise sense, expressing the pathwise duality of the symmetric simple
exclusion process in the dynamic environment c .

Poisson processes. We consider a family of independent inhomogeneous
Poisson processes

{N·({x, y}), {x, y} ∈ Ed } (2.20)

defined on the probability space (Ω,F , {Ft , t ≥ 0},P), where {Ft , t ≥ 0} is
the natural filtration, F = σ (∪t ≥0Ft ) and such that N·({x, y}) has intensity
measure cr ({x, y})dr , that is

E[Nt ({x, y})] =
∫ t

0
cr ({x, y}) dr , t ≥ 0 ,

where E denotes expectation w.r.t. P (for a constructive definition of the prob-
ability space (Ω,F , {Ft , t ≥ 0},P), we refer to Appendix 2.a.1). The associated
compensated Poisson processes

{N·({x, y}), {x, y} ∈ Ed } ,

defined as

Nt ({x, y}) = Nt ({x, y}) −
∫ t

0
cr ({x, y}) dr , t ≥ 0 , (2.21)

are a family of square integrable martingales w.r.t. {Ft , t ≥ 0} of bounded
variation, due to Assumption 2.1.

The associated picture is drawn as follows. On the space Zd × [0,∞),
where Zd represents the sites and [0,∞) represents time which goes up, for
each z ∈ Zd draw a vertical line {z} × [0,∞). Then for each {x, y} ∈ Ed , draw
a horizontal two-sided arrow between x and y at each event time, i.e. jump
time, of N·({x, y}).

Forward and backward random walks. We recover the walks defined in
Definition 2.2 as follows. First, for all ω ∈ Ω, x ∈ Zd , s ≥ 0 and t ≥ s ,
X x

s,t [ω] now denotes the position at time t of the random walk in Zd that is
at x at time s and that, between times s and t , crosses the bond {z, v} ∈ Ed
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at an event time ofN·({z, v})[ω] whenever at that time the walk is at location
either z or v in Zd (i.e. it follows the corresponding arrow in the graphical
representation). We prove in Appendix 2.a, thanks to Assumption 2.1, that
the trajectories of those walks are, for P-a.e. realization ω ∈ Ω, well defined
for all times and starting positions. In fact, they are all simultaneously defined
on the probability space (Ω,F , {Ft , t ≥ 0},P). In Appendix 2.a, we show that
their associated generators are given by (2.2), so that, indeed, these walks are
a version of the processes introduced in Definition 2.2.

We now provide a version of the backward random walks of Definition
2.2. For P-a.e. ω ∈ Ω, t ≥ 0 and y ∈ Zd , we implicitly define backward
random walks’ trajectories {X̂ y

s,t [ω], s ∈ [0, t ]} by the following identity:

X X̂ y
s,t [ω]

s,t [ω] = y . (2.22)

In words, X̂ y
s,t [ω] denotes the position in Zd at time s of the forward random

walk that follows the Poissonian marks associated to ω ∈ Ω and that is at
y ∈ Zd at time t with t ≥ s . In particular, for P-a.e. ω ∈ Ω and x, y ∈ Zd , we
have

X x
s,t [ω] = y if and only if X̂ y

s,t [ω] = x . (2.23)

Again, all these randomwalks are simultaneously P-a.s. well-defined, and these
backward random walks coincide in law with the ones in Definition 2.2 (see
Appendix 2.a).

Transition probabilities. The Poissonian construction and the jump rules
explained above ensure that each of the forward and backward random walks
is Markovian.

For all x, y ∈ Zd , s ≥ 0 and t ≥ s , if we define

ps,t (x, y) = P
(
X x

s,t = y
)

and p̂s,t (y, x) = P
(
X̂ y

s,t = x
)
, (2.24)

we obtain families of transition probabilities respectively for the forward and
backward random walks. In particular, for all x, y ∈ Zd and 0 ≤ s ≤ r ≤ t ,
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we have the Chapman-Kolmogorov equations∑
z ∈Zd

ps,r (x, z)pr ,t (z, y) = ps,t (x, y) (2.25)∑
z ∈Zd

p̂r ,t (y, z)p̂s,r (z, x) = p̂s,t (y, x) . (2.26)

From (2.23), we obtain that

ps,t (x, y) = p̂s,t (y, x) , (2.27)

for all x, y ∈ Zd and t ≥ s . Then, the operators {S s,t , t ∈ [s,+∞)} and
{Ŝ s,t , s ∈ [0, t ]}, acting on bounded functions f : Zd → R as, for x ∈ Zd ,

S s,t f (x) =
∑
y∈Zd

ps,t (x, y) f (y) (2.28)

Ŝ s,t f (x) =
∑
y∈Zd

p̂s,t (x, y) f (y) , (2.29)

correspond to the transition semigroups (or, more properly, the “evolution
systems” or “forward/backward propagators” as referred to in [14] and ref-
erences therein) respectively associated to the forward and backward random
walks. Then, as a consequence of (2.27), we obtain that∑

x∈Zd
[S s,t f (x)] g (x) =

∑
x∈Zd

f (x) Ŝ s,t g (x) , (2.30)

for all f , g : Zd → R for which the above summations are finite.
We refer to Appendix 2.a.2 for a more detailed treatment with further

properties of the transition probabilities and associated time-inhomogeneous
semigroups.

Stirring process. The stirring process relates the above introduced random
walks with the occupation variables of the symmetric simple exclusion process
in the environment c as follows. Due to the symmetry (2.3) of the environ-
ment and the one of the exclusion dynamics, we can rewrite the generator (2.4)
as

Lt ϕ(η) =
∑

{x,y }∈Ed

ct ({x, y}) (ϕ(η {x,y }) − ϕ(η)) ,
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where η {x,y } stands for the exchange of occupation numbers between sites x
and y in configuration η , which takes place even if x, y are both occupied (due
to the fact that particles are indistinguishable). This rewriting gives the stirring
interpretation of the symmetric simple exclusion process in the environment
c (similar to the stirring interpretation in the case (2.1) without disorder, as
described in [31, p. 98] and [98, p. 399]), that we take from now on. This
way, the stirring process can be constructed on the same graphical represen-
tation as before, and particles evolve as the forward random walks previously
introduced.

Hence, similarly to [98, p. 399], we can write, for P-a.e. ω ∈ Ω, for any
initial configuration η ∈ {0, 1}Zd , for any x ∈ Zd and t ≥ 0, that

ηt (x)[ω] = 1 if and only if there is a y ∈ Zd so that X y
0,t [ω] = x and η(y) = 1

or, equivalently by using the associated backward random walks and (2.22),

ηt (x)[ω] = 1 if and only if there is a y ∈ Zd so that X̂ x
0,t [ω] = y and η(y) = 1 .

In other words,

ηt (x)[ω] = η(X̂ x
0,t [ω]) , x ∈ Zd , t ≥ 0 , (2.31)

thus the stochastic process {ηt , t ≥ 0} (with η0 = η ) is defined for P-a.e.
ω ∈ Ω on the probability space (Ω,F , {Ft , t ≥ 0},P). Moreover, from the
memoryless property of the inhomogeneous Poisson processes employed in
the graphical construction of forward and backward random walks, given any
initial configuration η ∈ {0, 1}Zd , we recover the Markov property of the pro-
cess {ηt , t ≥ 0} w.r.t. {Ft , t ≥ 0}.

Remark 2.6 (pathwise self-duality of SSEP in dynamic environment).
What we obtained in (2.31) is the property of pathwise self-duality of the symmetric
simple exclusion process with a single dual particle (=a one-particle system back-
ward in time), which thus remains valid also in presence of the dynamic environ-
ment c .

Remark 2.7 (notation). In Theorem 2.3, we have η0 ∼ µN . We thus have to
enlargeΩ and, accordingly, the filtration and the probability measure, to take into
account possibly different initial particle configurations. Nevertheless, for the sake
of simplicity, we will always write (Ω,F , {Ft , t ≥ 0}), but we will write PµN
(resp. Pη ) for the probability measure induced by the Poisson processes in (2.20)
and the distribution µN (resp. δη ) of the initial configuration η0 ∈ {0, 1}Z

d of the
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exclusion process {ηt , t ≥ 0} (and EµN (resp. Eη ) for the corresponding expecta-
tion).

2.3.2 Mild solution representation of the particle system

The above construction provides an alternative way of defining {ηt , t ≥
0}, the symmetric simple exclusion process in the environment c as strong
solution of an infinite system of linear stochastic differential equations. This
is the content of Proposition 2.8 below. For an analogous statement previously
obtained in the time-homogeneous context, we refer to identity (13) in [108].

The motivation comes from an infinitesimal description of the stirring
process, as explained through the following computation. For all t > 0 and
x ∈ Zd , if we write dηt (x) = ηt (x) − ηt−(x), we have

dηt (x) =
∑

y:{x,y }∈Ed

(ηt−(y) − ηt−(x)) dNt ({x, y}) . (2.32)

By introducing the compensated Poisson process (2.21) in (2.32), we obtain

dηt (x) =
∑

y:{x,y }∈Ed

(ηt−(y) − ηt−(x)) ct ({x, y}) dt

+
∑

y:{x,y }∈Ed

(ηt−(y) − ηt−(x)) dNt ({x, y}) . (2.33)

Note that the terms in the second sum in the r.h.s. of (2.33) are increments of
a martingale as products of bounded predictable terms and increments of the
compensated Poisson processes. Moreover, like the latter, such martingales are
square integrable and of bounded variation.

After observing that the first sum on the r.h.s. of (2.33) corresponds to
the definition of the infinitesimal generator in (2.2) at time t of the forward
random walk, we rewrite (2.33) as

dηt (x) = At ηt−(x) dt + dMt (ηt−, x) , x ∈ Zd , t > 0 , (2.34)

where At acts on the x variable and where

dMt (η, x) :=
∑

y:{x,y }∈Ed

(η(y) − η(x)) dNt ({x, y}) . (2.35)

In the following proposition, whose proof is postponed to Section 2.5, we state
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that the so-called “mild solution” [113, Chapter 9] associated to the system of
differential equations (2.34) equals P-a.s. the process obtained via the stirring
procedure in (2.31). The mild solution is defined as in (2.36) below, i.e. by
formally applying the method of variation of constants to (2.34). Recall that
{Ŝ s,t , s ∈ [0, t ]} and {p̂s,t (y, x), x, y ∈ Zd, s ∈ [0, t ]} are, respectively, the
semigroup and transition probabilities of the backward random walks of Def-
inition 2.2.

Proposition 2.8. Fix an initial configuration η ∈ {0, 1}Zd . Consider, for all
x ∈ Zd and t ≥ 0,

ζ t (x) = Ŝ0,tη(x) +
∫ t

0
Ŝr ,t dMr (ηr−, x)

=
∑
y∈Zd

p̂0,t (x, y)η(y) +
∫ t

0

∑
y∈Zd

p̂r ,t (x, y) dMr (ηr−, y) , (2.36)

where {ηt (x), x ∈ Zd, t ≥ 0} is defined in (2.31), η0 = η and dMr is given in
(2.35). Then, for P-a.e. ω ∈ Ω,

ζ t (x)[ω] = ηt (x)[ω] , x ∈ Zd , t ≥ 0 .

Remark 2.9. Systems of equations of type (2.34) are studied in [113] in the context
of Hilbert spaces. There it is proved that for a large class of semi-linear infinite-
dimensional SDEs the so-called mild solutions coincide with weak solutions.

2.4 Proof of Theorem 2.3

The key ingredient to prove Theorem 2.3 is the decomposition of the oc-
cupation variables of the process {ηt , t ≥ 0} provided in Proposition 2.8.

Let G ∈ S (Rd ) and consider the empirical density fields XN
t (G) as in

(2.5). By using first (2.5), then Proposition 2.8 and, finally, identity (2.30), we
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obtain, for any fixed initial configuration η0 = η ∈ {0, 1}Z
d ,

X
N
t (G) =

1
N d

∑
x∈Zd

G( xN ) ηtN 2 (x)

=
1
N d

∑
x∈Zd

G( xN ) Ŝ0,tN 2η(x) +
1
N d

∑
x∈Zd

G( xN )
∫ tN 2

0
Ŝr ,tN 2 dMr (ηr−, x)

=
1
N d

∑
x∈Zd
[SN0,tN 2G( xN )] η(x) +

1
N d

∑
x∈Zd

∫ tN 2

0
[SNr ,tN 2G( xN )] dMr (ηr−, x)

= X
N
0 (S

N
0,tN 2G) +

1
N d

∑
x∈Zd

∫ tN 2

0
[SNr ,tN 2G( xN )] dMr (ηr−, x) , (2.37)

where
SNs,tG( xN ) := S s,tG( ·N )(x) , x ∈ Zd . (2.38)

Note that the decomposition (2.37) (different from Dynkin’s formula) is the
one presented in (2.10).

We then proceed as announced after (2.10): in Section 2.4.2 we exploit
the tightness criterion given in Appendix 2.c to prove relative compactness of
the empirical density fields. In Section 2.4.1 we prove convergence of finite-
dimensional distributions, that is (2.18), by showing that, for any δ > 0,

PµN
©­«
������ 1
N d

∑
x∈Zd

∫ tN 2

0
SNr ,tN 2G( xN ) dMr (ηr−, x)

������ > δ

2
ª®¬ −→N→∞

0 (2.39)

and

µN
©­«
������ 1
N d

∑
x∈Zd

SN0,tN 2G( xN )η(x) −
∫
Rd

G(u)ρΣt (u)du

������ > δ

2
ª®¬ −→N→∞

0 , (2.40)

We do not prove tightness first because the computation done to prove (2.39)
in Lemma 2.10 of Section 2.4.1 will be used again to prove tightness in Propo-
sition 2.14 in Section 2.4.2.

Let us now shed more light on (2.39) and (2.40). Observe that the first
term in the r.h.s. of (2.37) is deterministic – once η0 = η ∈ {0, 1}Z

d is fixed –
whereas the second term has mean zero and contains all stochasticity derived
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from the stirring construction. Indeed,

Eη [X
N
t (G)] =

1
N d

∑
x∈Zd

G( xN )Eη [ηtN 2 (x)] =
1
N d

∑
x∈Zd

G( xN )Eη [η(X̂
x
0,tN 2 )]

=
1
N d

∑
x∈Zd

G( xN ) Ŝ0,tN 2η(x) =
1
N d

∑
x∈Zd
[SN0,tN 2G( xN )] η(x) .

Thus, the decomposition (2.37) can be written as

X
N
t (G) = Eη [XN

t (G)] +
(
X
N
t (G) − Eη [XN

t (G)]
)
,

where the first term on the r.h.s. is the expectation of the empirical density
field and the second one is “noise”, i.e. the (stochastic) deviation from the
mean; hence it satisfies

Eη


1
N d

∑
x∈Zd

∫ tN 2

0
[SNr ,tN 2G( xN )] dMr (ηr−, x)

 = 0 .

Therefore, when deriving the hydrodynamic limit – basically a Weak Law of
Large Numbers (WLLN) – the proof of (2.18) reduces to proving that, firstly,
the “noise” vanishes in probability and, secondly, that the expectation – when
initialized according to µN – converges to the correct deterministic limit cor-
responding to the macroscopic equation; that is (2.39) and (2.40), respectively.

2.4.1 Convergence of finite dimensional distributions

In the present section, we prove (2.18) by means of (2.39) and (2.40).

Proof of (2.39). The convergence (2.39) is a consequence of Chebyshev’s in-
equality and the following lemma, derived through an adaptation of the proof
of Lemma 12 in [108].

Lemma 2.10. For all initial configurations η ∈ {0, 1}Zd and t ≥ 0, we have

Eη

 ©­« 1
N d

∑
x∈Zd

∫ tN 2

0
SNr ,tN 2G( xN ) dMr (ηr−, x)

ª®¬
2  −→N→∞

0 .
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Proof. By (2.35), we can rearrange

1
N d

∑
x∈Zd

∫ tN 2

0
SNr ,tN 2G( xN ) dMr (ηr−, x)

as follows:

1
N d

∑
{x,y }∈Ed

∫ tN 2

0

(
SNr ,tN 2G( xN ) − S

N
r ,tN 2G(

y
N )

)
(ηr− (y) − ηr− (x)) dNr ({x, y}) .

Recall that the compensated Poisson processes {N·({x, y}), {x, y} ∈ Ed } are
of bounded variation in view of Assumption 2.1 and, moreover, they are in-
dependent over bonds. Thus by Itō’s isometry for jump processes and the
independence over the bonds of the Poisson processes in (2.20), we obtain

VN
t,η (G) := Eη

 ©­« 1
N d

∑
x∈Zd

∫ tN 2

0
SNr ,tN 2G( xN ) dMr (ηr−, x)

ª®¬
2 

=
1

N 2d

∑
{x,y }∈Ed

∫ tN 2

0

(
SNr ,tN 2G( xN ) − S

N
r ,tN 2G(

y
N )

)2
ξr ,η ({x, y}) cr ({x, y}) dr ,

where ξr ,η ({x, y}) := Eη
[ (
ηr−(y) − ηr−(x)

)2] . Note that, for all r ≥ 0 and

η ∈ {0, 1}Zd , ξr ,η ({x, y}) ∈ [0, 1]. Then recall definition (2.2), so that

VN
t,η (G) ≤

1
N 2d

∑
{x,y }∈Ed

∫ tN 2

0

(
SNr ,tN 2G( xN ) − S

N
r ,tN 2G(

y
N )

)2
cr ({x, y}) dr

=
1

N 2d

∑
x∈Zd

∫ tN 2

0
SNr ,tN 2G( xN ) (−Ar Sr ,tN 2G)( ·N )(x) dr ,

which, by Kolmogorov backward equation (2.91) for the forward transition
semigroup, equals

1
N 2d

∑
x∈Zd

∫ tN 2

0
SNr ,tN 2G( xN ) ∂r S

N
r ,tN 2G( xN ) dr

=
1

N 2d

∑
x∈Zd

∫ tN 2

0

1
2
∂r

(
SNr ,tN 2G( xN )

)2
dr .
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After integration, we further write

1
N 2d

∑
x∈Zd

∫ tN 2

0

1
2
∂r

(
SNr ,tN 2G( xN )

)2
dr

=
1

2N d
·

1
N d

∑
x∈Zd

(
G( xN )

2 −
(
SN0,tN 2G( xN )

)2)
(2.41)

≤
1

2N d
·

1
N d

∑
x∈Zd

G( xN )
2 .

Because 1
N d

∑
x∈Zd G(

x
N )

2 →
∫
Rd

G(u)2du < ∞ as N → ∞, and since
VN

t,η (G) ≥ 0, the conclusion follows. �

Proof of (2.40). Note that for proving (2.39) neither assumptions (a) nor (b)
of Theorem 2.3 have been invoked. In what follows, the invariance principle
of forward and backward random walks, i.e. assumption (b) of Theorem 2.3,
will play a crucial role. More precisely, we exploit conditions, given in terms
of convergence of semigroups, that are equivalent to the invariance principle.
In the time-homogeneous context, the correspondence between weak conver-
gence of Feller processes and convergence of Feller semigroups is due to Trot-
ter and Kurtz [40], [93]. For the sake of completeness, in the next theorem
we point out how this correspondence translates in the time-inhomogeneous
setting.

Theorem 2.11 (invariance principle). The following statements are equiva-
lent:

(A) Weak convergence in path-space. The forward random walks {X x
0,t , x ∈

Zd, t ∈ [0,+∞)} satisfy an invariance principle with arbitrary starting
positions with covariance matrix Σ (assumption (b) in Theorem 2.3).

(B) Uniform convergence of transition semigroups. For all T > 0 and G ∈
S (Rd ),

sup
0≤s≤t ≤T

sup
x∈Zd

���SNsN 2,tN 2G( xN ) − S
Σ
t−sG( xN )

��� −→
N→∞

0 , (2.42)

where {SNs,t , t ∈ [s,+∞)} with s ∈ [0,∞) is the forward semigroup de-
fined in (2.38) and {SΣt , t ∈ [0,∞)} is the Brownian motion semigroup,
introduced before (2.8).
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An analogous equivalence holds for the backward random walks when replacing
{X ·0,t , t ∈ [0,+∞)} and SNsN 2,tN 2 by {X̂ ·0,t , s ∈ [0, t ]} and ŜNsN 2,tN 2 , respectively.

We do not provide a detailed proof of Theorem 2.11, but we just men-
tion the main lines. Firstly, by Assumption 2.1, the random walks under
consideration are Feller processes (see Appendix 2.a.2). Secondly, by viewing
{SΣt , t ≥ 0} as an operator semigroup on C0(Rd ), the Schwartz space S (Rd ),
being a dense and SΣt -invariant (for all t ≥ 0) subset of C0(R

d ), is a core
for the associated infinitesimal generator AΣ . As a consequence, the idea is
to conclude by means of [81, Theorem 19.25] (up to required adaptations
as e.g. in [40], Theorem 6.1 in Chapter 1 and Corollary 8.7 in Chapter 4,
because pre-limit and limit processes do not take values in the same state
space), which applies to the time-homogeneous setting, only. Hence, we first
consider the transition semigroup for the (time-homogeneous) space-time
process {(X x

s,s+·, s + ·), x ∈ Zd, s ≥ 0} defined in Appendix 2.a.2, we
apply [81, Theorem 19.25] in this time-homogeneous setting and, then, by
considering only functions G̃ ∈ S (Rd × (−∞,∞)) which do not depend on
the time-variable within a compact interval of (−∞,∞) and smoothly vanish
outside of it, we obtain Theorem 2.11.

Having an invariance principle for both the forward and the backward ran-
dom walks in the environment c allows to replace the uniform convergence
(w.r.t. x ∈ Zd ) in (2.42) with convergence in mean (w.r.t. the counting mea-
sure). The more precise statement is the content of the following proposition.
We state only the forward case, the backward one being analogous.

Proposition 2.12. Keep the same notation as in Theorem 2.11. Assume that as-
sumption (b) in Theorem 2.3 holds true. Then, for all T > 0 and G ∈ S (Rd ), we
have

sup
0≤s≤t ≤T

1
N d

∑
x∈Zd

���SNsN 2,tN 2G( xN ) − S
Σ
t−sG( xN )

��� −→
N→∞

0 . (2.43)

Proof. The proof consists in proving a compact containment condition uni-
formly over time and space. More precisely, we want to show that, for all
ε > 0, we can find a compact subset Kε ⊂ Rd for which we have

lim sup
N→∞

sup
0≤t ≤T

1
N d

∑
x
N <Kε

|SΣt G( xN )| < ε (2.44)
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and
lim sup
N→∞

sup
0≤s≤t ≤T

1
N d

∑
x
N <Kε

|SNsN 2,tN 2G( xN )| < ε . (2.45)

The bound (2.44) is a consequence of the uniform bound for the tails of
{SΣt G, t ≥ 0} over finite time intervals. Indeed, there exist a compact subset
J ⊂ Rd and a constant C > 0 such that

sup
0≤t ≤T

|SΣt G(u)| ≤
C

1 + |u |2d
, u < J .

This follows from the fact that G ∈ S (Rd ), SΣt acts as convolution with a
non-degenerate Gaussian kernel and the use of Fourier transformation. Then,
it suffices to choose Kε ⊃ J such that∫

(Kε)
c

C
1 + |u |2d

du < ε .

We turn now to (2.45). LetHε ⊂ R
d be a compact subset such that, for all

N ∈ N, it holds
1
N d

∑
x
N <Hε

|G( xN )| <
ε

2
. (2.46)

As a consequence, for all N ∈ N, we have the following upper bound:

sup
0≤s≤t ≤T

1
N d

∑
x
N <Kε

|SNsN 2,tN 2G( xN )|

≤ sup
0≤s≤t ≤T

1
N d

∑
y∈Zd
|G( yN )|

∑
x
N <Kε

psN 2,tN 2(x, y)

≤
ε

2
+CG sup

0≤s≤t ≤T
sup
y
N ∈Hε

∑
x
N <Kε

p̂sN 2,tN 2(y, x) , (2.47)

where, in the second inequality,

CG := sup
N ∈N

1
N d

∑
x∈Zd

��G( xN )�� < ∞ , (2.48)

and we used (2.27), (2.46), and that
∑

x
N <Kε

p̂sN 2,tN 2(y, x) ≤ 1. Note that, for
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all y ∈ Zd , Lε ⊂ Kε ⊂ Rd and functions Fε in S (Rd ) satisfying the following
conditions,

Fε(u) ∈


{1} if u ∈ Lε
{0} if u < Kε
[0, 1] otherwise ,

we obtain:∑
x
N <Kε

p̂sN 2,tN 2 (y, x) = P ©­«
X̂ y

sN 2,tN 2

N
< Kε

ª®¬ ≤ 1 − ŜNsN 2,tN 2Fε(
y
N )

≤

(
1 − SΣt−sFε(

y
N )

)
+

���ŜNsN 2,tN 2Fε(
y
N ) − S

Σ
t−sFε(

y
N )

��� . (2.49)

Regarding the first term in the last line of (2.49), given Hε ⊂ R
d , we choose

the subsets Lε ⊂ Kε ⊂ Rd large enough such thatHε ⊂ Lε and

sup
0≤s≤t ≤T

sup
y
N ∈Hε

(
1 − SΣt−sFε(

y
N )

)
= 1 − inf

0≤s≤t ≤T
inf

u∈Hε

SΣt−sFε(u)

≤ 1 − inf
0≤s≤t ≤T

inf
u∈Hε

P
(
B Σ
t−s + u ∈ Lε

)
<

ε

4
(CG )

−1 , (2.50)

where P denotes the probability distribution of the Brownian motion
{B Σ

t , t ≥ 0}. For the second term on the last line of (2.49), the invariance
principle for the backward random walks allows us to conclude. Indeed, by
the analogue of (2.42) for the backward random walk (cf. Remark 2.4), there
exists Nε = Nε(Fε) ∈ N for which, for all N ≥ Nε,

sup
0≤s≤t ≤T

sup
y∈Zd

���ŜNsN 2,tN 2Fε(
y
N ) − S

Σ
t−sFε(

y
N )

��� ≤ ε

4
(CG )

−1 . (2.51)

As a consequence of (2.49), (2.50) and (2.51), we obtain (2.45). Together with
(2.44) and (2.42), this concludes the proof of (2.43).

�

We apply Proposition 2.12 and assumption (a) of Theorem 2.3 to prove
(2.40) and conclude the characterization of the finite-dimensional distribu-
tions of the limiting density field.

Let {ρΣt , t ≥ 0} be the unique weak solution of the Cauchy problem as
given in (2.8). Moreover, note that SΣt S (Rd ) ⊂ S (Rd ) for all t ≥ 0. Hence,
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for any family of probability measures {µN ,N ∈ N} associated to the density
profile ρ• (see (2.12) for the definition), we obtain

µN
©­«
������ 1
N d

∑
x∈Zd
SΣt G( xN ) η(x) −

∫
Rd
SΣt G(u) ρ•(u)du

������ > δ
ª®¬ −→N→∞

0 , (2.52)

for all t ≥ 0 and all δ > 0. In turn, (2.40) comes as a consequence of (2.52)
and the following lemma.

Lemma 2.13. For all t ≥ 0, all G ∈ S (Rd ) and for any sequence of probability
measures { µ̃N , N ∈ N} in {0, 1}Z

d , we have, for all δ > 0,

µ̃N
©­«
������ 1
N d

∑
x∈Zd

(
SN0,tN 2G( xN ) − S

Σ
t G( xN )

)
η(x)

������ > δ
ª®¬ −→N→∞

0 . (2.53)

Proof. Because η(x) ≤ 1, we obtain������ 1
N d

∑
x∈Zd

(
SN0,tN 2G( xN ) − S

Σ
t G( xN )

)
η(x)

������ ≤ 1
N d

∑
x∈Zd

���SN0,tN 2G( xN ) − S
Σ
t G( xN )

��� .
Then we obtain (2.53) via Proposition 2.12 together with Markov’s inequality.

�

2.4.2 Tightness

In this section we prove tightness of the sequence of density fields
{XN
· , N ∈ N} in the Skorokhod space D([0,T ],S ′(Rd )). Note that tight-

ness of the distributions {XN
· , N ∈ N} is implied by tightness of the single

density fields evaluated at all functions G ∈ S (Rd ) (see [105]). Hence, it suf-
fices to discuss tightness of the sequence {XN

· (G), N ∈ N} in D([0,T ],R), for
all G ∈ S (Rd ).

The criterion we use is given in Appendix 2.c. Note that we cannot use
Aldous-Rebolledo criterion (see e.g. [85]), which relies ultimately on Doob’s
maximal martingale inequality. Indeed, instead of decomposing the empirical
density fields into a predictable term and a martingale term, we employed the
mild solution representation (2.36) for which maximal inequalities for martin-
gales do not apply. We postpone to Appendix 2.c any precise statements and
anticipate that in our case the proof boils down to prove the following.
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Proposition 2.14. For any initial configuration η ∈ {0, 1}Zd and allG ∈ S (Rd ),
the single density fields {XN

· (G), N ∈ N} satisfy the following conditions:

(a) Boundedness. For all t ∈ [0,T ],

lim
m→∞

lim sup
N→∞

P
(
|XN

t (G)| > m
)
= 0 .

(b) Equicontinuity. For all ε > 0, there exist values ℎε > 0 and Nε ∈ N such
that for all N ≥ Nε we find deterministic functions ψN

ε , ψε : [0, ℎε ] →
[0, 1) and non-negative values φN

ε satisfying the following properties:

(i) ψN
ε , ψε are non-decreasing and ψN

ε (ℎ), ψε(ℎ) → 0 as ℎ → 0 .

(ii) For all ℎ ∈ [0, ℎε] and t ∈ [0,T ], it holds

P
(
|XN

t+ℎ(G) − X
N
t (G)| > ε | FNt

)
≤ ψN

ε (ℎ) , P-a.s. ,

where, for all N ∈ N, {FNt , t ≥ 0} denotes the natural filtration
associated to {XN

t , t ≥ 0}.

(iii) φN
ε → 0 as N →∞ .

(iv) For all ℎ ∈ [0, ℎε] and N ≥ Nε, it holds ψN
ε (ℎ) ≤ ψε(ℎ) + φN

ε < 1 .

As a consequence, {XN
· , N ∈ N} is a tight sequence in D([0,T ],S ′(Rd )).

Proof. Statement (a) is a direct consequence of (2.18) proved in Section 2.4.1.
We prove equicontinuity.

For all N ∈ N and t, t + ℎ ∈ [0,T ], writing XN
t+ℎ(G) via (2.37), then using

for these terms (2.30), Chapman-Kolmogorov equation for {S s,t , t ∈ [s,+∞)}
(see Proposition 2.18(f)), and (2.36), we get the decomposition

X
N
t+ℎ(G) − X

N
t (G) =

1
N d

∑
x∈Zd
(SNtN 2,(t+ℎ)N 2G( xN ) −G(

x
N )) ηtN 2(x)

+
1
N d

∑
x∈Zd

∫ (t+ℎ)N 2

tN 2
SNr ,(t+ℎ)N 2G( xN ) dMr (ηr−, x) .

Thus, we obtain
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P
(
|XN

t+ℎ(G) − X
N
t (G)| > ε

��FNt )
(2.54)

≤ P
©­«
������ 1
N d

∑
x∈Zd
(SNtN 2,(t+ℎ)N 2G( xN ) −G(

x
N )) ηtN 2 (x)

������ > ε

2

����FNt ª®¬ (2.55)

+ P
©­«
������ 1
N d

∑
x∈Zd

∫ (t+ℎ)N 2

tN 2
SNr ,(t+ℎ)N 2G( xN ) dMr (ηr−, x)

������ > ε

2

����FNt ª®¬ (2.56)

and we estimate separately the two terms in (2.55) and (2.56). We start with
the term in (2.55), that we call XN

t,t+ℎ(ε). The bound ηt (x) ≤ 1 yields

XN
t,t+ℎ(ε) ≤ P

©­« 1
N d

∑
x∈Zd

���SNtN 2,(t+ℎ)N 2G( xN ) −G(
x
N )

��� > ε

2

����FNt ª®¬
and the probability on the r.h.s. vanishes as N → ∞. This can be seen as
follows:

(α) by Proposition 2.12 we can deduce that there exists a sufficiently large
Nε,1 ∈ N such that, for all N ≥ Nε,1, we have

sup
0≤t ≤t+ℎ≤T

1
N d

∑
x∈Zd

���SNtN 2,(t+ℎ)N 2G( xN ) − S
Σ
ℎ G(

x
N )

��� ≤ ε

4
; (2.57)

( β ) by the strong continuity of {SΣℎ , ℎ ≥ 0} and the uniform integrability
of {SΣℎ G, ℎ ∈ [0,T ]} also used in the proof of Proposition 2.12, one can
show that there exists ℎε > 0 – independent of N ∈ N – such that, for
all ℎ ∈ [0, ℎε] and N ≥ Nε,1, we have

1
N d

∑
x∈Zd

��SΣℎ G( xN ) −G( xN )�� ≤ ε

4
. (2.58)

We then obtain, for all ℎ ∈ [0, ℎε] and N ≥ Nε,1,

1
N d

∑
x∈Zd

���SNtN 2,(t+ℎ)N 2G( xN ) −G(
x
N )

��� ≤ ε

2
,

from which the conclusion follows. More precisely, for all N ≥ Nε,1 and
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ℎ ∈ [0, ℎε],
XN
t,t+ℎ(ε) = 0 . (2.59)

To bound the term in (2.56), that we call YN
t,t+ℎ(ε), we combine Cheby-

shev’s inequality and the argument in the proof of Lemma 2.10 (which gave
(2.41) – note that we applied Itō’s isometry for the conditional expectation) to
get

YN
t,t+ℎ(ε) ≤

4
ε2
·

1
2N d

·
1
N d

∑
x∈Zd

(
G2( xN ) − (S

N
tN 2,(t+ℎ)N 2G)2( xN )

)
. (2.60)

Recall the values Nε,1 ∈ N and ℎε > 0 obtained from conditions (2.57) and
(2.58). For all N ≥ Nε,1 and ℎ ∈ [0, ℎε], define the function ψN

ε : [0, ℎε] →
[0,∞) as

ψN
ε (ℎ) =

(
4CG

ε2N d

)
ZN

ℎ , (2.61)

where CG was defined in (2.48), and

ZN
ℎ := sup

t ∈[0,T ]
sup

ℎ′∈[0,ℎ]
sup
x∈Zd

���G( xN ) − SNtN 2,(t+ℎ′)N 2G( xN )
��� , (2.62)

Since we want the functions ψN
ε to take values in [0, 1) rather than [0,∞), we

note that there exists Nε,2 ∈ N such that

Mε := 2 sup
u∈Rd
|G(u)|

(
4CG

ε2 (Nε,2)d

)
< 1 . (2.63)

Hence, for all ℎ ∈ [0, ℎε] and N ≥ Nε,2, we have ψN
ε (ℎ) ∈ [0, 1) because

sup
N ∈N

sup
ℎ∈[0,ℎε]

ZN
ℎ ≤ sup

x∈Zd

��G( xN )�� + sup
s≤t

sup
x∈Zd

��SNs,tG( xN )�� ≤ 2 sup
u∈Rd
|G(u)| .

If we call
Nε,1,2 := max{Nε,1,Nε,2} (2.64)

we observe that, for all N ≥ Nε,1,2, ψN
ε is non-decreasing: indeedZN

ℎ′ ≤ Z
N
ℎ′′ if

ℎ ′ ≤ ℎ ′′, given that ℎ ′, ℎ ′′ ∈ [0, ℎε]. By the strong continuity of the transition
semigroup {S s,t , t ∈ [s,+∞)} (see Proposition 2.18(g)), for all N ≥ Nε,1,2 we
have ψN

ε (ℎ) → 0 as ℎ → 0. This yields (i) for the functions {ψN
ε , N ≥ Nε,1,2}.
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Now we prove (ii). We claim that YN
t,t+ℎ(ε) ≤ ψ

N
ε (ℎ). Indeed, by (2.60),

4
ε2
·

1
2N d

·
1
N d

∑
x∈Zd

(
G2( xN ) − (S

N
tN 2,(t+ℎ)N 2G)2( xN )

)
≤

4
ε2
·

1
2N d

·
1
N d

∑
x∈Zd
|G( xN )| · |G(

x
N ) − S

N
tN 2,(t+ℎ)N 2G( xN )|

+
4
ε2
·

1
2N d

·
1
N d

∑
x∈Zd
|SNtN 2,(t+ℎ)N 2G( xN )| · |G(

x
N ) − S

N
tN 2,(t+ℎ)N 2G( xN )|

≤
©­« 4
ε2
·

1
2N d

·
1
N d

∑
x∈Zd
|G( xN )| + |S

N
tN 2,(t+ℎ)N 2G( xN )|

ª®¬ · ZN
ℎ ≤ ψN

ε (ℎ) , (2.65)

where in the last inequality we used that, by (2.28) and (2.27), we have∑
x∈Zd
|SNtN 2,(t+ℎ)N 2G( xN )|

≤
∑
x∈Zd

SNtN 2,(t+ℎ)N 2 |G |( xN ) =
∑
x∈Zd
|G( xN )| ≤ N d CG .

As a consequence, for our choices of Nε,1,2 and ℎε (see also (2.54) and its
bounds, (2.59) and (2.65)), we have

P
(
|XN

t+ℎ(G) − X
N
t (G)| > ε

��FNt )
≤ XN

t,t+ℎ(ε) + Y
N
t,t+ℎ(ε) ≤ ψN

ε (ℎ) ,

and, in turn, (ii).

Now we prove the last two items, namely (iii) and (iv). By the triangle
inequality, we obtain

ZN
ℎ ≤ sup

ℎ′∈[0,ℎ]
sup
u∈Rd
|G(u)−SΣℎ′G(u)| + sup

0≤s≤t ≤T
sup
x∈Zd
|SNsN 2,tN 2G( xN )−S

Σ
t−sG( xN )| .

(2.66)

This leads us to the following definitions: for all ℎ ∈ [0, ℎε] and N ≥ Nε,1,2,

ψε(ℎ) :=
(

4CG

ε2(Nε,1,2)d

)
sup

ℎ′∈[0,ℎ]
sup
u∈Rd
|G(u) − SΣℎ′G(u)| (2.67)

φN
ε :=

(
4CG

ε2N d

)
sup

0≤s≤t ≤T
sup
x∈Zd
|SNsN 2,tN 2G( xN ) − S

Σ
t−sG( xN )| . (2.68)
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We obtain (iii), i.e. φN
ε → 0 as N → ∞ from (2.42), i.e. forward semi-

group uniform convergence. Alternatively, the contraction property of the
semigroups {S s,t , t ∈ [s,+∞)} and {SΣt , t ≥ 0} (cf. Proposition 2.18(d)),
yields

sup
0≤s≤t ≤T

sup
x∈Zd
|SNsN 2,tN 2G( xN ) − S

Σ
t−sG( xN )| ≤ 2 sup

u∈Rd
|G(u)| . (2.69)

By combining (2.69) with φN
ε ≥ 0 and φN

ε ≤ (supu |G(u)|
8
ε2
CG )

1
N d leads to

(iii).
In particular, there exists Nε,3 ∈ N such that, for all N ≥ Nε,3, φN

ε ∈

[0, 1 − Mε).
From the definitions of Mε in (2.63), Nε,1,2 in (2.64) and ψε(ℎ) in (2.67)

above, we obtain that ψε(ℎ) ∈ [0,Mε] for all ℎ ∈ [0, ℎε] and that ψε is non-
decreasing. The property ψε(ℎ) → 0 as ℎ → 0 is a consequence of the strong
continuity of the contraction semigroup {SΣt , t ≥ 0}. This yields (i) for the
function ψε : [0, ℎε] → [0, 1) (recall (2.63)).

In conclusion, (2.66) and N ≥ Nε := max{Nε,1,2,Nε,3} yield (iv) and, in
particular, ψε(ℎ)+φN

ε ∈ [0, 1) for all ℎ ∈ [0, ℎε]. This concludes the proof. �

2.5 Proof of Proposition 2.8

We have to show in this section that the infinite summation on the r.h.s.
of (2.36) is absolutely convergent and that it equals ηt (x)[ω]. The proof relies
on the construction of active islands (introduced in Appendix 2.a.1) and on a
finer control on their radius, which allows to obtain exponential bounds on
the transition probabilities of the random walks. As a consequence, we prove
identity (2.36) for all initial conditions η ∈ {0, 1}Zd and all times t ≥ 0.

The plan is the following. First we show that, when restricting to a finite
summation, formula (2.36) indeed holds for P-a.e. ω ∈ Ω. Then, based only
on a percolation result on the radius of active islands in sufficiently small time
intervals [69] and the uniform boundedness assumption of the conductances
(Assumption 2.1), we obtain an exponential upper bound for the heat kernel.
In conclusion, we prove that, for all initial conditions η ∈ {0, 1}Zd , for P-
a.e. ω ∈ Ω, the infinite summation in (2.36) is absolutely convergent, hence a
rearrangement of the order of the summation, which does not change its value,
gives us the result.
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Finite summations. Among all active islands in [s, t ], namely the connected
subgraphs of (Zd, Ed ) consisting of sites of Zd and bonds {y, z} ∈ Ed for which
Poissonian events occurred in the time window [s, t ], i.e. for which

Nt ({y, z}) − Ns−({y, z}) ≥ 1 ,

we denote by G[s,t ][x] the unique active island in [s, t ] containing x ∈ Zd .
Due to Assumption 2.1 (see Appendix 2.a.1 for the detailed argument), there
exists ℎc (d,a) > 0 such that, for P-a.e. realization ω ∈ Ω, for all x ∈ Zd and all
s, t ∈ [0,∞)with 0 < t−s < ℎc (d,a), the active island G[s,t ](x)[ω] is finite. As a
consequence, both trajectories {X x

s,r [ω], s ≤ r ≤ t } and {X̂ x
r ,t [ω], s ≤ r ≤ t }

are well-defined (see Section 2.3.1 and Appendix 2.a.1). For the same reason,
given {ηs (x)[ω], x ∈ Zd }, the definition (2.31), i.e. ηt (x)[ω] = ηs (X̂ x

s,t [ω])[ω]

in terms of the stirring process, poses no problem.

In the following lemma, due to the finiteness of active islands, we can give
a precise meaning to (2.36) when restricting the summation only to particle
positions within the same active island.

Lemma 2.15. Fix x, z ∈ Zd and s, t ∈ [0,∞) with 0 < t − s < ℎc (d,a). Then,
for P-a.e. ω ∈ Ω and any configuration ηs ∈ {0, 1}Z

d , we have∑
y∈G[s,t ](z)[ω]

(
p̂s,t (x, y)ηs (y) +

∫ t

s
p̂r ,t (x, y) dMr (ηr−[ω], y)[ω]

)
=

{
ηt (x)[ω] if x ∈ G[s,t ](z)[ω]
0 otherwise ,

(2.70)

where ηt (x)[ω] = ηs (X̂ x
s,t [ω]).

Proof. For notational convenience, let us set s = 0 and t < ℎc (d,a). By recall-
ing the definition of dMr in (2.35) and the following backwardmaster equation
(obtained by using (2.91))

∂r p̂r ,t (x, ·)(y) = −
∑

v :{y,v }∈Ed

cr ({y, v}) (p̂r ,t (x, v) − p̂r ,t (x, y)) , (2.71)
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we rearrange the l.h.s. in (2.70) to obtain:∑
y∈G[0,t ](z)[ω]

(
p̂0,t (x, y)η(y) +

∫ t

0
ηr−(y)[ω] ∂r p̂r ,t (x, ·)(y) dr

+

∫ t

0
ηr−(y)[ω]

∑
v :{y,v }∈Ed

(p̂r ,t (x, v) − p̂r ,t (x, y)) dNr ({y, v})[ω]
ª®¬ . (2.72)

Now, for all y ∈ G[0,t ](z)[ω], we denote by

0 ≤ s1(y)[ω] < . . . < sn(y)[ω](y)[ω] ≤ t

the n(y)[ω] jump times occurred in a bond incident to y in the time interval
[0, t ], with the convention

s0 = 0 and sn(y)[ω]+1 = t .

Note that Assumption 2.1 assures that n(y)[ω] < ∞. By recalling definition
(2.31), each y-term in (2.72) admits the following decomposition (we write sk
instead of sk(y)[ω] for readability):

p̂0,t (x, y)η(y) +
n(y)[ω]∑
k=0

η(X̂ y
0,sk
[ω])

(
p̂sk+1,t (x, y) − p̂sk,t (x, y)

)
+

n(y)[ω]∑
k=0

η(X̂ y
0,sk
[ω])

(
p̂sk+1,t (x,X

y
sk,sk+1[ω]) − p̂sk+1,t (x, y)

)
,

which further simplifies as

p̂t,t (x, y)η(X̂
y
0,t [ω]) +

n(y)[ω]−1∑
k=0

(
η(X̂ y

0,sk
[ω])p̂sk+1,t (x,X

y
sk,sk+1[ω])

−η(X̂ y
0,sk+1
[ω])p̂sk+1,t (x, y)

)
. (2.73)

Now, for all k = 0, . . . , n(y)[ω] − 1, there exists a unique neighbor of y,
here denoted by v ∈ Zd , for which dNsk+1(y)({y, v})[ω] = 1. Note that
v ∈ G[0,t ](z)[ω]. As a consequence of the construction of the forward and
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backward random walks, we have

X y
sk,sk+1[ω] = v , X̂ y

0,sk
[ω] = X̂ v

0,sk+1[ω] and X̂ v
0,sk [ω] = X̂ y

0,sk+1
[ω] .

In turn, there will be exactly one term in the following sum

n(v)[ω]−1∑̀
=0

(
η(X̂ v

0,s` [ω])p̂s`+1,t (x,X
v
s`,s`+1[ω]) − η(X̂

v
0,s`+1[ω])p̂s`+1,t (x, v)

)
which cancels the corresponding k-th term in (2.73). Hence, after reordering
these finite summations, (2.72) reduces to the following∑

y∈G[0,t ](z)[ω]
p̂t,t (x, y)η(X̂

y
0,t [ω]) .

The observation that p̂t,t (x, y) = 1{x=y } concludes the proof. �

Radius of active islands and absolute convergence. We start by presenting
a key estimate, direct consequence of [69, Theorem 3.4] and Assumption 2.1,
on the radius of active islands:

Fact 2.1 ( [69, theorem 3.4]). For all s, t ∈ [0,∞), with 0 < t − s < ℎc (d,a),
there exists χ(t − s) > 0, such that

P
(
∃ y ∈ Zd : |y − x | = n and y ∈ G[s,t ](x)

)
≤ e−χ(t−s)n , (2.74)

for all n ∈ N and x ∈ Zd . In words, the probability that the active island in (s, t ]
containing x ∈ Zd contains at least one site at distance n from x ∈ Zd is smaller
than e−χ(t−s)n , for all n ∈ N. The function χ : (0, ℎc (d,a)) → (0,∞) can be
chosen to be non-increasing.

For all x ∈ Zd , t ≥ 0 and η ∈ {0, 1}Zd , we need to give a precise meaning
to the infinite sum in (2.36) for P-a.e. realization ω ∈ Ω. More precisely, we
need to ensure that this infinite sum is absolutely convergent, allowing us to
reorder the summation so as to sum over finite active islands (over space and
time) first, and then, to apply Lemma 2.15. This is the content of the following
lemma.

Lemma 2.16. Fix x ∈ Zd , t > 0 and a partition {0 = t0, t1, . . . , tn, tn+1 = t } of
[0, t ] finer than ℎc (d,a), i.e. tk+1 > tk and tk+1 − tk < ℎc (d,a), for k = 0, . . . , n.
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Then:

(a) There exist two constants C , χ > 0 (depending only on t > 0 and the parti-
tion {t0, . . . , tn+1} of [0, t ]) such that, for all m ∈ N,∑

y: |y−x |=m

∑
z1∈Zd

· · ·
∑
zn ∈Zd

p0,t1(x, z1) · · · ptn,t (zn, y) ≤ C e−χm . (2.75)

An analogous result (with the same constants) holds for the backward tran-
sition probabilities:∑

y: |y−x |=m

∑
zn ∈Zd

· · ·
∑
z1∈Zd

p̂tn,t (x, zn) · · · p̂0,t1(z1, y) ≤ C e−χm . (2.76)

(b) For P-a.e. ω ∈ Ω and all initial configurations η ∈ {0, 1}Zd ,∑
zn ∈Zd

· · ·
∑
z1∈Zd

p̂tn,t (x, zn) · · · p̂t1,t2(z2, z1) ×

×

∫ t1

0

∑
y∈Zd

p̂r ,t1(z1, y) d
��Mr (ηr−[ω], y)[ω]

�� < ∞ . (2.77)

(c) For P-a.e. ω ∈ Ω, k = 0, . . . , n and all initial configurations η ∈ {0, 1}Zd ,
the infinite summation∑
y∈Zd

p̂tk,tk+1(x, y)ηtk (y)[ω] +
∫ tk+1

tk

∑
y∈Zd

p̂r ,tk+1(x, y) dMr (ηr−[ω], y)[ω]

(2.78)
is absolutely convergent and equals ηtk+1(x)[ω].

Proof. For item (a), all terms being non-negative, we can reorder the summa-
tion on the l.h.s. in (2.75) to obtain∑

z1∈Zd
· · ·

∑
zn−1∈Zd

p0,t1(x, z1) · · · ptn−2,tn−1(zn−2, zn−1) ×

×
©­«
∞∑

mn=0

∑
zn : |zn−x |=mn

ptn−1,tn (zn−1, zn)
∑

y: |y−x |=m
ptn,t (zn, y)

ª®¬ . (2.79)
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As a consequence of the graphical construction of forward and backward ran-
dom walks (see Appendix 2.a), triangle inequality and (2.74), we have, for all
zn ∈ Zd such that |zn − x | = mn, first when mn , m,∑

y: |y−x |=m
ptn,t (zn, y) = P

(
|X zn

tn,t − x | = m
)

≤ P
(
∃ y ∈ Zd : |y − x | = m and y ∈ G[tn,t ](zn)

)
≤ P

(
∃w ∈ Zd : |w − zn | = |m −mn | and w ∈ G[tn,t ](zn)

)
≤ e−χ(t−tn) |m−mn | . (2.80)

Then when mn = m, we simply bound∑
y: |y−x |=m

ptn,t (zn, y) ≤ 1 . (2.81)

Hence, by (2.80) and (2.81), (2.79) is bounded above by

∞∑
mn=0

e−χ(t−tn) |m−mn | ©­«
∑

zn : |zn−x |=mn

∑
z1∈Zd

· · ·
∑

zn−1∈Zd
p0,t1 (x, z1) · · · ptn−1,tn (zn−1, zn)

ª®¬ .

By iterating this procedure for a finite number of steps, we obtain the following
upper bound for (2.79):

∞∑
mn=0
· · ·

∞∑
m2=0

e−χ(t−tn) |m−mn | · · · e−χ(t2−t1) |m2−m1 | ©­«
∞∑

m1=0

∑
z1: |z1−x |=m1

p0,t1(x, z1)
ª®¬ .

If we bound the last summation in parenthesis as follows (see also (2.80))∑
z1: |z1−x |=m1

p0,t1(x, z1)

≤ P
(
∃ v ∈ Zd : |v − x | = m1 and v ∈ G[0,t1](x)

)
≤ e−χ(t1)m1 , (2.82)
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we obtain∑
y: |y−x |=m

∑
z1∈Zd

· · ·
∑
zn ∈Zd

p0,t1(x, z1) · · · ptn,t (zn, y)

≤

∞∑
mn=0
· · ·

∞∑
m2=0

∞∑
m1=0

e−χ(t−tn) |m−mn | · · · e−χ(t2−t1) |m2−m1 |e−χ(t1)m1 ,

hence the bound (2.75). An analogous argument yields (2.76).

We now prove item (b). For all initial conditions η ∈ {0, 1}Zd , for all
realizationsω ∈ Ω, by the definition of dMr in (2.35) and the bound ηr−(z) ≤ 1
for all z ∈ Zd , we have that∑

zn ∈Zd
· · ·

∑
z1∈Zd

p̂tn,t (x, zn) · · · p̂t1,t2 (z2, z1)
∫ t1

0

∑
y∈Zd

p̂r ,t1 (z1, y) d
��Mr (ηr− [ω], y)[ω]

��
is bounded above by∑
zn ∈Zd

· · ·
∑
z1∈Zd

p̂tn,t (x, zn) · · · p̂t1,t2 (z2, z1)
∫ t1

0

∑
y∈Zd

p̂r ,t1 (z1, y)
∑

z :{y,z }∈Ed

cr ({y, z}) dr

+
∑
zn ∈Zd

· · ·
∑
z1∈Zd

p̂tn,t (x, zn) · · · p̂t1,t2 (z2, z1)
∫ t1

0

∑
y∈Zd

p̂r ,t1 (z1, y)
∑

z :{y,z }∈Ed

dNr ({y, z})[ω] .

We estimate the two terms on the above r.h.s. separately. First, by Assumption
2.1 and (2.76), we obtain∑

zn ∈Zd
· · ·

∑
z1∈Zd

p̂tn,t (x, zn) · · · p̂t1,t2(z2, z1) ×

×

∫ t1

0

∑
y∈Zd

p̂r ,t1(z1, y)
∑

z :{y,z }∈Ed

cr ({y, z}) dr ≤ 2Cdat1
∞∑

m=0
e−χm < ∞ .

For the second term, we observe that, for all m ∈ N and y ∈ Zd with |y − x | =
m, by independence of the Poisson processes over the bonds and Assumption
2.1, we have

P
©­«

∑
z :{y,z }∈Ed

Nt1({y, z}) > mª®¬ ≤
∞∑

k=m+1

(2dat1)ke−2dat1
k!

≤ c
(2dat1)m

m!
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for some constant c > 0 independent of m. As a consequence, we obtain

∞∑
m=0

∑
y: |y−x |=m

P
©­«

∑
z :{y,z }∈Ed

Nt1({y, z}) > mª®¬
≤

∞∑
m=0

∑
y: |y−x |=m

c
(2dat1)m

m!
≤

∞∑
m=0

c
(4d2at1)m

m!
< ∞ .

Hence, by a Borel-Cantelli argument, we can conclude that, for P-a.e. ω ∈ Ω,
there exists a constant c[ω] > 0 for which∑

z :{y,z }∈Ed

Nt1({y, z})[ω] ≤ c[ω]m (2.83)

holds for all m ∈ N and y ∈ Zd with |y − x | = m. Therefore, for P-a.e. ω ∈ Ω,
by (2.83), we get∑

zn ∈Zd
· · ·

∑
z1∈Zd

p̂tn,t (x, zn) · · · p̂t1,t2(z2, z1) ×

×

∫ t1

0

∑
y∈Zd

p̂r ,t1(z1, y)
∑

z :{y,z }∈Ed

dNr ({y, z})[ω]

≤

∞∑
m=0

©­« sup
0≤r ≤t1

∑
y: |y−x |=m

∑
zn ∈Zd

· · ·
∑
z1∈Zd

p̂tn,t (x, zn) · · · p̂r ,t1(z1, y)
ª®¬ 2dat1c[ω]m .

The term in parenthesis, by using (2.76), is exponentially small in m ∈ N,
yielding (2.77).

For item (c), for all initial conditions η ∈ {0, 1}Zd , we observe that, in view
of (2.76), the bound η0(y) ≤ 1 for all y ∈ Zd and (2.77), for P-a.e. ω ∈ Ω, the
infinite summation in (2.78) is absolutely convergent. More precisely, for all
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ε > 0, there exists an integer nk = n[tk,tk+1],ε(x)[ω] > 0 such that������ ∑
y: |y−x | ≥nk

p̂tk,tk+1(x, y)ηtk (y)[ω] +

+

∫ tk+1

tk

∑
y: |y−x | ≥nk

p̂r ,tk+1(x, y) dMr (ηr−[ω], y)[ω]

������ < ε . (2.84)

Once we have determined nk = n[tk,tk+1],ε(x)[ω] for which (2.84) is in force,
let us define the finite subset Uk = U[tk,tk+1],ε(x)[ω] of Z

d obtained as union
of all active islands in [tk, tk+1]which contain at least a site at a distance nk (or
less) from x ∈ Zd . Therefore, for all finite V ⊂ Zd containing Uk , we have
that the absolute value of

©­«
∑
y∈V

p̂tk ,tk+1 (x, y)ηtk (y)[ω] +
∫ tk+1

tk

∑
y∈V

p̂r ,tk+1 (x, y) dMr (ηr− [ω], y)[ω]
ª®¬− ηtk+1 (x)[ω]

=
∑

y∈V\Uk

p̂tk ,tk+1 (x, y)ηtk (y)[ω] +
∫ tk+1

tk

∑
y∈V\Uk

p̂r ,tk+1 (x, y) dMr (ηr− [ω], y)[ω]

(in this identity we used Lemma 2.15) is bounded above by∑
y∈V\Uk

(
p̂tk ,tk+1 (x, y)ηtk (y)[ω] +

∫ tk+1

tk
p̂r ,tk+1 (x, y) d

��Mr (ηr− [ω], y)[ω]
�� )

≤
∑

y: |y−x | ≥nk

(
p̂tk ,tk+1 (x, y)ηtk (y)[ω] +

∫ tk+1

tk
p̂r ,tk+1 (x, y) d

��Mr (ηr− [ω], y)[ω]
�� ) ,

where this last inequality follows fromV \Uk ⊂ {y ∈ Zd : |y − x | ≥ nk}. By
(2.84) the proof is concluded. �

We are now ready to conclude the proof of Proposition 2.8.

Proof of Proposition 2.8. For all initial conditions η ∈ {0, 1}Zd , P-a.e. realiza-
tion ω ∈ Ω, x ∈ Zd and t > 0, by applying Lemma 2.16(c) for all k = 0, . . . , n,
and reordering the summations thanks to Lemma 2.16(a)–(b),

ηt (x)[ω] =
∑
zn ∈Zd

p̂tn,t (x, zn)ηtn (zn)[ω]+
∫ t

tn

∑
zn ∈Zd

p̂r ,t (x, zn) dMr (ηr− [ω], zn)[ω]
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=
∑
zn ∈Zd

· · ·
∑
z1∈Zd

∑
y∈Zd

p̂tn,t (x, zn) · · · p̂0,t1 (z1, y)η0(y)

+
∑
zn ∈Zd

· · ·
∑
z1∈Zd

p̂tn,t (x, zn) · · · p̂t1,t2 (z2, z1)
∫ t1

0

∑
y∈Zd

p̂r ,t1 (z1, y) dMr (ηr− [ω], y)[ω]

+ . . . +

∫ t

tn

∑
zn ∈Zd

p̂r ,t (x, zn) dMr (ηr− [ω], zn)[ω] ,

where the hidden terms are of the following form:∑
zn ∈Zd

· · ·
∑
zk ∈Zd

p̂tn,t (x, zn) · · · p̂tk,tk+1(zk+1, zk) ×

×

∫ tk

tk−1

∑
zk−1∈Zd

p̂r ,tk (zk, zk−1) dMr (ηr−[ω], zk−1)[ω] , (2.85)

with k = 1, . . . , n−1. Hence, by using Chapman-Kolmogorov equation (2.25)
for the backward transition probabilities, each term in (2.85) equals∫ tk

tk−1

∑
zk−1∈Zd

p̂r ,t (x, zk−1) dMr (ηr−[ω], zk−1)[ω] .

Thus, by piecing together the above integrals for all k = 0, . . . , n, we finally
obtain (2.36).

�

2.a Time-inhomogeneous random walks: graphical
construction and properties

In this appendix we collect some basic facts about time-inhomogeneous
randomwalks. In particular, first we detail a dynamic version ofHarris graphi-
cal construction [72] based on a percolation argument, whichwas summarized
in Section 2.3.1. Then, we show that the random walks obtained are indeed
Feller processes. We rely on the notation in Section 2.3.1.
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2.a.1 Graphical construction of random walks

In this sectionwe explain in detail the graphical constructionwhich defines
the percolation structure on which we build the families of forward and back-
ward random walks given in Section 2.3.1. The main difficulty comes from
the loss of space-time translation invariance due to the dynamic environment
c . We deal with this difficulty by using Assumption 2.1 about the uniform
boundedness of the conductances by a > 0. It will enable us to relate the per-
colation structure built from the inhomogeneous Poisson processes to a bond
percolation model in Zd [69]. Using the latter, we can construct the families
of random walks by piecing together paths defined on sufficiently small time
intervals which cover the whole positive real line.

Remark 2.17. The uniform boundedness assumption could in principle be relaxed
as long as results from bond percolation models transfer to our inhomogeneous
setting. For examples of weaker assumptions on the conductances when d = 1, see
e.g. [42, Lemma 2.1] or [10].

Stochastic domination. Let {N·({x, y}), {x, y} ∈ Ed } be a family of i.i.d.
Poisson processes of intensity a defined on the probability space (Ξ,F, {Ft , t ≥
0},P). By a thinning procedure (see e.g. [97]), we construct the family of
inhomogeneous Poisson processes {N·({x, y}), {x, y} ∈ Ed } given in (2.20) as
follows: for all n ∈ N and {x, y} ∈ Ed , if we denote by Tn({x, y}) the random
time at which the n-th event of N·({x, y}) has occurred, we erase this random
time with probability

1 − a−1 · cTn({x,y })({x, y}) .

We proceed analogously and independently for all random times
{Tm({x, y}), m ∈ N, {x, y} ∈ Ed }. We denote the probability space
induced by {N·({x, y}), {x, y} ∈ Ed } and this thinning procedure by
(Ω,F , {Ft , t ≥ 0},P). Then the remaining random points form the family
of inhomogeneous Poisson process {N·({x, y}), {x, y} ∈ Ed } introduced in
(2.20), see also [97].

Given this construction, for all {x, y} ∈ Ed and t ≥ s , the number of
Poissonian events of N·({x, y}) in the time interval [s, t ] P-a.s. dominates the
number of events of N·({x, y}) in the same time interval.

Percolation and active islands. Let us first consider the family of i.i.d. Pois-
son processes {N·({x, y}), {x, y} ∈ Ed }. For all t ≥ s , we say that the bond
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{x, y} ∈ Ed is open in [s, t ] if

Nt ({x, y}) − Ns−({x, y}) ≥ 1 .

We call the connected components of the subgraph consisting of sites of Zd
and bonds that are open in [s, t ] open clusters in [s, t ].

Bonds {x, y} ∈ Ed are open in [s, t ] independently of each other with
probability ps,t (a) = 1 − ea(t−s). Hence, for all t ≥ s , this induces a bond
percolation model in Zd with density ps,t (a). As a consequence of the existence
of a critical probability p(d) ∈ (0, 1] for bond percolation in Zd (see [69, p.
13] for the case d = 1 and [69, Theorems 1.10–11] for the case d ≥ 2), for
any d ≥ 1 there exists a value ℎc (d,a) > 0 such that for all s, t ∈ [0,∞) with
0 < t − s < ℎc (d,a), the open clusters in [s, t ] are all finite P-almost surely. In
particular, if we fix an interval size ℎ < ℎc (d,a) and consider, for all k ≥ 0, the
interval Ik = [kℎ, (k + 1)ℎ], we have

P(for all k ∈ N all open clusters in Ik are finite) = 1 . (2.86)

We turn now to the inhomogeneous Poisson processes
{N·({x, y}), {x, y}}. A bond {x, y} ∈ Ed such that

Nt ({x, y}) − Ns−({x, y}) ≥ 1

is said to be active in [s, t ]. Note that, due to the thinning procedure, active
bonds are open, but not necessarily viceversa. Hence, the connected compo-
nents of the subgraph consisting of sites of Zd and bonds that are active in
[s, t ], denoted as active island in [s, t ], are P-a.s. finite if 0 < t − s < ℎc (d,a).
Combining this with (2.86), we get

P(for all k ∈ N all active islands in Ik are finite) = 1 . (2.87)

Random walks. Let us denote by G[s,t ](x) the active island in [s, t ] contain-
ing the site x ∈ Zd . Then, by rephrasing (2.87), we have

P(for all k ∈ N and x ∈ Zd, GIk (x) is finite) = 1 . (2.88)

Moreover, P-a.s. each GIk (x) contains at most finitely-many Poissonian marks
(and no marks at the times kℎ, for all k ∈ N).

As a consequence, for P-a.e. ω ∈ Ω, if we choose s, t ∈ Ik for some k ∈ N
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with 0 < t − s < ℎc (d,a), the random walks’ paths {X x
s,r [ω], x ∈ Zd, s ≤

r ≤ t } and {X̂ y
r ,t [ω], y ∈ Zd, s ≤ r ≤ t } are all simultaneously well-defined.

Indeed, for all x and y ∈ Zd , it suffices to consider only finitely many Pois-
sonian marks within GIk (x)[ω] and GIk (y)[ω], respectively, when performing
the jumps (right-continuous for the forward randomwalks and left-continuous
for the backward randomwalks). This procedure uniquely defines X x

s,t [ω] and
X̂ y

s,t [ω] simultaneously for all x and y ∈ Zd (see also Section 2.3).
If s, t ∈ [0,∞) with t − s > 0 belong to different intervals Ik(s) and Ik(t ),

respectively, with k(s) < k(t ), then, by piecing together the well-defined paths

{X x
s,r [ω], r ≥ s and r ∈ Ik(s)} , . . . , {X x

r ,t [ω], r ≤ t and r ∈ Ik(t )}

in ascending order w.r.t. k ∈ {k(s), . . . , k(t )} and

{X̂ y
r ,t [ω], r ≤ t and r ∈ Ik(t )} , . . . , {X̂

y
s,r [ω], r ≥ s and r ∈ Ik(s)}

in descending order w.r.t. k ∈ {k(s), . . . , k(t )}, we obtain X x
s,t [ω] and X̂ y

s,t [ω]

for all x and y ∈ Zd .
The property of the inhomogeneous Poisson processes

{N·({z, v}), {z, v} ∈ Ed } for which past and future are independent
conditioned on the present state and our construction rules of the random
walks imply that the processes {X x

s,t , t ≥ s} and {X̂ y
s,t , s ≤ t } for all x and

y ∈ Zd are Markovian w.r.t. the induced natural filtrations. This justifies the
introduction in Section 2.3 of the transition probabilities {ps,t (x, y), x, y ∈ Zd }
and {p̂s,t (y, x), x, y ∈ Zd }, as well as of the semigroups {S s,t , t ≥ s} and
{Ŝ s,t , s ≤ t }.

2.a.2 Feller transition semigroups and generators

We study properties of the transition semigroups {S s,t , t ≥ s} and
{Ŝ s,t , s ≤ t } introduced in (2.28) and (2.29) and their associated infinitesimal
generators solving the associated Kolmogorov forward and backward equa-
tions as in (2.90) and (2.91), which turn out to be {At , t ≥ 0} and {At−, t ≥ 0}
defined in (2.2) and (2.11). Indeed, for all x, y ∈ Zd with the convention
ct ({x, y}) = 0 if {x, y} < Ed , we have

lim
t ↓s

ps,t (x, y)
t − s

= c s+({x, y}) and lim
s↑t

p̂s,t (x, y)
t − s

= ct−({x, y}) , (2.89)
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where the following limits c s±({x, y}) = limℎ↓0 c s±ℎ({x, y}) exist and, as the
conductances are assumed to be càdlàg, c s+({x, y}) = c s ({x, y}).

In what follows, for a differentiable function φ : (−∞,∞) → (X, d), with
(X, d) a metric space, we define

∂τφ(τ) = lim
ℎ↓0

1
ℎ (φ(τ + ℎ) − φ(τ)) and ∂τ−φ(τ) = lim

ℎ↓0
1
ℎ (φ(τ) − φ(τ − ℎ)) .

Moreover, C0(Rd ) denotes the Banach space of real-valued continuous func-
tions on Rd vanishing at infinity endowed with the sup norm ‖ · ‖∞. By C0(Zd )
we denote the space of functions obtained as restrictions to Zd of functions in
C0(R

d ).
The proofs of the next two propositions, which follow from Assumption

2.1, are left to the reader. For notational convenience, we extend the definitions
of conductances, transition semigroups and generators to negative times.

Proposition 2.18 (transition semigroups). For all f ∈ C0(Zd ) and s ≤ r ≤ t ,
the following hold true:

(a) Operators on C0(Zd ). S s,t f ∈ C0(Zd ) and Ŝ s,t f ∈ C0(Zd ).

(b) Identity. St,t f = Ŝt,t f = f .

(c) Positivity. If f ≥ 0, then S s,t f ≥ 0 and Ŝ s,t f ≥ 0.

(d) Contraction. ‖S s,t f ‖∞ ≤ ‖ f ‖∞ and ‖ Ŝ s,t f ‖∞ ≤ ‖ f ‖∞.

(e) Conservativity. S s,t1 = 1 and Ŝ s,t1 = 1.

(f) Chapman-Kolmogorov equation.

S s,r Sr ,t f = S s,t f Ŝr ,t Ŝ s,r f = Ŝ s,t f .

(g) Strong continuity. For all T > 0, limℎ↓0 sup0≤s≤T ‖S s,s+ℎ f − f ‖∞ = 0.

Proposition 2.19 (infinitesimal generators). For all f ∈ C0(Zd ) and t ∈
(−∞,∞), the following hold true:

(a) Domain. At f and At− f ∈ C0(Zd ).
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(b) Kolmogorov forward and backward equations.

∂t S s,t f = S s,tAt f
∂t−S s,t f = S s,tAt− f

∂t Ŝ s,t f = At Ŝ s,t f

∂t− Ŝ s,t f = At− Ŝ s,t f
(2.90)

and

∂sS s,t f = −AsS s,t f
∂s−S s,t f = −As−S s,t f

∂s Ŝ s,t f = −Ŝ s,tAs f

∂s− Ŝ s,t f = −Ŝ s,tAs− f ,
(2.91)

where derivatives are meant w.r.t. ‖ · ‖∞.

Feller property. We now consider the space-time processes [139, Section
8.5.5]

{(X x
s,s+·, s + ·), x ∈ Zd, s ∈ (−∞,∞)} (2.92)

{(X̂ y
t−·,t , t − ·), y ∈ Z

d, t ∈ (−∞,∞)} (2.93)

associated to forward and backward random walks, respectively. These pro-
cesses are time-homogeneousMarkov processes on the state space Zd×(−∞,∞)
with infinitesimal generators B and B̂ given by

B f (x, s) = As f (x, s) + ∂s f (x, s) (2.94)

B̂ f (x, s) = As− f (x, s) + ∂s f (x, s) , (2.95)

for all f ∈ C0(Zd × (−∞,∞)) [14], [121, Chapter III.2], [139, Section 8.5.5].
Hence, by passing to this formulation, Propositions 2.18 and 2.19 guarantee
that the forward and backward random walks are Feller processes, i.e. in the
sense that their associated space-time processes are Feller processes as in [81,
Chapter 19. Conditions (F1)–(F3)].

2.b Forward and backward invariance principle

As announced in Remark 2.4, we prove that an invariance principle for
the forward random walks (2.13) holds if and only if an analogous result holds
for the backward random walks (2.15). For this, next to the two equivalent
formulations (A) and (B) of the invariance principle for the forward random
walks in Theorem 2.11, we add a third one below:



75

(C) Uniform convergence of infinitesimal generators. For all T > 0 and
G ∈ S (Rd ), there exists a sequence {GN , N ∈ N} with GN ∈ C0(

Zd

N ) such
that

sup
x∈Zd

��GN (
x
N ) −G(

x
N )

�� −→
N→∞

0

and
sup

0≤t ≤T
sup
x∈Zd

��AN
tN 2GN (

x
N ) − A

ΣG( xN )
�� −→

N→∞
0 ,

where
AN

t G( xN ) = N 2 · AtG( ·N )(x) , x ∈ Zd ,

andAΣ = 1
2∇(Σ ·∇) is the infinitesimal generator of the Brownian motion

{B Σ
t , t ≥ 0} with covariance matrix Σ .

The proof of the equivalence of (A), (B) and (C) can be found in [81,
Theorem 19.25], [40, Chapter 1. Theorem 6.1] after considering the generator
(2.94) of the associated space-time process. The analogous condition for the
backward random walks reads as follows:

(Ĉ) Uniform convergence of infinitesimal generators. For all T > 0 and
G ∈ S (Rd ), there exists a sequence {GN , N ∈ N} with GN ∈ C0(

Zd

N ) such
that

sup
x∈Zd

��GN (
x
N ) −G(

x
N )

�� −→
N→∞

0

and
sup

0≤t ≤T
sup
x∈Zd

���AN
(tN 2)−

GN (
x
N ) − A

ΣG( xN )
��� −→

N→∞
0 ,

where the notation is as in (C).

As a consequence, if

sup
0≤t ≤T

sup
x∈Zd

���AN
tN 2G( xN ) − AN

(tN 2)−
G( xN )

��� −→
N→∞

0 (2.96)

holds for all G ∈ S (Rd ), then, by triangle inequality, (C) and (Ĉ) are equiva-
lent. In turn, the invariance principles in Theorem 2.3(b) would also be equiv-
alent.

We end this section by showing that in our context (C) and (Ĉ) are always
equivalent, even without relying on (2.96).
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Proposition 2.20. Under Assumption 2.1, for all f ∈ C0(Zd ) and t ∈ (−∞,∞),
we have that

lim
r ↑t

sup
x∈Zd

��At− f (x) − Ar f (x)
�� = 0 . (2.97)

As a consequence, (C) holds if and only if (Ĉ) holds.

Proof. We start with the proof of (2.97). Let ` ∈ N. By Assumption 2.1, we
obtain

sup
x∈Zd

��At− f (x) − Ar f (x)
�� ≤ C f · sup

|x | ≤`
max

y: |y−x |=1
|ct−({x, y}) − cr ({x, y})|

+ 4ad · sup
|x |>`

max
y: |y−x |=1

| f (y) − f (x)| ,

where C f is a constant depending only on f ∈ C0(Zd ). For any ε > 0, we
choose ` > 0 large enough and, consequently, δ > 0 small enough so that

sup
|x |>`

max
y: |y−x |=1

| f (y) − f (x)| ≤
ε

8ad

and

sup
0≤r ≤t : |r−t |<δ

sup
|x | ≤`

max
y: |y−x |=1

|ct−({x, y}) − cr ({x, y})| ≤
ε

2C f
.

This proves (2.97). Now assume (C). Then, for all N ∈ N, we have

sup
0≤t ≤T

sup
x∈Zd

���AN
(tN 2)−

GN (
x
N ) − A

ΣG( xN )
���

≤ sup
0≤t ≤T

sup
x∈Zd

���AN
(tN 2)−

GN (
x
N ) − AN

rN 2GN (
x
N )

���+ sup
x∈Zd

��AN
rN 2GN (

x
N ) − A

ΣG( xN )
��

for all 0 ≤ r ≤ T . By (2.97), for all ε > 0, N ∈ N and 0 ≤ t ≤ T , we choose
0 ≤ rNε,t ≤ T such that

sup
x∈Zd

����AN
(tN 2)−

GN (
x
N ) − AN

rNε,tN 2GN (
x
N )

���� < ε . (2.98)

The uniform bound (2.98) and (C) give (Ĉ). The converse implication is ob-
tained analogously. �
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2.c Tightness criterion

We present a tightness criterion for processes in the Skorokhod space
D([0,T ],R) of real-valued càdlàg functions on [0,T ] (see e.g. [9]). This cri-
terion relies on the notion of uniform conditional stochastic continuity of a
process [137, Appendix A]. The study of this property allows to extract in-
formation on the modulus of continuity of the trajectories.

By following closely the argument in [137, Appendix A], we get a quantita-
tive estimate for the modulus of continuity leading to a sufficient condition for
tightness. To the best of our knowledge, this strategy has not been remarked
before with this purpose, therefore we provide below a detailed proof.

As a first step, we specify the topological setting as in [9].

Definition 2.21 (modulus of continuity). Given z : [0,T ] → R a bounded
function, for all δ > 0, the δ-modulus of continuity w ′′′z (δ) ( [9, Problem 12.4, p.
137]) for the function z is given by

w ′′′z (δ)

= max
 sup
0≤s≤t ≤T
t−s<δ

inf
r ∈(s,t )

max {wz (s, r ),wz (r , t )} , |zδ − z0 | , |zT − − zT −δ |
 ,

where
wz (s, t ) = sup

s≤s′≤t ′≤t
|z t ′ − z s′ | .

Roughly speaking, given δ > 0, the δ-modulus of continuity w ′′′z (δ) (re-
ferred to aswz (δ) in [137, Appendix A.2]) “allows” for one jump in intervals
of size at most δ. We refer to [9, Chapter 3. Section 12] for further details
on w ′′′ and its relation to the space D([0,T ],R). Note that our definition of
w ′′′z (δ) slightly differs from the one given in [9, Problem 12.4, p. 137] as we
include also information about z near 0 and T , i.e. |zδ − z0 | and |zT − − zT −δ |.

In what follows, we state a general tightness criterion, namely Theorem
2.22, in D([0,T ],R) in terms of the modulus of continuity w ′′′ introduced
above. We remark that Theorem 2.22 below is a rewriting of Theorem 13.2,
the correspondingCorollary and (13.8) to be found at pp. 139–141 of [9]. There
the author refers to moduli of continuity (w ′ and w ′′ defined in (12.6), p. 122,
and (12.27), p. 131, respectively) which are different, though “equivalent” (cf.
[9, (12.31)–(12.32), p. 132] and [9, Problem 12.4, p. 137], respectively), to the
one we employ.
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Theorem 2.22 ( [9]). A family of probability measures {PN , N ∈ N} on
D([0,T ],R), whose canonical coordinate processes are denoted by {ZN· , N ∈ N},
is tight if the following conditions hold:

(T1) For all t in a dense subset of [0,T ] containing T ,

lim
m→∞

lim sup
N→∞

PN

(
|ZNt | > m

)
= 0 .

(T2) For all ε > 0,
lim
δ→0

lim sup
N→∞

PN

(
w ′′′
ZN
(δ) > ε

)
= 0 .

In Theorem 2.24, we will present a condition alternative to (T2) on the
uniform control of the modulus of continuity w ′′′. First we need Theorem
2.23, which is a slight modification of [137, Theorem A.6]. Indeed, the proof
of Theorem 2.23 follows closely the one of [137, Theorem A.6]. Only in the
last part, the two proofs differ yielding a different upper bound (2.100). For
the sake of completeness, though, we include the whole proof at the end of
this section.

Theorem 2.23 ( [137, theorem A.6]). Let {Zt , t ≥ 0} be a continuous-time real-
valued stochastic process, whose associated distribution and filtration are denoted
by P and {Ft , t ≥ 0}, respectively.

Fix T > 0 and ε > 0 and suppose that there exist a positive value ℎε > 0 and
a deterministic function ψε : [0, ℎε] → [0, 1) such that:

(i) ψε is non-decreasing and ψε(ℎ) → 0 as ℎ → 0 .

(ii) For all ℎ ∈ [0, ℎε] and t ∈ [0,T ], we have

P ( |Zt+ℎ − Zt | > ε | Ft ) ≤ ψε(ℎ) , P-a.s. . (2.99)

Then the following bound on the modulus of continuity w ′′′
Z

P
(
w ′′′
Z
(ℎ) > 4ε

)
≤ (k + 1) ·

ψε(ℎ)
1 − ψε(ℎ)

+ 2 ·
ψε(

2T
k )

1 − ψε( 2Tk )
(2.100)

holds for all ℎ ∈ [0, ℎε] and k > kε = 2T /ℎε.

We remark that, if (2.100) holds for all ε > 0, then the process {Zt , t ∈
[0,T ]} ca be realized in the Skorokhod space D([0,T ],R), [137, Theorem A.6].
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Theorem 2.24. Let {PN , N ∈ N} and {ZN· ,N ∈ N} be as in Theorem 2.22. Let,
for all N ∈ N, {ZNt , 0 ≤ t ≤ T } be adapted to the filtration {FNt , 0 ≤ t ≤ T }.

Fix ε > 0 and suppose that there exist values ℎε > 0 and Nε ∈ N such that
for all N ≥ Nε there exist deterministic functions ψN

ε , ψε : [0, ℎε] → [0, 1) and
non-negative values φN

ε satisfying the following properties:

(i) ψN
ε , ψε are non-decreasing and ψN

ε (ℎ), ψε(ℎ) → 0 as ℎ → 0 .

(ii) For all ℎ ∈ [0, ℎε], t ∈ [0,T ] and N ≥ Nε, we have

PN
(
|ZNt+ℎ − Z

N
t | > ε | FNt

)
≤ ψN

ε (ℎ) , PN -a.s. .

(iii) φN
ε → 0 as N →∞ .

(iv) For all ℎ ∈ [0, ℎε] and N ≥ Nε, we have ψN
ε (ℎ) ≤ ψε(ℎ) + φN

ε < 1 .

Then we obtain
lim
δ→0

lim sup
N→∞

PN
(
w ′′′
ZN
(δ) > 4ε

)
= 0 . (2.101)

If this is true for all ε > 0, then condition (T2) in Theorem 2.22 holds for {ZN· , N ∈
N}.

Proof. Fix ε > 0. Due to (i) and (ii) we can apply Theorem 2.23 to get an
estimate for PN (w ′′′

ZN
(ℎ) > 4ε) of the form (2.100) with ψN

ε . By using, in
addition, item (iv), we obtain the bound

PN
(
w ′′′
ZN
(ℎ) > 4ε

)
≤ (k + 1) ·

ψε(ℎ) + φN
ε

1 − ψε(ℎ) − φN
ε

+ 2 ·
ψε(

2T
k ) + φ

N
ε

1 − ψε( 2Tk ) − φ
N
ε

,

which is valid for all ℎ ∈ [0, ℎε], N ≥ Nε and k > 2T /ℎε. Now observe that,
by (iii), we have

lim sup
N→∞

PN
(
w ′′′
ZN
(ℎ) > 4ε

)
≤ (k + 1) ·

ψε(ℎ)
1 − ψε(ℎ)

+ 2 ·
ψε(

2T
k )

1 − ψε( 2Tk )
. (2.102)

We are left to show that the r.h.s. in (2.102) vanishes as ℎ → 0. We use the fact
that ψε(ℎ) → 0 as ℎ → 0. First observe that, for any arbitrary small σ > 0,
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due to (i) there exists kε,σ > kε = 2T /ℎε such that

2 ·
ψε(

2T
kε,σ
)

1 − ψε( 2Tkε,σ )
≤

σ

2
.

We can then choose ℎε,σ ∈ (0, ℎε) so that to control also the first term on the
r.h.s. of (2.102). Namely, we can pick a value ℎε,σ such that we have

(kε,σ + 1) ·
ψε(ℎ)

1 − ψε(ℎ)
≤

σ

2

for all ℎ ∈ [0, ℎε,σ]. Choosing σ sufficiently small yields (2.101). �

Proof of Theorem 2.23. We follow here [137, Theorem A.6]. We fix ε > 0,
τε,0 = 0 and define τε,1 as the first time |Zt −Z0 | exceeds 2ε, τε,1+τε,2 as the first
time |Zt − Zτε,1 | does and so on, up to reach time T and with the convention
that, if τε,1 + . . . + τε,n > T , we set τε,1 + . . . + τε,n equal to T + 1. As a
consequence of these definitions, if we define σε,n = τε,0 + τε,1 + . . . + τε,n, we
have: for all n ∈ N0,

P

(
sup

σε,n≤s≤t<σε,n+1
|Zt − Zs | ≤ 4ε

)
= 1 ,

and, for all ℎ ∈ [0, ℎε],

P

(
sup

0≤ℎ′≤ℎ
|Zσε,n+ℎ′ − Zσε,n | > 2ε

����� Fσε,n
)
= P

(
τε,n+1 ≤ ℎ | Fσε,n

)
. (2.103)

We rewrite the probability in (2.103) as follows:

P
(
τε,n+1 ≤ ℎ | Fσε,n

)
= P

(
τε,n+1 ≤ ℎ, |Zσε,n+ℎ − Zσε,n | ≤ ε | Fσε,n

)
+ P

(
τε,n+1 ≤ ℎ, |Zσε,n+ℎ − Zσε,n | > ε | Fσε,n

)
. (2.104)

Concerning the first term on the r.h.s. in (2.104), we have the following upper
bound (recall that σε,n+1 = σε,n + τε,n+1):

P
(
τε,n+1 ≤ ℎ, |Zσε,n+ℎ − Zσε,n+1 | > ε | Fσε,n

)
,
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which, in turn, rewrites as follows:

E
[
E

[
1{τσε,n+1 ≤ℎ }1{ |Zσε,n+ℎ−Zσε,n+1 |>ε}

��� Fσε,n+1 ] ��� Fσε,n ]
= E

[
1{τσε,n+1 ≤ℎ } E

[
1{ |Zσε,n+ℎ−Zσε,n+1 |>ε}

��� Fσε,n+1 ] ��� Fσε,n ] .

By (2.99) - which holds true also when considering σ-fields associated to stop-
ping times being the bound (2.99) uniform in time - we obtain, P-a.s.,

P
(
τε,n+1 ≤ ℎ, |Zσε,n+ℎ − Zσε,n | ≤ ε | Fσε,n

)
≤ E

[
1{τσε,n+1 ≤ℎ } ψε(ℎ − τε,n+1) | Fσε,n

]
≤ ψε(ℎ) P

(
τσε,n+1 ≤ ℎ | Fσε,n

)
, (2.105)

where in the last inequality we used the monotonicity of ψε (ψε(ℎ ′) ≤ ψε(ℎ ′′)
if ℎ ′ ≤ ℎ ′′). Analogously by (2.99) and uniformity in time of this bound, for
the second term on the r.h.s. in (2.104), we have, for all ℎ ∈ [0, ℎε] and P-a.s.
as a consequence of (2.99),

P
(
τε,n+1 ≤ ℎ, |Zσε,n+ℎ − Zσε,n | > ε | Fσε,n

)
≤ P

(
|Zσε,n+ℎ − Zσε,n | > ε | Fσε,n

)
≤ ψε(ℎ) . (2.106)

As a consequence of (2.103), (2.104), (2.105) and (2.106), we obtain, for all
ℎ ∈ [0, ℎε] and n ∈ N0,

P

(
sup

0≤ℎ′≤ℎ
|Zσε,n+ℎ′ − Zσε,n | > 2ε

����� Fσε,n
)
≤

ψε(ℎ)
1 − ψε(ℎ)

, P-a.s. . (2.107)

Recall Definition 2.21 of the modulus of continuity w ′′′. For any choice
of k ∈ N, the probability P

(
w ′′′
Z
(ℎ) > 4ε

)
can be bounded above by

P
(
w ′′′

Z
(ℎ) > 4ε, σε,k > T , min{τε,1, . . . , τε,k} > ℎ, |ZT − − ZT −ℎ | ≤ 4ε

)
(2.108)

+ P
(
σε,k ≤ T

)
+ P

(
min{τε,1, . . . , τε,k} ≤ ℎ

)
+ P (|ZT − − ZT −ℎ | > 4ε) . (2.109)

The probability in (2.108) vanishes. Indeed, if the events

{σε,k > T } and {min{τε,1, . . . , τε,k} > ℎ}
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occur, then necessarily in any subinterval of size ℎ of [0,T ] there can be at
most one σε,` , for some 0 ≤ ` ≤ k, making, together with

{|ZT − − ZT −ℎ | ≤ 4ε} ,

the event {w ′′′
Z
(ℎ) > 4ε} impossible.

Now we estimate each term in (2.109) and consider ℎ ∈ [0, ℎε]. For the
second one, by (2.103) and (2.107), we get

P
(
min{τε,1, . . . , τε,k} ≤ ℎ

)
≤

k∑̀
=1

E
[
P
(
τε,` ≤ ℎ | Fσε,`−1

) ]
≤ k ·

ψε(ℎ)
1 − ψε(ℎ)

. (2.110)

For the third term, we obtain

P (|ZT − − ZT −ℎ | > 4ε) ≤ P

(
sup

T −ℎ≤t<T
|Zt − ZT −ℎ | > 2ε

)
= E

[
P

(
sup

T −ℎ≤t<T
|Zt − ZT −ℎ | > 2ε

�� FT −ℎ)] ≤ ψε(ℎ)
1 − ψε(ℎ)

, (2.111)

where in the last inequality we argued as to obtain (2.107) and used (2.99). It
is slightly more involved to control the first term in (2.109). We have, for all
δ ∈ [0, ℎε],

T · P
(
σε,k ≤ T

)
≥ E

[
σε,k · 1{σε,k ≤T }

]
=

k∑̀
=1

E
[
τε,` · 1{σε,k ≤T }

]
≥

k∑̀
=1

E
[
τε,` · 1{σε,k ≤T } · 1{τε,`>δ }

]
≥ δ ·

k∑̀
=1

P
(
σε,k ≤ T , τε,` > δ

)
≥ δ ·

k∑̀
=1

P
(
σε,k ≤ T

)
− δ ·

k∑̀
=1

P
(
τε,` ≤ δ

)
≥ δ · k · P

(
σε,k ≤ T

)
− δ · k ·

ψε(δ)

1 − ψε(δ)
.

where this last inequality follows from (2.103) and (2.107) as in (2.110). Hence,



whenever δ · k > T , we obtain

P
(
σε,k ≤ T

)
≤

δ · k
δ · k −T

·
ψε(δ)

1 − ψε(δ)
. (2.112)

To conclude, the bounds (2.110), (2.112) with the choice δ = 2T
k (and, as a

consequence, k > 2T /ℎε ) and (2.111) lead to the final result (2.100).

�
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Part II

Duality





Jointly factorized duality,
stationary product measures
and generating functions

Duality and self-duality are very useful and powerful tools that allow to
analyze properties of a complicated system in terms of a simpler one. In case
of self-duality for particle systems, the dual system is the same and the simplifi-
cation arises because in the dual one considers only a finite number of particles
(see e.g. [31]). The connection between the evolution of the empirical density
field of a many-particle system in Chapter 2 and that of a single randomwalker
is another typical instance of self-duality for interacting particle systems.

Further applications of duality in the context of interacting particle sys-
tems range from the study of hydrodynamic limits and fluctuations, see e.g.
[29], [31], [85], to the characterization of extremal measures, see e.g. [98];
from the derivation of the Fourier law of transport, as in e.g. [20, 86], to the
explicit form of correlation inequalities, see e.g. [61], [63]. Other fields rich
of applications are population genetics, where the coalescent process arises
as a natural dual process (see e.g. [33] and references therein) and branching-
coalescing processes (see e.g. [39]). Duality and related notions such as, for
instance, intertwinings have already been used in the study of spectral gaps
and convergence to stationarity by several authors (see e.g. [26], [36], [52],
[104], [112]).

Several methods are available to construct dual processes and duality rela-
tions. In the context of population dynamics, the starting point to find dual-
ities is to consider the coalescent, the simplest example here being the duality
between Kingman’s coalescent block-counting process and the Wright-Fisher
diffusion (for an overview of this kind of dualities in more general contexts,
see e.g. [30]). Another method is provided by the pathwise dualities based on

87
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graphical constructions and time reversals, see e.g. [98], [134].

The search of dualities for conservative IPS. In the context of conserva-
tive interacting particle systems such as the exclusion process and its general-
izations, zero range processes, etc. [31], [98], the algebraic method first ini-
tiated in [126] and further developed in [19], [21], [22], [62] offers a general
framework to construct self-duality functions starting from a reversible prod-
uct measure by using symmetries of the generator, i.e. operators commuting
with the generator. Additionally, if these symmetries are in product form, i.e.
of the form

∏
x Sx , where the action of Sx depends only on the variables as-

sociated to site x , then the self-duality functions produced by these reversible
product measures and product-like symmetries also jointly factorize over the
sites, i.e. they are a product over the sites of functions that depend only on the
variables associated to that site. In this thesis, we call such duality functions
“jointly factorized duality functions”.

The search of jointly factorized duality. A complete picture of how to
obtain all jointly factorized self-duality functions for such particle systems
is missing (except in the simplest case of symmetric exclusion with at most
one particle per site, see e.g. [125] and references therein). One of the useful
applications of disposing of all jointly factorized self-duality functions is that,
depending on the target, one can choose appropriate ones: e.g. in the hydro-
dynamic limit and the study of the structure of the stationary measures, the
“classical” duality functions (Sections 3.1.4 and 3.3.1) are the appropriate ones
(see e.g. [31]), whereas in the study of (stationary and non-stationary) fluctua-
tion fields and associated Boltzmann-Gibbs principles [85, Chapter 11], [4], as
well as in the study of speed of relaxation to stationarity in L2 or in the study
of perturbation theory around models with duality [31], “orthogonal” duality
functions (Section 3.3.1) turn out to be very useful.

In this search of jointly factorized dualities, natural associated questions
are: which of these conservative particle systems allow this form of self-
duality? And then, is it possible to obtain all jointly factorized self-duality
functions for these systems?

In this chapter, we develop an approach to answer the above questions and
systematically determine all jointly factorized self-duality functions for a spe-
cific class of conservative interacting particle systems – particle systems which
we call conservative, factorized and symmetric (cf. Sections 1.2 and 3.1.3). As a
consequence, by considering many-particle limits, we also obtain jointly fac-
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torized duality and self-dualities for a class of conservative diffusion processes,
such as the Brownian energy process (BEP), see e.g. Section 3.1.6.

Jointly factorized duality functions and stationary product measures. In
this route, starting from examples, we first investigate a general connection
between stationary product measures and jointly factorized duality functions.
This shows, in particular, that for infinite systems with factorized self-duality
functions, the only stationary measures which are ergodic (w.r.t. either space-
translation or time) are, in fact, product measures. Then we use this con-
nection between stationary product measures and jointly factorized duality
functions to recover all possible candidate jointly factorized duality functions
from the stationary product measures. More precisely, we show that, given the
“first” duality function, i.e. the duality function with a single dual particle, all
remaining “higher order” jointly factorized duality functions are determined.
This provides a machinery to obtain all jointly factorized self-duality func-
tions in processes such as symmetric exclusion processes (SEP), systems of
independent random walkers (IRW) and symmetric inclusion processes (SIP).
In particular, we recover via this method all “orthogonal polynomial” duality
functions obtained in [55].

Moreover, we prove that in the context of conservative symmetric particle
systems where the rates for particle hopping depend only on the number of
particles in the departure and arrival sites in a product way, the processes SEP,
IRW and SIP are the only systems which have self-duality with “non-trivial”
jointly factorized self-duality functions and that the first duality function is
necessarily an affine function of the number of particles, see Theorem 3.3.

Generating functions as intertwiners. Next, in order to prove that the only
candidate jointly factorized self-duality functions derived via the method de-
scribed above are actual self-duality functions, we develop a method based on
generating functions. This method, via an intertwining relation, allows to
go from discrete systems (particle hopping dynamics) to continuous systems
(such as diffusion processes or deterministic solutions of differential systems)
and back, and also allows to pass from self-duality to duality and back. In fact,
we show equivalence between self-duality of SIP, duality between SIP and BEP
and self-duality of BEP, which intertwines with SIP via a product-like gener-
ating function. The proof of a self-duality relation in a discrete system then
reduces to the same property in a continuous system, which is much easier to
check directly.
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As a consequence of this generating function method, we provide new ex-
amples of self-duality for processes in the continuum – such as for the Brown-
ian energy process (BEP). Likewise, this method based on intertwinings may
be viewed as a generalization of the procedure of producing dualities from sym-
metries of the generator, being a symmetry an intertwining of the generator
with itself.

Organization of the rest of the chapter. In Section 3.1 we introduce the
basic definitions of duality and systems considered. Additionally, in Theorem
3.3 we prove which particle systems out of those considered admit jointly fac-
torized self-duality. In Section 3.2 we investigate a general relation between
jointly factorized duality functions and stationary product measures. We treat
separately the finite and infinite contexts in which this relation arises; in the
latter case, we exploit this connection to draw some conclusions on the prod-
uct structure of ergodic measures. Section 3.3 is devoted to the derivation of all
possible jointly factorized self-duality and duality functions. Here Theorem
3.3 and the general relation studied in the previous section are the two key in-
gredients. In Section 3.4, after an introductory example and a brief introduc-
tion on the general connection between duality and intertwining relations, we
establish an intertwining between the discrete and the continuum processes.
This intertwining relation is then used to produce all self-duality functions for
the Brownian energy process. We conclude this chapter with two appendices.
In Appendix 3.a we show how all these results extend to the case of particle sys-
tems in a (quenched) random environment, while in Appendix 3.b we study
an intertwiner relation of independent interest between symmetric exclusion
processes and labeled variations of it, known as “ladder” symmetric exclusion
processes [62].

3.1 Setting

We start defining what we mean by duality (w.r.t. a function) for Markov
processes. Then, we introduce a general class of Markov interacting particle
systems with associated interacting diffusion systems arising as many-particle
limits.

Theorem 3.3 states that the only conservative particle systems described by
the infinitesimal generator (3.7) below which admit a “non-trivial” factorized
self-duality are necessarily SEP, IRW and SIP-type of processes. Moreover, in
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the same statement, we find the general form of the “first” self-duality function
for such systems.

3.1.1 Duality with respect to a function

Given two (Polish) state spacesX and X̂ and twoMarkov processes {ηt , t ≥
0} and {ξt , t ≥ 0} evolving on them, we say that they are dual with duality
function D : X̂ × X → R (where D is a measurable function) if, for all t > 0,
ξ ∈ X̂ and η ∈ X, we have the so-called duality relation

Êξ [D(ξt , η)] = Eη [D(ξ, ηt )] . (3.1)

If the laws of the two processes coincide, we speak about self-duality.
More generally, we say that two semigroups {St , t ≥ 0} and {Ŝt , t ≥ 0}

are dual with duality function D if, for all t ≥ 0,

(Ŝt )leftD = (St )rightD , (3.2)

where “left” (resp. “right”) refers to action on the left (resp. right) variable.
In the case that these semigroups are Markov semigroups, (3.1) is exactly the
same as (3.2). Even more generally, we say that two operators L and L̂ are dual
to each other with duality function D if

L̂leftD = LrightD . (3.3)

In the context of Markov processes, the operators L and L̂ which we have in
mind here are Markov infinitesimal generators. Moreover, we refer to [78]
for more technical aspects of duality relations, e.g. when generator duality
implies semigroup duality orwhich are the exact restrictions on the state spaces
needed. In order not to overload notation, we use the expression AleftD(ξ, η)
for (AD(·, η))(ξ) and, similarly, BrightD(ξ, η) = (BD(ξ, ·))(η). We will often
write D(ξ, η) in place of (ξ, η) 7→ D(ξ, η).

3.1.2 Lattice, factorization over sites and jointly factorized duality

The underlying geometry of all systems that we will look at consists of a
set of sites V , either finite or V = Zd . Moreover, we are given a family of
bond weights c = {c({x, y}), x, y ∈ V }, satisfying the following conditions:
for all x, y ∈ V ,



92 jointly factorized duality

(1) Symmetry: c({x, y}) = c({y, x}) ,

(2) Vanishing diagonal: c({x, x}) = 0 ,

(3) Irreducibility: there exist x1 = x , x2, . . ., xm+1 = y such that

m∏
i=1

c({x i, x i+1}) > 0 .

In case of V = Zd , we further require the following:

(4) Finite-range: there exists R > 0 such that, for all x, y ∈ V , c({x, y}) = 0
if |x − y | > R ,

(5) Uniform bound on the total jump rate: supx∈V
∑

y∈V c({x, y}) < ∞ .

Notice that when c is finite-range and translation invariant, i.e.

c({x + z, y + z}) = c({x, y})

for all x, y, z ∈ V , then the uniform bound on the total jump rate follows
automatically. Note also that the finite-range assumption is not necessary and
can be relaxed; however, we assume it here for simplicity in order to avoid ex-
istence problems of the processes in case V = Zd . Furthermore, we employ c
– which, in perfect analogy with the terminology in Chapter 2, we call conduc-
tances (for the set V ) – to equip V with a nearest-neighboring relation: x ∼ y
if and only if c({x, y}) > 0.

To each site x ∈ V we associate a variable η(x) ∈ F = {0, . . . , α} orN0, for
α ∈ N or (0,∞), with the interpretation of either the number of particles or
the amount of energy associated to the site x ∈ V . Configurations are denoted
by η ∈ X = F V .

As discussed in the introduction, we look at duality functions which jointly
factorize over sites, i.e. of the form

D(ξ, η) =
∏
x∈V

d(ξ(x), η(x)) , η ∈ F V , ξ ∈ F̂ V . (3.4)

We then call the functions d(·, ·) : F̂ × F → R the single-site duality functions
and further assume

d(0, ·) ≡ 1 . (3.5)
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The above condition (3.5) is related to the fact that we want to have duality
functions which make sense for infinite systems when the dual configuration
ξ ∈ F̂ V has a finite total mass. A typical example is when η , ξ ∈ NZd0 , where
η is an infinite configuration while ξ is a finite configuration, so that in the
product (3.4) there are only a finite number of factors different from d(0, ·). In
this sense, the choice d(0, ·) ≡ 1 is the only sensible one for infinite systems.

WhenV is finite and F = {0, . . . , α} or N0, this condition is not necessary
and e.g. if a (positive) reversible product measure µ = ⊗x∈V ν exists, then the
so-called “cheap” self-duality function

Dcheap(ξ, η) =
1
µ(ξ)1{ξ=η } =

∏
x∈V

1
ν(ξ(x))

1{ξ(x)=η(x)}

is a self-duality function (see also Section 4.1) in the form (3.4), but does not
satisfy (3.5).

3.1.3 Conservative factorized symmetric interacting particle sys-
tems

The class of interacting particle systems we consider is described by the
(formal) infinitesimal generator acting on cylindrical functions ϕ : X → R as
follows:

L ϕ(η) =
∑
x∼y

c({x, y}) L {x,y }ϕ(η) , η ∈ X , (3.6)

where the summation above runs over all nearest-neighboring sites and L {x,y },
the single-bond generator, is defined as

L {x,y }ϕ(η) = g (η(x)) ℎ(η(y)) (ϕ(η x,y ) − ϕ(η))
+ g (η(y)) ℎ(η(x)) (ϕ(ηy,x ) − ϕ(η)) , η ∈ X , (3.7)

where η x,y denotes the configuration arising from η by removing one particle
at x and putting it at y, i.e. η x,y (x) = η(x) − 1, η x,y (y) = η(y) + 1, while
η x,y (z) = η(z) if z , x, y ∈ V . Note the conservative nature of the system
and the form of the particle jump rates in (3.7) which depend on the number
of particles in the departure and arrival sites in a factorized form. As already
anticipated in Section 1.2, we refer to these particle systems as conservative,
factorized and symmetric particle systems.

Minimal requirements on the so-called interaction functions g and ℎ :
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N0 → [0,∞), namely

(i) g (0) = 0, g (1) = 1 and g (n) > 0 for all n > 0 ,

(ii) ℎ(0) , 0 and ℎ(α) = 0 if F = {0, . . . , α} and in all other cases ℎ(n) > 0 ,

guarantee the existence of a one-parameter family of stationary (actually re-
versible) product measures {µλ = ⊗ νλ, λ > 0} with marginals νλ given by

νλ(n) = φ(n)
λn

n!
1
Zλ

, n ∈ {0, . . . , α} or N0 , (3.8)

for all λ > 0 for which the normalizing constant Zλ < ∞ and with φ(n) =
n!

∏n
m=1

ℎ(m−1)
g (m) .

Remark 3.1 (single-bond duality). In this context, we speak about single-bond
duality (w.r.t. a function) if all single-bond generators in (3.7) are dual with a
common duality function D : X̂ × X → R, namely, for all x, y ∈ V ,

(L̂ {x,y })leftD(ξ, η) = (L {x,y })rightD(ξ, η) (3.9)

for all ξ ∈ X̂, η ∈ X. By linearity, single-bond duality yields duality w.r.t. the
same duality function for the generators in (3.6), i.e.

L̂leftD(ξ, η) =
∑
x∼y

c({x, y}) (L̂ {x,y })leftD(ξ, η)

=
∑
x∼y

c({x, y}) (L {x,y })rightD(ξ, η) = LrightD(ξ, η) , (3.10)

for all ξ ∈ X̂, η ∈ X. The converse statement, in general, is false. However, if
we have (3.10) for all conductances c = {c({x, y}), x, y ∈ V }, then duality as in
(3.9) for all single-bond generators follows.

Additionally, if the duality function is in a jointly factorized form D =
∏

x d
as in (3.4), then, for each bond {x, y}, (3.9) reduces to the following duality relation
involving only the single-site duality functions associated to the sites x and y ∈ V ,
namely

(L̂ {x,y })leftD {x,y }(ξ, η) = (L {x,y })rightD {x,y }(ξ, η) , (3.11)

for all ξ ∈ X̂, η ∈ X, where

D {x,y }(ξ, η) := d(ξ(x), η(x)) · d(ξ(y), η(y)) .
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In particular, all (self-)duality relations in this chapter will be in the form
(3.11), yielding automatically (self-)duality relations for the generators (3.6).

Remark 3.2 (existence of the particle systems). The existence of the processes
with formal generator (3.6) poses no problem if V is finite. If V is infinite, further
growth conditions on the functions g (n) and ℎ(n) are required in order to ensure
non-explosion. For the processes that we will be considering in the next section,
which have the self-duality property, existence can be proved via self-duality in the
spirit of [31, §2.2].

3.1.4 Examples of conservative particle systems with jointly fac-
torized self-duality

We recall here the basic examples of self-dual (conservative factorized sym-
metric) interacting particle systems and corresponding jointly factorized self-
duality functions known in literature (see e.g. [62]). In the next section – The-
orem 3.3 below – we prove that these are the only particle systems (within our
defined class) that are self-dual with jointly factorized self-duality functions.

(a) Symmetric exclusion process (SEP(α), α ∈ N).

• F = {0, . . . , α} ,
• g (n) = n , ℎ(n) = α − n ,
• νλ ∼ Binomial(α, λ

1+λ ), νλ(n) =
α!
(α−n)!

λn

n!
( 1
1+λ

)α
, λ > 0 ,

• d(k, n) = (α−k)!α!
n!
(n−k)!1{k≤n } .

(b) Independent random walkers (IRW(α), α > 0).

• F = N0 ,

• g (n) = n , ℎ(n) = α ,

• νλ ∼ Poisson(αλ) , νλ(n) = (αλ)
n

n! e−αλ , λ > 0 ,

• d(k, n) = 1
αk

n!
(n−k)!1{k≤n } .

(c) Symmetric inclusion process (SIP(α), α > 0).

• F = N0 ,

• g (n) = n , ℎ(n) = α + n ,

• νλ ∼ Gammad(α, λ) , νλ(n) =
Γ(α+n)
Γ(α)

λn

n! (1 − λ)
α , λ ∈ (0, 1) ,
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• d(k, n) = Γ(α)
Γ(α+k)

n!
(n−k)!1{k≤n } .

The jointly factorized self-duality functions D(ξ, η) =
∏

d(ξ(x), η(x)) con-
structed out of the single-site self-duality functions above may be considered
to be fully informative in the following sense.

Besides satisfying (3.5) (d(0, ·) = 1) and being {d(k, ·), k ∈ F \ {0}} non-
constant as functions on F , the integrals of the single-site self-duality functions
determine uniquely the marginals νλ of the corresponding stationary product
measures µλ : for all k ∈ F , the expression

θ(λ) =
∑
n∈F

d(k, n) νλ(n)

reads

α∑
n=k

(α − k)!
α!

n!
(n − k)!

α!
(α − n)!

λn

n!

(
1

1 + θ

)α
=

(
λ

1 + λ

)k
for SEP(α),

∞∑
n=k

1
αk

n!
(n − k)!

(αλ)n

n!
e−αθ = λk

for IRW(α), and

∞∑
n=k

Γ(α)

Γ(α + k)
n!

(n − k)!
Γ(α + n)
Γ(α)

λn

n!
(1 − λ)α =

(
λ

1 − λ

)k
for SIP(α). Moreover, in all three cases, the marginals νλ of µλ are the unique
probability measures w.r.t. which the integrals of the functions {d(k, ·), k ∈
F } – these functions corresponding to weighted factorial moments – equal
{θ(λ), k ∈ F }: for all probability measures ν? on F such that∑

n∈F
d(k, n) ν?(n) = θ(λ)

for all k ∈ F , we have ν? = νλ .
This property, which will be reconsidered under the name of “measure de-

termining at stationarity” in Section 3.2, will play a crucial role in the charac-
terization of ergodic measures for processes in duality w.r.t. jointly factorized
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duality functions.

3.1.5 Characterization of particle systems with jointly factorized
self-duality

In the following theorem we show that the only processes with generator
of the type (3.7) which have “non-trivial” jointly factorized self-duality func-
tions are of one of the types described in the examples above, i.e. SEP, IRW or
SIP. Here by “non-trivial” we mean that d(0, ·) ≡ 1 (condition (3.5)) and that
the first single-site self-duality function d(1, n) is not a constant (as a function
of n).

Theorem 3.3. Assume that the process with generator given by the single-bond
generator L {x,y } as in (3.7) is self-dual with jointly factorized self-duality function
D =

∏
x d in the form (3.4) with d(0, ·) ≡ 1 as in (3.5). If d(1, n) is not constant

as a function of n, then

g (n) = n
ℎ(n) = ℎ(0) + (ℎ(1) − ℎ(0)) n , (3.12)

and the first single-site self-duality function is of the form

d(1, n) = a + b
ℎ(0)n , (3.13)

for some a ∈ R and b , 0.

Proof. Using the self-duality relation for ξ = δx , i.e. with one particle at x ∈ V
and no particles elsewhere, together with g (0) = 0, we obtain the identity

g (1) ℎ(0) [d(1, η(y)) − d(1, η(x))]
= g (η(x)) ℎ(η(y)) [d(1, η(x) − 1) − d(1, η(x))]
+ g (η(y)) ℎ(η(x)) [d(1, η(x) + 1) − d(1, η(x))] . (3.14)

Setting η(x) = η(y) = n ≥ 1, this yields, anytime g (n) ℎ(n) , 0,

d(1, n + 1) + d(1, n − 1) − 2d(1, n) = 0 , (3.15)

from which we derive d(1, n) = a + b
ℎ(0)n for some a, b ∈ R. Because d(1, n)

is not constant as a function of n, we must have b , 0. Inserting d(1, n) =
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a + b
ℎ(0)n in (3.14) we obtain

g (η(x)) ℎ(η(y)) − g (η(y)) ℎ(η(x)) = −g (1) ℎ(0) (η(y) − η(x)) ,

from which, by setting η(x) = n and η(y) = 0 we obtain the first in (3.12),
while via η(x) = n and η(y) = 1 we get the second condition. �

Remark 3.4. More generally, if we replace (3.5) with d(0, n) , 0 in the above
statement, we analogously obtain (3.12) and

d(0, n) = cn

d(1, n) = (a + b
ℎ(0)n) · c

n ,

for some constants a, b, c ∈ R, b, c , 0.

3.1.6 Interacting diffusion systems as many-particle limits

Conservative interacting diffusion processes arise as many-particle limits
of the particle systems in Section 3.1.4 above (see e.g. [62]). More in details,
by “many-particle limit” we refer to the limit process of the particle systems
{ 1
N η

N
· , N ∈ N}, where the initial conditions

1
N η

N
0 =

{ 1
N (bN z(x)c), x ∈ V

}
converge to some z ∈ F V , with F = [0,∞), as N →∞.

In case of IRW(α), one obtains a deterministic (hence degenerate) diffusion
process {z t , t ≥ 0} whose evolution is described by a first-order differential
operator. In case of SIP(α), the many-particle limit is a proper Markov process
of interacting diffusions known as Brownian energy process (BEP(α)) [62]. For
the SEP(α), this limit cannot be taken in the sense of Markov processes, but
we can extend the SEP(α) generator to a larger class of functions defined on
a larger configuration space and take the many-particle limit. The limiting
operator is then not a Markov generator, but still a second-order differential
operator. We will explain this more in detail below.

Many-particle limits of IRW and SIP. The limiting differential operators in
the case of IRW(α) and SIP(α) can be described as acting on smooth functions
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ϕ : [0,∞)V → R as follows:

L ϕ(ζ ) =
∑
x∼y

c({x, y})L{x,y }ϕ(ζ ) , ζ ∈ [0,∞)V , (3.16)

with single-bond generators L{x,y } given, respectively, by

L{x,y }ϕ(ζ ) =
(
− α(ζ (x) − ζ (y)) (∂x − ∂y )

)
ϕ(ζ ) , (3.17)

and

L{x,y }ϕ(ζ ) =
(
− α(ζ (x) − ζ (y)) (∂x − ∂y ) + ζ (x) ζ (y) (∂x − ∂y )2

)
ϕ(ζ ) ,

(3.18)

where ζ ∈ [0,∞)V and ∂x denotes partial derivative w.r.t. the variable ζ (x) ∈
[0,∞). The operator L given in (3.16) with single-bond generators L{x,y } as
in (3.18) corresponds to the generator of the Brownian energy process with
parameter α > 0 (BEP(α)).

Many-particle limit of SEP. For the SEP(α)we proceed as follows. For each
N ∈ N, consider the operator LN working on functions ϕ : (N0/N )V → R as

LN ϕ( 1N η) =
∑
x∼y

c({x, y}) LN
{x,y }ϕ(

1
N η) , η ∈ NV0 , (3.19)

where

LN
{x,y }ϕ(

1
N η) = η(x) (α − η(y)) (ϕ( 1N η

x,y ) − ϕ( 1N η))

+ η(y) (α − η(x)) (ϕ( 1N η
y,x ) − ϕ( 1N η)) , η ∈ NV0 .

This operator is not aMarkov generator anymore, because the factors η(x) (α−
η(y)) may become negative. With this operator, we consider the limit

lim
N→∞

LN ϕ( 1N η
N ) ,

where ηN = {bN ζ (x)c, x ∈ V } and ϕ : [0,∞)V → R is a smooth function.
This then gives the differential operator L which is the analogue of (3.16) in
the context of SEP(α). This differential operator L , with single-bond opera-



100 jointly factorized duality

tors

L{x,y }ϕ(ζ ) =
(
−α (ζ (x) − ζ (y)) (∂x − ∂y )

− ζ (x) ζ (y) (∂x − ∂y )2
)
ϕ(ζ ) , ζ ∈ [0,∞)V , (3.20)

does not generate a Markov process but it is still useful because, as we will
see in Section 3.4 below, via generating functions, it is intertwined with the
operator (3.19) for the choice N = 1.

Remark 3.5 (existence of the diffusion processes). The existence and er-
godic properties of diffusion processes with generator of type (3.16) in the context
of infinite volume V = Zd has been addressed in [76]. In the finite-volume case,
BEP is a multi-type Wright-Fisher diffusion with mutation, whose existence, i.e.
the well-posedness of the martingale problem for the operator (3.16), is well-known
(see e.g. [40, Theorem 2.8 of Chapter 8]).

Stationary product measures and jointly factorized duality. Naturally, as
we can see for the case of SIP(α) and BEP(α), when going to the many-particle
limit, some properties concerning stationary measures and duality pass to the
limit [62]. Indeed, BEP(α) admits a one-parameter family of stationary prod-
uct measures {µλ = ⊗ νλ, λ > 0}, where νλ ∼ Gamma(α, λ), namely

νλ(dz) = zα−1e−λz
λα

Γ(α)
dz , (3.21)

and is dual to SIP(α) with jointly factorized duality function given by

D(ξ, ζ ) =
∏
x∈V

d(ξ(x), ζ (x))

with single-site duality functions

d(k, z) = zk
Γ(α)

Γ(α + k)
, k ∈ N0 , z ∈ [0,∞) .

After noting that property (3.5) holds also in this situation, we show that the
first single-site duality functions d(1, z) between SIP(α) and BEP(α) are affine
functions of z ∈ [0,∞), as we found earlier for single-site self-dualities in The-
orem 3.3.

Proposition 3.6. Assume that SIP(α) and BEP(α)’s single-bond generators are
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dual with jointly factorized duality function

D(ξ, ζ ) =
∏
x∈V

d(ξ(x), ζ (x))

with d(0, ·) ≡ 1 as in (3.4)–(3.5). Then

d(1, z) = a + b
α z , (3.22)

for some a, b ∈ R.

Proof. The duality relation for ξ = δx , by using (3.5), reads

α [d(1, ζ (y)) − d(1, ζ (x))]
= −α (ζ (x) − ζ (y)) ∂xd(1, ζ (x)) + ζ (x) ζ (y) ∂2xd(1, ζ (x)) .

If we set ζ (x) = ζ (y) = z , then z2 d2
dz2 d(1, z) = 0 leads to (3.22) as unique

solution. �

3.2 Jointly factorized functions and stationary product
measures: a general relation

In the examples of duality that we have encountered in the previous sec-
tion, we have a general relation between the stationary product measures and
the jointly factorized duality functions. Given {ηt , t ≥ 0}, if there is a
dual process {ξt , t ≥ 0} with jointly factorized duality functions D(ξ, η) =∏

d(ξ(x), η(x)) as in (3.4)–(3.5) and stationary product measures {µλ = ⊗ νλ},
then there is a relation between these measures and these functions; namely,
there exists a function θ(λ) such that∫

D(ξ, η) µλ(dη) =
∏
x∈V

∫
d(ξ(x), η(x)) νλ(dη(x)) = θ(λ) |ξ | . (3.23)

This function θ(λ) is then the expectation of the first single-site duality func-
tion, i.e.

θ(λ) =

∫
d(1, z) νλ(dz) .

In the examples of Section 3.1.4 of self-dual particle systems, we have θ(λ) =
λ

1+λ for SEP(α), θ(λ) = λ for IRW(α) and θ(λ) = λ
1−λ for SIP(α).
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In this section we first investigate under which general conditions this rela-
tion holds, and further use it in Section 3.2.3 as a criterion of characterization
of all extremal measures. We refer to Sections 3.1.1–3.1.2 for the general set-
ting in which these results hold. Later on, we will see that this relation (3.23)
is actually a characterizing property of jointly factorized duality functions,
meaning that all jointly factorized duality functions are determined once the
first single-site duality function is fixed.

Main results of the section. Theorem 3.9 establishes the equivalence be-
tween existence of a stationary product measure and (3.23) in the finite-volume
context, while Theorem 3.12 establishes the same equivalence in the infinite-
volume context (V = Zd ) under the condition [BHT] defined below. As a
consequence, in the same infinite-volume context, we obtain Theorems 3.13–
3.15 stating that, under [BHT] and existence of jointly factorized duality, the
only ergodic invariant measures are product measures.

3.2.1 Finite case

We start with the simplest situation in which V is a finite set. First, we
assume that the total number of particles/the total energy of the dual process
is the only conserved quantity. More precisely, we assume the following prop-
erty, which we refer to as harmonic triviality of the dual system {ξt , t ≥ 0}:

[HT] If H : F̂ V → R is harmonic, i.e. such that, for all t > 0,

Êξ [H (ξt )] = H (ξ) ,

then H (ξ) is only a function of |ξ | :=
∑

x∈V ξ(x).

Remark 3.7 (irreducible conservative particle systems and [HT]). Under
the assumption of irreducibility of the conductances c (cf. (3) in Section 3.1.2), if the
dual system {ξt , t ≥ 0} is a conservative particle system on (V ,∼), then property
[HT] is verified. This is the case of duality with, for instance, either one of the
particle systems considered in Sections 3.1.3–3.1.4.

Secondly, we may require that the duality functions under consideration
are “full rank” in some sense. To this purpose, we need the following defini-
tion, which, roughly speaking, may be seen as related to the notion of deter-
minate moment problem.
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Definition 3.8 (measure determining for a measure). Let D : X̂ × X → R
be a measurable function and µ a probability measure on X. We say that D(ξ, η)
ismeasure determining for µ if, for all probability measures µ? on X for which∫

X

D(ξ, η) µ?(dη) =
∫
X

D(ξ, η) µ(dη) < ∞

holds for all ξ ∈ X̂, we have µ? = µ.

In particular, in case D(ξ, η) is a duality function and {ηt , t ≥ 0} admits
a one-parameter family of stationary measures {µλ, λ ∈ ∆}, we may require
the following additional property for D(ξ, η):

[MDS] The function D(ξ, η) ismeasure determining at stationarity, i.e. measure
determining for µλ for all λ ∈ ∆.

Then we have the following.

Theorem 3.9. Assume that {ηt , t ≥ 0} and {ξt , t ≥ 0} are dual as in (3.1)
with jointly factorized duality function (3.4) satisfying condition (3.5). Moreover,
assume that [HT] holds and that µ is a probability measure on X. We distinguish
two cases:

(1) Interacting particle system case. If F̂ is a subset ofN0, then we assume that
the duality functions D(ξ, ·) are µ-integrable for all ξ ∈ X̂.

(2) Interacting diffusion case. If F̂ = [0,∞), then we assume the following
integrability condition: for each ε > 0, there exists a µ-integrable function
fε : X → R such that

sup
ξ ∈X̂, |ξ |=ε

|D(ξ, η)| ≤ fε(η) , η ∈ X . (3.24)

Then

(a) µ is a stationary product measure for the process {ηt , t ≥ 0}

implies

(b) For all ξ ∈ X and for all x ∈ V , we have∫
D(ξ, η) µ(dη) =

(∫
D(δx, η) µ(dη)

) |ξ |
, (3.25)
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where δx denotes the configuration with a single particle at x ∈ V and no particles
elsewhere. Moreover, if condition [MDS] holds, the two statements (a) and (b) are
equivalent.

Proof. First assume that µ is a stationary product measure and define H (ξ) =∫
D(ξ, η) µ(dη). By µ-integrability in the interacting particle system case,

resp. (3.24) in the interacting diffusion case, self-duality and invariance of µ,
we have

Eξ [H (ξ(t ))] =
∫
Eξ [D(ξ(t ), η)] µ(dη)

=

∫
Eη [D(ξ, η(t ))] µ(dη) =

∫
D(ξ, η) µ(dη) = H (ξ) .

Therefore by [HT] we conclude that H (ξ) = ψ(|ξ |). By using d(0, ·) ≡ 1 and
the joint factorization of the duality functions, we have that ψ(0) = 1. For the
particle case, we obtain that∫

D(δx, η) µ(dη) = ψ(1) .

In particular, we obtain that the l.h.s. does not depend on x . Next, for n ≥ 2,
put ∫

D(nδx, η) µ(dη) = ψ(n) ,

then we have for x , y ∈ V , using the joint factorized form of the duality
function and the product form of the measure,

ψ(n) =
∫

D(nδx, η) µ(dη)

=

∫
D(δy, η)D((n − 1)δx, η) µ(dη) = ψ(1)ψ(n − 1) ,

from which it follows that ψ(n) = ψ(1)n. Via an analogous reasoning that uses
the factorization of D(ξ, η) and the product form of µ, for the diffusion case
we obtain, for all ε, ε′ ≥ 0,

ψ(ε + ε′) = ψ(ε)ψ(ε′) ,

and hence, by measurability of ψ(ε), we get ψ(ε) = ψ(1)ε.
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To prove the other implication, put∫
D(δx, η) µ(dη) = κ .

We then have by assumption∫
D(ξ, η) µ(dη) = κ |ξ | ,

and so it follows that µ is stationary by self-duality, µ-integrability, the con-
servation of the number of particles and the measure determining property at
stationarity. Indeed,∫

Eη [D(ξ, ηt )] µ(dη) =
∫
Eξ [D(ξt , η)] µ(dη)

= Eξ

[
(κ |ξt |)

]
= κ |ξ | =

∫
D(ξ, η) µ(dη) .

From the factorized form of D(ξ, η), (3.25) implies that for all x ∈ V and
ξ(x) ∈ F̂ ∫

d(ξ(x), η(x)) µ(dη) = κξ(x) ,

and also∫
D(ξ, η) µ(dη) = κ |ξ | =

∏
x∈V

κξ(x) =
∏
x∈V

∫
d(ξ(x), η(x)) µ(dη) ,

therefore µ is a product measure by the fact that there exists µ? stationary
product measure for {ηt , t ≥ 0} such that∫

D(ξ, η) µ?(dη) = κ |ξ |

for all ξ ∈ F̂ V and that D is measure determining at stationarity [MDS]. �

3.2.2 Infinite case

If V = Zd , then one needs essentially two extra conditions to state an
analogous result in which a general relation between duality functions and
corresponding stationary measures can be derived.
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In this section we will assume that the dual process is a discrete particle
system, i.e. F̂ is a subset of N0, in which the number of particles is conserved.
In this case we need an additional property ensuring that for the dynamics of a
finite number of particles there are no bounded harmonic functions other than
those depending on the total number of particles. Therefore, we introduce
the condition of existence of a successful coupling for the discrete dual process
with a finite number of particles. This is defined below.

Definition 3.10 (successful coupling property). We say that the discrete dual
process {ξt , t ≥ 0} has the successful coupling property when the following
holds: if we start with n particles then there exists a labeling such that for the
corresponding labeled process {X1(t ), . . . ,Xn(t ), t ≥ 0} there exists a successful
coupling. This means that for every two initial positions x = (x1, . . . , xn) and
y = (y1, . . . , yn), there exists a coupling with path space measure Px,y such that the
coupling time

τ = inf{s > 0 : X(t ) = Y(t ), ∀t ≥ s}

is finite Px,y almost surely.

Notice that the successful coupling property is the most common way to
prove the following equivalent property (see e.g. [98]) of bounded harmonic
triviality of the dual process – analogue of [HT]:

[BHT] If H is a bounded harmonic function for the process {ξt , t ≥ 0}, then
H (ξ) = ψ(|ξ |) for some bounded ψ : F̂ → R.

Remark 3.11 (successful coupling for SEP, IRW and SIP). The condition of
the existence of a successful coupling (and the consequent bounded harmonic triv-
iality) is quite natural in the context of conservative interacting particle systems,
where we have that a finite number of walkers behave as independent walkers,
except when they are close and interact. Therefore, the successful coupling needed
is a variation of the Ornstein coupling of independent walkers. For the specific
instances of coupling for symmetric exclusion, resp. inclusion, particles with ho-
mogeneous nearest-neighbor interactions, i.e. c({x, y}) = c > 0 for all x, y ∈ Zd
with |x − y | = 1 and zero otherwise, cf. e.g. [31, §6.6] and [49], resp. [92].

Furthermore, we need a form of uniform µ-integrability of the duality
functions which we introduce below and call uniform domination property of
D w.r.t. µ (note the analogy with condition (3.24)):
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[UD] Given µ a probability measure on X, the functions {D(ξ, ·), |ξ | = n}
are uniformly µ-integrable, i.e. for all n ∈ N there exists a function fn
such that fn is µ-integrable and such that for all η ∈ X

sup
ξ ∈X̂, |ξ |=n

|D(ξ, η)| ≤ fn(η) .

Under these conditions, the following result holds, whose proof resembles
that of Theorem 3.9.

Theorem 3.12. Assume as in (3.1) that {ηt , t ≥ 0} is dual to the discrete process
{ξt , t ≥ 0} with jointly factorized duality function as in (3.4)–(3.5). Moreover,
assume [BHT] in place of [HT] for the dual process and that µ is a probability
measure onX for which [UD] holds. Then the same conclusions as in Theorem 3.9
follow, where (3.25) holds for all finite configurations ξ ∈ X̂.

3.2.3 Characterization of ergodic measures for infinite systems

In this section, we show that in the infinite context and in presence of
jointly factorized duality functions, minimal ergodicity assumptions on a sta-
tionary probability measure µ on X are needed to ensure (3.25) and, as a con-
sequence, that µ is product measure.

Translation invariance. Here we restrict to the case V = Zd as we will use
ergodicity w.r.t. space-translation.

Theorem 3.13 (ergodicity & translation invariance). In the setting of The-
orem 3.12 with D(ξ, η) jointly factorized duality function and µ probability mea-
sure on X, if µ is a translation invariant and ergodic (under translations) station-
ary measure for {ηt , t ≥ 0}, then we have (3.25) for all finite configurations ξ ; as
a consequence, µ is a product measure.

Proof. To start, let us consider a configuration ξ =
∑n

i=1 δx i . By bounded har-
monic triviality [BHT], combined with the bound (3.2.2) for all such configu-
rations,

∫
D(ξ, η) µ(dη) is only depending on n and, therefore, we can replace

ξ by
∑n−1

i=1 δx i + δy , where y is arbitrary in Zd . Let us call BN = [−N ,N ]d ∩Zd
and fix N0 such that BN0 contains all the points x1, . . . xn−1. For y outside BN0 ,
by the factorization property,

D(δx1 + . . . δxn−1 + δy, η) = D(δx1 + . . . + δxn−1, η)D(δy, η) .
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By the Birkhoff ergodic theorem, we have that

1
(2N + 1)d

∑
y∈BN

D(δy, η) −→
N→∞

∫
D(δ0, η) µ(dη)

for µ-a.e. η ∈ X. Using this, together with (3.2.2), we have∫
D(ξ, η) µ(dη)

= lim
N→∞

1
(2N + 1)d

∑
y∈BN \BN0

∫
D(δx1 + . . . δxn−1, η)D(δy, η) µ(dη)

=

∫
D(δx1 + . . . + δxn−1, η) µ(dη)

∫
D(δ0, η) µ(dη) .

Iterating this argument gives (3.25). �

Remark 3.14 (approximate jointly factorized duality). As it follows clearly
from the proof, the condition of joint factorization of the duality function can be
replaced by the weaker condition of

lim
|y |→∞

D(δx1 + . . . + δxn−1 + δy, η) − D(δx1 + . . . + δxn−1, η)D(δy, η) = 0 ,

for all x1, . . . , xn−1 and µ-a.e. η ∈ X. We note that this approximate joint factor-
ization of the duality function leads to (3.25), though µ is not necessarily a product
measure.

No translation invariance. We continue here with V = Zd but drop the
assumption of translation invariance. Indeed, equality (3.25) is also valid in
contexts where one cannot rely on translation invariance. Examples include
spatially inhomogeneous SEP(α), IRW(α) and SIP(α), where the parameters
α = {αx, x ∈ V } in Section 3.1.3 may depend on the site accordingly. In this
inhomogeneous setting, self-duality functions jointly factorize over sites and
the stationary measures are in product form, with single-site duality functions
and marginals both site-dependent (see Section 3.a for further details).

Going back to the general setting of Theorem 3.12, in what follows we
show that relation (3.25) between jointly factorized self-duality functions and
ergodic stationary measures still holds and, as a consequence, these ergodic sta-
tionary measures are, in fact, product measures. The idea is that the averaging
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over space w.r.t. µ, used in the proof of Theorem 3.13 above, can be replaced
by a time average.

If we start with a single dual particle, the dual process is a continuous-time
randomwalk onV , for which we denote by pt (x, y) the transition probability
to go from x to y in time t > 0. A basic assumption will then be: for all
x, y ∈ V ,

lim
t→∞

pt (x, y) = 0 (3.26)

Theorem 3.15 (ergodicity & no translation invariance). In the setting of
Theorem 3.12 with D(ξ, η) jointly factorized duality function and µ probability
measure onX, if µ is an ergodic stationary measure for the process {ηt , t ≥ 0} and
(3.26) holds for the dual particle, then we have (3.25) for all finite configurations
ξ ; as a consequence, µ is a product measure.

Proof. The idea is to replace the spatial average in the proof of Theorem 3.13 by
a Cesaro average over time, which we can deal with by combining assumption
(3.26) with the assumed temporal ergodicity.

Fix x1, . . . , xn ∈ V , y ∈ V . Define

Hn+1(x1, . . . , xn, y) =
∫

D(δx1 + . . . + δxn + δy, η) µ(dη)

H1(y) =
∫

D(δy, η) µ(dη)

Hn(x1, . . . , xn) =
∫

D(δx1 + . . . + δxn, η) µ(dη) .

It is sufficient to obtain

Hn+1(x1, . . . , xn, y) = H1(y)Hn(x1, . . . , xn) .

We already know by the bounded harmonic triviality that Hn only depends
on n and not on the given locations x1, . . . , xn. Therefore, we have for all
t ≥ 0,

Hn+1(x1, . . . , xn, y) =
∑
z ∈V

pt (y, z)Hn+1(x1, . . . , xn, z) .

As a consequence, we have

Hn+1(x1, . . . , xn, y) = lim
T→∞

1
T

∫ T

0

∑
z ∈V

pt (y, z)Hn+1(x1, . . . , xn, z) dt ,
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while assumption (3.26) implies

Hn+1(x1, . . . , xn, y) = lim
T→∞

1
T

∫ T

0

∑
z<{x1,...,xn }

pt (y, z)Hn+1(x1, . . . , xn, z) dt .

By the factorization property of D , we obtain

Hn+1(x1, . . . , xn, y)

= lim
T→∞

1
T

∫ T

0

∑
z<{x1,...,xn }

pt (y, z)
∫

D(δx1 + . . . + δxn, η)D(δy, η) µ(dη) dt

= lim
T→∞

1
T

∫ T

0

∑
z ∈V

pt (y, z)
∫

D(δx1 + . . . + δxn, η)D(δy, η) µ(dη) dt ,

In conclusion, we have

lim
T→∞

1
T

∫ T

0

∫
D(δx1 + . . . + δxn, η)Eη

[
D(δy, ηt )

]
µ(dη) dt

= H1(y)Hn(x1, . . . , xn) ,

where in this last step we used the assumed temporal ergodicity of µ and
Birkhoff ergodic theorem. �

3.3 From stationary product measures to jointly factor-
ized duality functions

As we have just illustrated in Section 3.2.3, on the one side relations (3.23)-
(3.25) turn out to be useful in deriving information about the product structure
of stationary ergodic measures from the knowledge of jointly factorized dual-
ity functions. On the other side, granted some information on the stationary
product measures – which follows usually from a simple detailed balance com-
putation – up to which extent do relations (3.23)-(3.25) say something about
the possible factorized duality functions?

In the context of conditions (3.4)–(3.5) and in presence of a one-parameter
family of stationary product measures {µλ = ⊗ νλ, λ > 0}, relation (3.23) for
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ξ = kδx ∈ X̂ for some k ∈ N0 reads∫
F
d(k, z) νλ(dz) =

(∫
F
d(1, z) νλ(dz)

)k
= θ(λ)k . (3.27)

As a consequence, knowing the first single-site duality function d(1, ·) and the
explicit expression of the marginal νλ is enough to recover the l.h.s. in (3.27).
However, rather than obtaining d(k, ·), at this stage the l.h.s. has still the form
of an “integral transform”-type of expression for d(k, ·).

In the next two subsections, we show how to recover d(k, z) from (3.27)
and the knowledge of θ(λ). This then leads to the characterization of all pos-
sible jointly factorized (self-)duality functions.

Main results of the section. Relation (3.23), together with the knowledge of
the first single-site self-duality function, determines all candidate jointly factor-
ized (self)-duality functions. This is shown in Section 3.3.1 for particle systems
(self-duality for SEP, IRW and SIP) and in Section 3.3.2 for diffusion processes
(duality between SIP and BEP).

3.3.1 Particle systems: classical and orthogonal self-duality

Going back to the interacting particle systems introduced in Section
3.1.3 with infinitesimal generator (3.6) and stationary product measures with
marginals given in (3.8), the integral relation (3.27) rewrites, for each k ∈ N0
and λ > 0 for which Zλ < ∞, as∑

n∈N0

d(k, n) νλ(n) =
∑
n∈N0

d(k, n) φ(n)
λn

n!
1
Zλ
= θ(λ)k ,

where φ(n) = n!
∏n

m=1
ℎ(m−1)
g (m) . Now, if we rewrite the above relation as∑

n∈N0

d(k, n) φ(n)
λn

n!
= θ(λ)kZλ

and interpret ∑
n∈N0

d(k, n) φ(n)
λn

n!
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as the Taylor series expansion around λ = 0 of the function θ(λ)kZλ , we can re-
obtain the explicit formula of d(k, n) φ(n) as its n-th order derivative evaluated
at λ = 0, namely

d(k, n) φ(n) =
( [

dn

dλn

]
λ=0

θ(λ)kZλ

)
,

and hence, anytime φ(n) > 0,

d(k, n) =
1

φ(n)

( [
dn

dλn

]
λ=0

θ(λ)kZλ

)
. (3.28)

Together with the full characterization obtained in Theorem 3.3 of the first
single-site self-duality functions d(1, ·) – and θ(λ) in turn – we obtain via this
procedure a full characterization of all remaining single-site self-duality func-
tions {d(k, ·), k > 1}. Besides recovering the “classical” single-site self-duality
functions illustrated in Section 3.1.3, we also obtain single-site self-duality func-
tions in terms of orthogonal polynomials {pk(n), k ∈ N0} of a discrete variable
(see e.g. [110]) recently discovered via a different approach in [55]. Remark-
able property of these “orthogonal” single-site self-duality functions is that
they can be obtained from the classical ones via a Gram-Schmidt orthogonal-
ization procedure w.r.t. the correct probability measures on {0, . . . , α} or N0,
namely the marginals of the associated stationary product measures (see [55]
for further details).

For notational purposes, as we will represent these orthogonal polynomi-
als in terms of hypergeometric functions, we recall here the explicit form of
those generalized hypergeometric functions which will be of interest for us in
this chapter (cf. e.g. [110, Section 2.7]):

mF0
[
−n1 . . . − nm

−
; u

]
=

min{n1,...,nm }∑
r=0

n1!
(n1 − r )!

· · ·
nm !

(nm − r )!
((−1)mu)r

r !
, (3.29)

mF1
[
−n1 . . . − nm

χ
; u

]
=

min{n1,...,nm }∑
r=0

n1!
(n1 − r )!

· · ·
nm !

(nm − r )!
Γ(χ)

Γ(χ + r )
((−1)mu)r

r !
, (3.30)
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and

0F1
[
−

χ
; u

]
=

∞∑
r=0

Γ(χ)

Γ(χ + r )
ur

r !
, (3.31)

for all m ∈ N, n1, . . . , nm ∈ N0, χ ∈ R and u ∈ R.
We divide the discussion in three parts: one dealing with processes of IRW-

type, the second one with SEP and SIP and the last one covering all remaining
conservative factorized symmetric particle systems introduced in Section 3.1.3
for which only “trivial” (cf. Section 3.1.5) jointly factorized self-duality func-
tions may be found.

Independent random walkers. We recall that the IRW(α)-case corresponds
to the choice of values in (3.12) satisfying the relations

g (n) = n , ℎ(0) = α > 0 and ℎ(n) = ℎ(0) .

As a consequence,
φ(n) = αn , Zλ = eαλ ,

and, if we compute θ(λ) for the general first single-site self-duality function
d(1, n) = a + b

αn obtained in (3.13), we get

θ(λ) =
∑
n∈N0

(
a + b

αn
)
φ(n)

λn

n!
1
Zλ
= a + bλ .

and, in turn via relation (3.28), we recover all functions d(k, ·) for k > 1:

d(k, n) =
1
αn

( [
dn

dλn

]
λ=0

(
a + bλ

)k eαλ)
=

n∑
r=0

(
n
r

)
k(k − 1) · · · (k − r + 1)

(
b
α

) r
ak−r .

In case a = 0, d(k, n) = 0 for n < k, while for n ≥ k, in the summation all
terms but the one corresponding to r = k vanish, thus we obtain

d(k, n) =
(
b
α

)k n!
(n − k)!

1{k≤n } . (3.32)
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In case a , 0 (recall (3.29) with m = 2),

d(k, n) = ak
min(k,n)∑

r=0

(
n
r

) (
k
r

)
r !

(
b
aα

) r
= ak2F0

[
−k − n
−

;
b
aα

]
. (3.33)

In conclusion, for the choice a · b < 0,

d(k, n) = akC (β)k (n) ,

where β = − aα
b in this case and {C (β)k (n), k ∈ N0} are the Poisson-Charlier

polynomials – orthogonal polynomials w.r.t. the Poisson distribution of pa-
rameter β > 0 (cf. [110]).

Exclusion and inclusion processes. For SEP(α) and SIP(α) we are in the
case ℎ(0) = α and ℎ(1) , ℎ(0), and hence we abbreviate

σ = ℎ(1) − ℎ(0) .

We recall from Section 3.1.4 that for SEP(α) we have σ = −1 with F =
{0, . . . , α}, while for SIP(α) we have σ = 1 with F = N0 and, in both cases,

φ(n) = σn Γ(σα + n)
Γ(σα)

, Zλ = (1 − σλ)−σα .

Hence, if we compute θ(λ) for d(1, n) = a + b
αn in (3.13), we get

θ(λ) = a + bλ (1 − σλ)−1 =
a + (b − aσ) λ

1 − σλ
.

By applying formula (3.28), we obtain all functions d(k, ·) for k > 1 as follows:

d(k, n) =
1

φ(n)

( [
dn

dλn

]
λ=0

(
a +

(
b − aσ

)
λ
)k
(1 − σλ)−k−σα

)
=

Γ (σα)

Γ (σα + n)

n∑
r=0

(
n
r

) (
k
r

)
r ! ak−r

(
b
σ
− a

) r
Γ

(
σα + n + k − r

)
Γ

(
σα + k

) . (3.34)
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In case a = 0, clearly d(k, n) = 0 for n < k, while for n ≥ k only the term for
r = k is nonzero in the summation:

d(k, n) =
(
b
σ

)k
Γ (σα)

Γ
(
σα + k

) n!
(n − k)!

1{k≤n } . (3.35)

Note that the functions d(k, ·) in (3.35) further simplify into

d(k, n) = bk (α − k)!
α!

n!
(n − k)!

1{k≤n }

for the choice σ = −1 (SEP(α), α ∈ N), and into

d(k, n) = bk Γ(α)

Γ(α + k)
n!

(n − k)!
1{k≤n }

for σ = 1 (SIP(α), α > 0). In case a , 0, if we go back to (3.34) and use there
the “known relation” ( [110], p. 51) for the hypergeometric functions in (3.30),
we have (see also (3.30) with m = 2)

d(k, n) = ak
Γ (σα) Γ

(
σα + n + k

)
Γ (σα + n) Γ

(
σα + k

) 2F1
[

−n − k
−n − k − σα + 1

; 1 −
b
aσ

]
= ak2F1

[
−n − k
σα

;
b
aσ

]
. (3.36)

If σ = −1, α ∈ N and given the additional requirements 0 < − a
b < 1,

from the expression in (3.36) we have a representation of the single-site duality
functions in terms of the Kravchuk polynomials as defined in [110], i.e.

d(k, n) = bk K (α,p)k (n)
1(α
k
) ,

where p = − a
b in our case and {K (α,p)k (n), k ∈ N0} are the Kravchuk polynomi-

als – orthogonal polynomials w.r.t. the Binomial distribution Binomial(α, p)
(see Section 3.1.4).

If σ = 1, α > 0 and if a · b < 0, we recognize in (3.36) the Meixner
polynomials as defined in [110], i.e.

d(k, n) = ak
Γ (α)

Γ
(
α + k

) M (α,β)k (n) ,
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where in our case β = a
a−b ∈ (0, 1) and {M

(α,β)

k (n), k ∈ N0} are the Meixner
polynomials – orthogonal polynomials w.r.t. the discrete Gamma distribution
Gammad(α, β) (see Section 3.1.4).

Remark 3.16 (classical & orthogonal self-dualities). We emphasize that
all jointly factorized self-duality functions (up to irrelevant factors depending on
the total number of particles) for independent random walkers, exclusion and in-
clusion processes satisfying (3.5) are necessarily in either one of the following two
forms: in the “classical” form of Section 3.1.4 (case a = 0) or in the form of prod-
ucts of rescaled versions of orthogonal polynomials (case a , 0). Other jointly
factorized self-duality functions for SEP(α), IRW(α) and SIP(α) than those just
mentioned do not exist.

Remark 3.17 (triangular vs. symmetric self-duality functions). Apart
from the leading factor ak , the remaining polynomials in the expressions of d(k, n)
for a , 0 are “self-dual” in the sense of orthogonal polynomials literature, i.e.
pn(k) = pk(n) in our context (see e.g. [87, Definition 3.1]). Henceforth, if d(k, n) is
interpreted as a countable matrix with elements indexed by k, n ∈ N0, the value
a ∈ R is the only responsible for the asymmetry of d(k, n): upper-triangular for
a = 0 while symmetric for a = 1.

“Trivial” jointly factorized self-duality. For the sake of completeness, we
can implement the same machinery to cover all jointly factorized self-dualities
with property (3.5) for all particle systems of type (3.6).

Indeed, from the proof of Theorem 3.3, if the process is neither of the types
IRW, SIP and SEP, then the only possible choice is d(1, n) = a for some a ∈ R,
i.e. d(1, n) is not depending on n. From this we get θ(λ) = a and d(k, n) = ak
from formula (3.28). Hence, the self-duality functions must be of the form

D(ξ, η) =
∏
x∈V

d(ξ(x), η(x)) = a |ξ | ,

i.e. depending only on the total number of dual particles (and not on the con-
figuration η ). Hence, the duality relation in that case reduces to the trivial
relation, for all t ≥ 0 and ξ ∈ X̂,

Eξ

[
a |ξt |

]
= a |ξ | , a ∈ R ,

which is just conservation of the number of particles in the dual process. No
other self-duality relation with jointly factorized self-duality functions can ex-
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ist for a conservative factorized symmetric IPS different from SEP, IRW or
SIP.

3.3.2 Interacting diffusions and particle systems: classical and or-
thogonal duality

As shown in Theorem 3.9, relation (3.27) still holds whenever the discrete
right-variables n ∈ N0 are replaced by continuous variables z ∈ [0,∞) and
sums by integrals. With this observation inmind, we provide a secondmethod
to characterize all jointly factorized duality functions between the continuous
process BEP(α) and its discrete dual SIP(α).

More precisely, if d(k, z) is a single-site duality function with property
(3.5) between BEP(α) and SIP(α), and νλ is the stationary product measure
marginal for BEP(α) as in (3.21), then, from the analogue of relation (3.27) for
k = 1, namely ∫

[0,∞)
d(1, z) zα−1e−λz

λα

Γ(α)
dz = θ(λ) , (3.37)

we necessarily have by Theorem 3.9 that∫
[0,∞)

d(k, z)
zα−1

Γ(α)
e−λz dz = θ(λ)kλ−α . (3.38)

As a consequence, the function d(k, z) zα−1
Γ(α) is the inverse Laplace transform of

θ(λ)kλ−α. Given the first single-site duality function d(1, z) in (3.22), from
(3.37) we obtain

θ(λ) =

∫
[0,∞)

(
a + b

α z
)
zα−1e−λz

λα

Γ(α)
dz =

(
aλ + b

)
λ−1 . (3.39)

As a consequence, the r.h.s. in (3.38) becomes

θ(λ)kλ−α =
(
aλ + b

)k
λ−−α−k , (3.40)

and there exist explicit expressions for the inverse Laplace transform of this
function. We split the computation in two cases. In case a = 0, since the
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inverse Laplace transform of λ−α−k is zα+k−1
Γ(α+k) , we obtain

d(k, z) = bk zk
Γ(α)

Γ(α + k)
,

i.e. the “classical” single-site duality function as in Section 3.1.6. In case a , 0,
the inverse Laplace transform of (3.40) is more elaborated (recall (3.30) with
m = 1):

ak
zα−1

Γ(α)
1F1

[
−k
α

;−
b
a
z
]
.

As the above expression must equal d(k, z) zα−1
Γ(α) , it follows that

d(k, z) = ak 1F1
[
−k
α

;−
b
a
z
]
.

As a final consideration, we note that for the choice a · b < 0,

d(k, z) = ak k!
Γ(α)

Γ(α + k)
L(α−1, β)k (z) ,

where β = − b
a here and {L(α−1, β)k (z), k ∈ N0} are the generalized Laguerre

polynomials – orthogonal polynomials w.r.t. to the Gamma distribution of
shape parameter α and rate parameter β as defined in [110].

3.4 Intertwining and generating functions

In this section, we introduce the generating functionmethod, which allows
to go from a self-duality of a discrete process towards duality between a discrete
and continuous process, and further towards a self-duality of a continuous
process, and back. This then allows e.g. to simplify the proof of a discrete
self-duality by lifting it to a continuous self-duality, which is usually easier
to verify. The key ingredient of this method are intertwining relations. In
particular, we find intertwining relations between discrete multiplication and
derivation operators by means of appropriate generating functions.

After an introduction to intertwining in Section 3.4.2 and its relation with
duality in Theorem 3.19, we find in Propositions 3.20–3.22 (product) inter-
twiners between particle system generators introduced in Section 3.1.4 and
their diffusion counterparts of Section 3.1.6. As a corollary of Propositions
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3.20–3.22, in Section 3.4.4 we prove that all the candidate jointly factorized
self-duality functions produced in Section 3.3.1 (from the stationary product
measures via (3.23)) are actual self-duality functions. Seemingly, we also pro-
duce several (self-)duality functions for the diffusion counterparts of the par-
ticle systems.

We start with the introductory example of IRW(1) on two sites (V =

{x, y}) in Section 3.4.1, showing that the single-bond generator intertwines
with the first order differential operator given in (3.17) with α = 1, and from
that recover in an easy way self-duality of IRW(1) with “classical” self-duality
functions as in Section 3.1.4.

3.4.1 Introductory example: independent random walkers

To make the method clear, let us start with a simple example of indepen-
dent random walkers on a single bond {x, y}. The generator is

L ϕ(nx, ny ) = nx (ϕ(nx − 1, ny + 1) − ϕ(nx, ny ))

+ ny (ϕ(nx + 1, ny − 1) − ϕ(nx, ny )) ,

with nx, ny ∈ N0. Define now the (exponential) generating function

G ϕ(zx, zy ) =
∞∑

nx ,ny=0
ϕ(nx, ny )

znx
x zny

y

nx ! ny !
, zx, zy ∈ [0,∞) .

Then it is easy to see that G produces an intertwining relation

L G = G L

involving L and L , where

L = −
(
zx − zy

) (
∂x − ∂y

)
is the operator given in (3.17) with α = 1 and with ∂x denoting partial deriva-
tion w.r.t. zx ∈ [0,∞). Now assume that we have a self-duality function for
the particle system, i.e.

LleftD = LrightD .

Then, combining the self-duality with the intertwining relations above, we
obtain

LleftD = LrightD ,
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where

D((kx, ky ), (zx, zy )) = GrightD((kx, ky ), (zx, zy ))

=

∞∑
nx ,ny=0

D((kx, ky ), (nx, ny ))
znx
x zny

y

nx ! ny !
. (3.41)

In words, a self-duality function for L is “lifted” to a duality function between
the IRW generator L and its continuous counterpart L by applying the gen-
erating function G to the n-variables. However, if we read out of the last
expression in (3.41) the Taylor series expansion of D , we obtain an inverse
statement: given a duality function between the independent random walk
generator L and its continuous counterpart L , its Taylor coefficients provide
a self-duality function of L.

We can then also take the generating function w.r.t. the k-variables in the
function D to produce a self-duality function for L , i.e. defining

D((vx, vy ), (zx, zy )) = GleftD((vx, vy ), (zx, zy ))

=

∞∑
kx ,ky=0

D((kx, ky ), (zx, zy ))
vkx
x vky

y

kx ! ky !
,

we have
LleftD = LrightD .

For the classical self-duality function

D((kx, ky ), (nx, ny )) =
nx !

(nx − kx )!
ny !

(ny − ky )!
1{kx ≤nx }1{ky ≤ny } ,

we find that
D((vx, vy ), (zx, zy )) = e zx+zy evx zx+vy zy .

Beside the factor e zx+zy which depends only on the conserved quantity zx+zy ,
to check the self-duality relation for L w.r.t. the function evx zx+vy zy is rather
straightforward, the computation involving only derivatives of exponentials.
By looking at the Taylor coefficients w.r.t. both v and z -variables of this self-
duality relation, we obtain the self-duality relation for L w.r.t. D where we
started from.

In conclusion, all these duality relations turn out to be equivalent, and the
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proof of self-duality for particle systems requiring rather intricate combinato-
rial arguments (see e.g. [31]) is superfluous once the more direct self-duality
for diffusion systems is checked.

3.4.2 Intertwining and duality

The notion of intertwining between stochastic processes was originally in-
troduced by Yor in [140] in the context of Markov chains and later pursued in
[36] and [53] as an abstract framework, in discrete-time and continuous-time
respectively, for the problem of Markov functionals, i.e. finding sufficient and
necessary conditions under which a random function of a Markov chain is
again Markovian.

For later purposes, we adopt a rather general definition of intertwining, in
which {ηt , t ≥ 0} and {ζ t , t ≥ 0} are continuous-time stochastic processes on
the Polish spaces X and X′, respectively, whose expectations read E, E′ resp.,
andM(X) denotes the space of signed measures on X. We say that {ζ t , t ≥ 0}
is intertwined on top of {ηt , t ≥ 0} if there exists a mapping Λ : X′ →M(X)
such that, for all t ≥ 0, ζ ∈ X′ and smooth ϕ : X → R,

E′ζ

[∫
X′
ϕ(η) Λ(ζ t )(dη)

]
=

∫
X

Eη [ϕ(η(t ))] Λ(ζ )(dη) . (3.42)

Working at the abstract level of semigroups, we say that {St , t ≥ 0} on a
space of functions f : X′ → R denoted by F (X′), is intertwined on top of
{St , t ≥ 0}, a semigroup on a space of functions f : X → R denoted by
F (X), with intertwiner Λ if Λ is a linear operator from F (X) into F (X′) and
if, for all t ≥ 0 and ϕ : X → R,

StΛϕ = ΛStϕ .

Similarly, operators L with domainD(L ) and L with domainD(L) are inter-
twined with intertwiner Λ if, for all ϕ ∈ D(L), Λϕ ∈ D(L ) and

L Λ = ΛLϕ . (3.43)

Notice that with a slight abuse of notation we used the same symbol Λ for
an abstract intertwining operator as for the intertwining mapping. In other
words, in case the intertwining mapping as in (3.42) is given by Λ̃, then the
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corresponding operator is

Λϕ(ζ ) =

∫
ϕ(η) Λ̃(ζ )(dη) .

An intertwining mapping Λ has a probabilistic interpretation if it takes
values in the subset of probability measures onX. Indeed, in (3.42) the process
{ζ t , t ≥ 0} may be viewed as an added structure on top of {ηt , t ≥ 0} or,
alternatively, the process {ηt , t ≥ 0} as a random functional of {ζ t , t ≥ 0}, in
which Λ provides this link.

Remark 3.18 (finite state space). The connection with duality introduced in
Section 3.1.1 becomes transparent whenX, X̂ andX′ are finite sets and the operators
and functions L, L̂ L , D and Λ in (3.3) and (3.43) are represented in terms of
matrices. There, relations (3.3) and (3.43), once rewritten in matrix notation
respectively as

L̂D = DLT , (3.44)

where LT denotes the transpose of L, and

L Λ = ΛL , (3.45)

differ essentially only in the terms LT versus L in the r.h.s. of both identities.
The presence or absence of transposition can be interpreted as a forward-versus-
backward evolution against a forward-versus-forward evolution. More precisely,
if L, L̂ and L are generators of Markov processes {ηt , t ≥ 0}, {ξt , t ≥ 0} and
{ζ t , t ≥ 0}, respectively, then (3.44) and (3.45) relate the evolution of {ηt , t ≥ 0}
to that of {ξt , t ≥ 0}, resp. {ζ t , t ≥ 0}; however, while in (3.45) the processes run
both along the same direction in time, in (3.44) the processes run along opposite
time directions.

Intertwiners as Λ in (3.45) may be also interpreted as natural generaliza-
tions of symmetries of generators, indeed (3.45) with L = L just means that Λ
commutes with L, which is the definition of a symmetry of L. As outlined in
[62, Theorem 2.6], the knowledge of symmetries of a generator and dualities
of this generator leads to the construction of new dualities. The following the-
orem presents the analogue procedure in presence of intertwiners: a duality
and an intertwining lead to a new duality.

Theorem 3.19. Let L, L̂ and L be operators on real-valued functions on X, X̂
and X′, respectively. Suppose that there exists an intertwiner Λ such that for all
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ϕ ∈ D(L), Λϕ ∈ D(L ),
L Λϕ = ΛLϕ , (3.46)

and a duality function D : X̂ × X → R for L̂ and L, namely D(ξ, ·) ∈ D(L) for
all ξ ∈ X̂, D(·, η) ∈ D(L̂) for all η ∈ X and

L̂leftD = LrightD .

Then, if ΛrightD(ξ, ·) ∈ D(L ) for all ξ ∈ X̂ and ΛrightD(·, ζ ) ∈ D(L̂) for all
ζ ∈ X′, ΛrightD is a duality function for L̂ and L , i.e.

L̂leftΛrightD = LrightΛrightD .

Proof.

L̂leftΛrightD = ΛrightL̂leftD = ΛrightLrightD = LrightΛrightD .

Here in the first equality we used that left and right actions commute, in the
second equality we used the assumed duality of L̂ and L, and in the third equal-
ity we used the assumed intertwining. �

3.4.3 Intertwining between continuum and discrete processes

In this section we prove the existence of an intertwining relation between
the interacting diffusion processes presented in Section 3.1.6 and the particle
systems of Section 3.1.4. This intertwining relation provides a second con-
nection, besides the many-particle limit procedure (see Section 3.1.6), between
continuum and discrete processes, which proves to be better suited for the goal
of establishing duality relations among these processes. Indeed, the character-
ization of all possible factorized self-dualities for particle systems obtained in
Section 3.3 and the intertwining relation below, via the application of Theorem
3.19, produces a characterization of all possible dualities, resp. self-dualities,
between the discrete and the continuum processes, resp. of the continuum
process.

In the following proposition, we prove the intertwining relation for oper-
ators Lσ and L σ defined, respectively, on functions ϕ : F V → R, F = N0,
as

Lσϕ(η) =
∑
x∼y

c({x, y}) Lσ
{x,y }ϕ(η) , η ∈ F V , (3.47)
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where

Lσ
{x,y }ϕ(η) = η(x) (α + ση(y)) (ϕ(η

x,y ) − ϕ(η))

+ η(y) (α + ση(x)) (ϕ(ηy,x ) − ϕ(η)) ,

and, on real analytic functions ϕ : RV → R, as

L σϕ(ζ ) =
∑
x∼y

c({x, y})L σ
{x,y }ϕ(ζ ) , ζ ∈ RV , (3.48)

where

L σ
{x,y }ϕ(ζ ) =

(
−α (ζ (x) − ζ (y)) (∂x − ∂y ) + σ ζ (x) ζ (y) (∂x − ∂y )2

)
ϕ(ζ ) .

Note that Lσ in (3.47) is a special instance of the generator L in (3.6) with
conditions (3.12), while L σ above matches – on a common sub-domain and
for particular choices of the parameters σ and α – those in (3.16).

Proposition 3.20 (intertwining “L σG⊗ = G⊗Lσ”). Let G be the Poisson prob-
ability kernel defined as the operator that maps functions f : N0 → R into func-
tions G f : R→ R as

G f (z) =
∞∑
n=0

f (n)
zn

n!
e−z , z ∈ R . (3.49)

Then, whenever G f : R → R is a real analytic function, if G ⊗ = ⊗x∈VGx
denotes the tensorized operator mapping functions ϕ : NV0 → R into functions
G ⊗ϕ : RV → R accordingly, L σ and Lσ are intertwined with intertwiner G ⊗,
namely

L σG ⊗ϕ(ζ ) = G ⊗Lσϕ(ζ ) , ζ ∈ RV . (3.50)

Proof. Let us introduce the non-normalized operator

Ḡ f (z) =
∞∑
n=0

f (n)
zn

n!
, z ∈ R ,

and the associated tensorized operator Ḡ ⊗ = ⊗x∈V Ḡx . Due to the factorized
structure of Lσ ,L σ and Ḡ ⊗, the proof of the intertwining relation (3.50) with
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Ḡ ⊗ as an intertwiner reduces to consider and combine the following relations:

∞∑
n=0

n f (n − 1)
zn

n!
= z Ḡ f (z)

∞∑
n=0

f (n + 1)
zn

n!
=

d
dz

Ḡ f (z)

∞∑
n=0

n f (n)
zn

n!
= z

d
dz

Ḡ f (z)

∞∑
n=0

n f (n + 1)
zn

n!
= z

d2

dz2
Ḡ f (z) .

As a first consequence, we have

L σḠ ⊗ϕ(ζ ) = Ḡ ⊗Lσϕ(ζ ) , ζ ∈ RV .

We obtain (3.50) by observing that ( |ζ | =
∑

x∈V ζ (x))

G ⊗ϕ(ζ ) = e−|ζ | Ḡ ⊗ϕ(ζ ) , ζ ∈ RV ,

and that, for ψ(ζ ) = ψ̄(ζ ) · e−|ζ |,

L σψ(ζ ) = e−|ζ | L σψ̄(ζ ) , ζ ∈ RV .

�

Remark 3.21 (probabilistic interpretation). The intertwiner G ⊗ has a nice
probabilistic interpretation: from an “energy” configuration ζ ∈ [0,∞)V , the as-
sociated particle configurations are generated by placing – independently over the
sites – a number of particles on site x ∈ V distributed according to a Poisson
random variable with intensity ζ (x).

In the remaining part of this section, under some reasonable regularity
assumptions, we are able to invert the intertwining relation (3.50), namely to
find an operator H ⊗ = ⊗x∈V Hx that intertwines Lσ and L σ , in this order.
The natural candidate for H is the “inverse operator” of G, whenever this
is well-defined. In general, this “inverse intertwiner” lacks any probabilistic
interpretation, but indeed establishes a second intertwining relation useful in
the subsequent section.

Proposition 3.22 (intertwining “LσH ⊗ = H ⊗L σ
”). Let H be the differential

operator mapping real analytic functions g : R→ R into functions H g : N0 → R

as
H g (n) =

( [
dn

dzn

]
z=0

e z g (z)
)
, n ∈ N0 . (3.51)
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Then H is the inverse operator of G, namely, for all f : N0 → R such that
G f : R→ R is real analytic, we have

GH g (z) = g (z) , z ∈ R , HG f (n) = f (n) , n ∈ N0 .

Moreover, the tensorized operator H ⊗ = ⊗x∈V Hx is an intertwiner for Lσ and
L σ , i.e. for all real analytic ψ : RV → R,

LσH ⊗ψ(η) = H ⊗L σψ(η) , η ∈ NV0 . (3.52)

Before giving the proof, we need the following lemma.

Lemma 3.23 (symmetry for Lσ ). Let A be the operator acting on functions f :
N0 → R defined as

A f (n) =
n∑

k=0

(
n
k

)
f (k) , n ∈ N0 .

Then, the tensorized operator A⊗ = ⊗x∈V Ax is a symmetry for the generator Lσ ,
i.e. for all ϕ : NV0 → R

A⊗Lσϕ(η) = LσA⊗ϕ(η) , η ∈ NV0 . (3.53)

Proof. Instead of going through tedious computations, we exploit the fact that
the operator A⊗ has the form

A⊗ = ⊗x∈V Ax = ⊗x∈V eK
−
x = ⊗x∈V

∞∑̀
=0

(
K−x

)`
`!

,

where K−x is an operator defined for functions ϕ : NV0 → R which acts only
on the x -th coordinates as

K−x ϕ(η) = η(x) f (η − δx ) , η ∈ NV0 .

Since all these operators {K−x , x ∈ V } commute over the sites, we have

A⊗ = ⊗x∈V eK
−
x = e

∑
x∈V K

−
x .
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We conclude the proof by noting that the operator

K − :=
∑
x∈V
K−x

is a symmetry for the generator Lσ , see e.g. [20], [62] or Section 4.5.1. �

Proof of Proposition 3.22. First we compute the following key relations:( [
dn

dzn

]
z=0

g ′(z)
)
=

( [
dn+1

dzn+1

]
z=0

g (z)
)

( [
dn

dzn

]
z=0

z g (z)
)
= n

( [
dn−1

dzn−1

]
z=0

g (z)
)

( [
dn

dzn

]
z=0

z g ′(z)
)
= n

( [
dn

dzn

]
z=0

g (z)
)

( [
dn

dzn

]
z=0

z g ′′(z)
)
= n

( [
dn+1

dzn+1

]
z=0

g (z)
)
.

Hence, if we introduce the operator

H̄ g (n) =
( [

dn

dzn

]
z=0

g (z)
)
, n ∈ N0 ,

and the associated tensorized operator H̄ ⊗ = ⊗x∈V H̄x , we obtain

Lσ H̄ ⊗ψ(η) = H̄ ⊗L σψ(η) , η ∈ NV0 . (3.54)

Now, by using Lemma 3.23 and noting that

H g (n) =
n∑

k=0

(
n
k

)
H̄ g (k) = AH̄ g (n) , n ∈ N0 ,

and, by the mixed property of the tensor product,

H ⊗ψ(η) = (AH̄ )⊗ψ(η) = A⊗H̄ ⊗ψ(η) , η ∈ NV0 , (3.55)

we get (3.52) by applying first (3.55), then (3.53) and finally (3.54):

LσH ⊗ψ = LσA⊗H̄ ⊗ψ = A⊗Lσ H̄ ⊗ψ = A⊗H̄ ⊗L σψ = H ⊗L σψ .

�
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3.4.4 Generating functions and duality

As anticipated in the previous section, from the intertwining relation
(3.50) and the functions obtained in Section 3.3.1, we obtain new duality rela-
tions.

Due to the jointly factorized form (3.4) of the self-duality functions with
single-site functions (3.32), (3.33), (3.35) and (3.36) and the tensor form of the
intertwiner G ⊗ in (3.50), the new duality functions inherit the same joint
factorized form. Moreover, from the definition ofG in (3.49), the whole com-
putation reduces to determine (exponential) generating functions [54] of (3.32),
(3.33), (3.35) and (3.36). To this purpose and, in particular, for the functions
(3.33) and (3.36), some identities for hypergeometric functions are available,
see . e.g. the tables in [87, Chapter 9]. Moreover, all generating functions
obtained satisfy the requirements of analyticity for suitable choices of the pa-
rameters σ, α, a and b (see e.g. [87]), hence all operations below make sense.

However, just as the functions found in Section 3.3.1, the functions here
obtained will only be “candidate” (self-)duality functions, since no duality re-
lation as in (3.1) has been proved, yet. By using the “inverse” intertwining
(3.52), all these “possible” dualities turn out to be equivalent, i.e. one implies
all the others. Thus, in Proposition 3.24 below, we choose to prove directly
the self-duality relation for the continuum – possibly improper – processes,
more immediate to verify due to the simpler form of the self-duality functions.
Indeed, while the single-site self-duality functions for the SIP(α) process, for
instance, have the generic form of an hypergeometric function

2F1
[
−k − n

α
;
b
a

]
, k, n ∈ N0 ,

(cf. (3.30)–(3.31)), the single-site duality functions between discrete and con-
tinuum processes involve in their expressions hypergeometric functions with
an argument less

1F1
[
−k
α

;−
b
a
z
]
, k ∈ N0 , z ∈ [0,∞) ,

while those for the self-duality of continuum processes are even simpler,
namely

0F1
[
−

α
;
b
a
vz

]
, v, z ∈ [0,∞) ,
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as the number of arguments of the hypergeometric functions drops.

Tables of single-site (self-)duality functions. The tables below schemati-
cally report all single-site (self-)duality functions for the operators Lσ in (3.47)
and L σ in (3.48). Regarding the parameters a, b ∈ R in (3.12), we impose
b = 1 and, consequently, we choose a ∈ R to be either equal to 0 – yielding
“classical” (self-)duality functions – or a < 0 in case of “orthogonal” (self-
)duality functions. We remark that for SEP(α), we further require a ∈ (−1, 0).
We refer to Section 3.3.1 for more general sensible choices of these parameters.

As a further instance of jointly factorized (self-)duality function – although
not satisfying condition (3.5) – we add to the tables below the so-called “cheap”
(self-)duality functions, parametrized here by a constant c ∈ R.

(Notation: “Cl.” = Classical polynomial single-site duality functions. “Or.” =
Orthogonal polynomial single-site duality functions. “Ch.” = “Cheap” single-site
duality functions.)

(a) Symmetric exclusion process (SEP(α), α ∈ N): σ = −1.

Cl. (α−k)!
α!

n!
(n−k)!1{k≤n } zk (α−k)!α! e−v 0F1

[
−

−α ;−vz
]

Or. ak2F1
[
−n −k
−α ;− 1

a

]
ak1F1

[
−k
−α ;

z
a

]
e (a−1)v 0F1

[
−

−α ;−vz
]

Ch. ck k!(α−k)!
α! 1{k=n } e−z (c z)k (α−k)!α! e−(v+z)0F1

[
−

−α ;−cvz
]

(b) Independent random walkers (IRW(α), α > 0): σ = 0.
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Cl. 1
αk

n!
(n−k)!1{k≤n }

( z
α

)k e−v e vz
α

Or. ak2F0
[
−k −n
−

; 1
aα

] (
a + z

α

)k e (a−1)v e vz
α

Ch. ck k!
αk 1{k=n } e−z

( c z
α

)k e−(v+z)e c vz
α

(c) Symmetric inclusion process (SIP(α), α > 0): σ = 1.

Cl. Γ(α)

Γ(α+k)
n!
(n−k)!1{k≤n } zk Γ(α)

Γ(α+k) e−v 0F1
[
−

α ; vz
]

Or. ak2F1
[
−n −k
α ; 1a

]
ak1F1

[
−k
α ;− z

a

]
e (a−1)v 0F1

[
−

α ; vz
]

Ch. ckk! Γ(α)
Γ(α+k)1{k=n } e−z (c z)k Γ(α)

Γ(α+k) e−(v+z)0F1
[
−

α ; cvz
]

More in detail, on the left-most column we place the single-site self-duality
functions d(k, n) for the particle systems of Section 3.1.3: while the top-left
functions are those already appearing in e.g. [19], [62], see also Section 3.1.4
and (3.32), (3.35) – and, thus, for this reason denoted here as the “classical”
ones – the second-to-the-top functions are those derived in Section 3.3.1 in
(3.33), (3.36) and being related to suitable families of orthogonal polynomi-
als. While these two classes of single-site self-duality functions satisfy condi-
tion (3.5) (they are the only ones doing so by Theorem 3.3), the bottom-left
single-site self-duality functions correspond to the “cheap” self-duality (cf. end
of Section 3.1.2), namely the detailed-balance condition w.r.t. the measures
{⊗x∈V νλ, λ > 0} with marginals (3.8).

On the mid-column, we find the single-site duality functions between the
difference operators Lσ and the differential operatorsL σ , obtained from their
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left-neighbors by a direct application of the operator G in (3.49) on the n-
variables. The new functions will depend hence on the two variables k ∈ N0
and z ∈ [0,∞).

A second application w.r.t. the k-variables of the same operator G on the
functions just obtained gives us back the right-most column, functions depend-
ing now on variables v, z ∈ [0,∞). These functions represent the single-site
self-duality functions for the differential operatorL σ acting on functions ϕ de-
pending on variables υ, ζ ∈ [0,∞)V . As an immediate consequence of Propo-
sition 3.22, we could also proceed from right to left by applying the inverse
intertwiner H in (3.51).

Proof of jointly factorized (self-)duality. Note that the single-site self-
duality functions for L σ on the right-most columns, though they have
been derived from different discrete analogues, i.e. classical, orthogonal and
cheap single-site functions, within the same table they differ only of a fac-
tor which depends solely on the conserved quantities |ζ | =

∑
x∈V ζ (x) and

|υ | =
∑

x∈V υ(x). Henceforth, when proving the self-duality relation, this
extra-factor does not play any role and it is enough to check that the functions

d(v, z) = 0F1
[
−

−α
; cvz

]
d(v, z) = e cvz

d(v, z) = 0F1
[
−

α
; cvz

]
, v, z ∈ [0,∞) , (3.56)

for arbitrary constants c ∈ R, are single-site self-duality functions for the op-
erators L −1, L 0 and L 1, respectively. This final computation is the content
of the next proposition.

Proposition 3.24. Fix a constant c ∈ R. Then the functions d(v, z) in (3.56) are
single-site self-duality functions for the differential operators L σ with σ = −1,
σ = 0 and σ = 1, respectively.

Proof. We first start with the case σ = 0. To prove that

d(v, z) = e cvz , v, z ∈ [0,∞) ,

is a single-site self-duality function for the differential operator L 0, we first
observe that

∂z d(v, z) = c v d(v, z) .
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Hence, the self-duality relation for the single-bond generator L 0
{x,y } rewrites

− α (υ(x) − υ(y)) (c ζ (x) − c ζ (y)) d(υ(x), ζ (x)) d(υ(y), ζ (y))
= −α (ζ (x) − ζ (y)) (cυ(x) − cυ(y)) d(υ(x), ζ (x)) d(υ(y), ζ (y)) ,

which indeed holds.

Then we consider σ = 1. For the proof of self-duality for the single-site
function

d(v, z) = 0F1
[
−

α
; cvz

]
, v, z ∈ [0,∞) ,

we use the following shortcut: for x ∈ V ,

Wx (α) = 0F1
[
−

α
; c υ(x) ζ (x)

]
.

Additionally, we recall a formula for the ζ (x)-derivative ofWx , namely(
∂

∂ζ (x)

)
Wx (α) =

c υ(x)
α

Wx (α + 1) , (3.57)

and a recurrence identity

Wx (α + 1) = Wx (α) −
c υ(x) ζ (x)
α(α + 1)

Wx (α + 2) . (3.58)

Hence, the l.h.s. of the self-duality relation for L 1
{x,y } w.r.t. the function

Wx (α)Wy (α) rewrites by using (3.57) as

c ζ (x) υ(y)Wx (α + 1)Wy (α) + c υ(x) ζ (y)Wx (α)Wy (α + 1)

+
c2(υ(x) ζ (x)) (υ(y) ζ (x))

α(α + 1)
Wx (α + 2)Wy (α)

+
c2(υ(x) ζ (y)) (υ(y) ζ (y))

α(α + 1)
Wx (α)Wy (α + 2)
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while the r.h.s. equals

c υ(x) ζ (y)Wx (α + 1)Wy (α) + c υ(y) ζ (x)Wx (α)Wy (α + 1)

+
c2(υ(x) ζ (x)) (υ(x) ζ (y))

α(α + 1)
Wx (α + 2)Wy (α)

+
c2(ζ (x) υ(y)) (ζ (y) υ(y))

α(α + 1)
Wx (α)Wy (α + 2) .

By substituting (3.58), the duality relation holds.
The proof for the case σ = −1 follows the same lines of the previous proof

for σ = 1 and we omit it. �

3.a Inhomogeneous systems

In this section we further investigate jointly factorized self-duality for con-
servative factorized symmetric particle systems in the inhomogeneous con-
text, i.e. in which inhomogeneities may be interpreted as realizations of a ran-
dom environment. In what follows, we show to which extent the procedure
to determine jointly factorized self-duality functions extends to IPS and their
associated interacting diffusion processes in presence of a quenched combined
bond-site disorder. As a final outcome, we recover inhomogeneous versions
of the jointly factorized self-duality functions listed in Section 3.4.4 for SEP,
IRW and SIP in a quenched random environment.

Inhomogeneous conservative factorized symmetric IPS. We start by in-
troducing the (formal) generator associated to inhomogeneous variations of
the particle systems introduced in Section 3.1.3. As a natural inhomoge-
neous counterpart of the generator in (3.6), we consider the following time-
dependent operator acting on cylindrical functions ϕ : NV0 → R and given
by

Lt ϕ(η) =
∑
x∼y

ct ({x, y}) L {x,y }ϕ(η) , η ∈ NV0 . (3.59)

with

L {x,y }ϕ(η) = gx (η(x)) ℎy (η(y)) (ϕ(η x,y ) − ϕ(η))
+ gy (η(y)) ℎx (η(x)) (ϕ(ηy,x ) − ϕ(η)) , η ∈ NV0 . (3.60)
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We note that the above summation runs over all unordered pairs of nearest-
neighboring sites, c = {ct ({x, y}), t ≥ 0, x, y ∈ V } stands for the time-
dependent conductances (for the setV ) as in Chapter 2 (see also Section 3.1.2)
and the interaction functions {gx, ℎx : N0 → [0,∞), x ∈ V } are chosen to
depend on the locations x ∈ V . We impose the following assumptions on the
interaction functions as those appearing in Section 3.1.3: for all x ∈ V ,

( i) gx (0) = 0 and gx (n) > 0 for all n > 0 ,

(ii) ℎx (0) , 0 and if ℎx (m) = 0, then ℎx (n) = 0 for all n > m.

In particular, if αx := min{m ∈ N : ℎx (m) = 0} , ∅, then we set Fx =
{0, . . . , αx }, Fx = N0 otherwise. In view of this definition, the product space

X =
∏
x∈V

Fx

is the configuration space of the time-inhomogeneous particle system associ-
ated to the generators {Lt , t ≥ 0} above. In accordance with the notation of
Chapter 2, we denote by {S s,t , t ≥ s}, resp. {Ŝ s,t , s ≤ t }, the forward, resp.
backward, semigroups for the particle systems associated to the infinitesimal
generators {Lt , t ≥ 0}.

Self-duality in the time-inhomogeneous context. In the time-
inhomogeneous context, the most natural self-duality relations which
may be established are those involving a time-independent duality function
D : X × X → R for which

(Lt )leftD(ξ, η) = (Lt )rightD(ξ, η) , (3.61)

holds for all ξ, η ∈ X and t ≥ 0. In the following proposition, we show that
relations as in (3.61) yield a duality relation between forward and backward
semigroups with the same D as duality function. Namely, if {ηηs,t , t ≥ s} and
{ξ

ξ
s,t , s ≤ t } represent forward and backward, respectively, Markov processes

on X starting from η and ξ ∈ X, respectively, associated to the generators
{Lt , t ≥ 0}, we obtain

Ê
[
D(ξ ξs,t , η)

]
= E

[
D(ξ, ηηs,t )

]
.

for all ξ, η ∈ X and s ≤ t . We first deal with the case of Markov processes on
a finite state space to provide a sharper proof and refer to Remark 3.26 below
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for its analogue in the infinite setting.

Proposition 3.25 (forward-backward self-duality: finite state space). Let
the state spaceX be finite. Then, generator self-duality in (3.61) implies the follow-
ing backward-forward semigroup self-duality: for all s ≤ t and ξ, η ∈ X,

(Ŝ s,t )leftD(ξ, η) = (S s,t )rightD(ξ, η) .

Proof. By Kolmogorov backward equations (cf. e.g. (2.91) in Chapter 2), for
all s < t and ϕ : X → R, we have in L2(X)

∂sS s,tϕ = −LsS s,tϕ (3.62)

∂s Ŝ s,tϕ = −Ŝ s,tLsϕ . (3.63)

Furthermore, for all t ≥ 0 and ϕ : X → R, {S s,tϕ, s ≤ t } is the unique
solution to the following backward Cauchy problem in L2(X):{

d
ds ϕs = −Lsϕs , s < t ,
ϕt = ϕ .

(3.64)

As a consequence of equation (3.63), generator self-duality (3.61) and commu-
tation of operators acting on different variables, we obtain in L2(X) ⊗ L2(X)

∂s (Ŝ s,t )leftD = −(Ŝ s,t )left(Ls )leftD

= −(Ŝ s,t )left(Ls )rightD

= −(Ls )right(Ŝ s,t )leftD . (3.65)

If we add the observation that (Ŝt,t )leftD = D = (St,t )rightD for all ξ, η ∈ X and
t ≥ 0, then {(S s,t )rightD, s ≤ t } solves (3.65), namely (3.64) with ϕ = D(ξ, ·)
for all ξ ∈ X. By uniqueness of the solution of the Cauchy problem (3.64), we
conclude the proof. �

Remark 3.26 (infinite state space). The analogue of Proposition 3.25 in the
context of an infinite (Polish) state space X requires – although the proof may be
carried out along the same lines as in the finite context – additional assumptions.
In case the semigroups {S s,t , t ≥ s} and {Ŝ s,t , s ≤ t } act on a Banach space
(F (X), ‖ · ‖X), we further assume:

(i) The self-duality function D : X × X → R is measurable and such that, for
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all ξ, η ∈ X and t ≥ 0, D(ξ, ·) and D(·, η) ∈ D(Lt ), where D(Lt ) stands
for the domain of the generator Lt .

(ii) For all s < t , the following holds:

lim
ℎ→0






 (Ŝ s+ℎ,t )leftD(·, ·) − (Ŝ s,t )leftD(·, ·)ℎ
+ (Ŝ s,t )left(Ls )leftD(·, ·)







X×X

= 0 .

In the rest of this section, we will consider only generator self-dualities as
in (3.61).

Stationary product measures. Recall that in the time-inhomogeneous con-
text by stationarity we mean that there exists a probability measure µ on X
for which, for all ϕ : X → R cylinder functions and for all s ≤ t , the following
identity holds: ∫

X

S s,tϕ(η) µ(dη) =
∫
X

ϕ(η) µ(dη) .

For the inhomogeneous particle systems constructed above, via a detailed bal-
ance computation, one may show that there exists a one-parameter family of
(time-independent) stationary product measures

{µλ = ⊗x∈V νx,λ , λ ∈ ∆} ,

where – note the analogy with (3.8) – the site-dependent dependent marginals
νx,λ are given by

νx,λ(n) = φx (n)
λn

n!
1

Zx,λ
, n ∈ Fx , (3.66)

with

φx (n) = n!
n∏

m=1

ℎx (m − 1)
gx (m)

and ∆ ∈ (0,∞) defined in such a way that all normalizing constants Zx,λ are
finite, for all x ∈ V and λ ∈ ∆.

Characterization of inhomogeneous particle systems with jointly factor-
ized self-duality. In analogy with what we have found for the stationary
product measures, jointly factorized self-duality functions in quenched ran-
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dom environment are expected to be products of site-dependent single-site self-
duality functions as follows:

D(ξ, η) =
∏
x∈V

dx (ξ(x), η(x)) . (3.67)

Moreover, the assumptions of “non-triviality” for the single-site duality func-
tions as, for instance, in (1.9)–(1.10) (see also (3.5) and Section 3.1.5) apply to
this setting as well: for all x ∈ V ,

dx (0, ·) = 1 (3.68)

and
dx (1, n) is not a constant function of n ∈ Fx . (3.69)

Going back to the homogeneous case in Section 3.1.1, we recall that a single-
bond generator as in (3.6) and a “non-trivial” jointly factorized self-duality
function as in (3.4) already suffice to characterize all possible self-dual particle
systems as well as the explicit form of the first single-site self-duality functions.
This is the content of Theorem 3.3.

In the inhomogeneous setting, an analogous result holds for particle sys-
tems associated to the single-bond generator in (3.60). In the following the-
orem, we show that all inhomogeneous self-dual particle systems with “non-
trivial” jointly factorized self-duality must be inhomogeneous variants of SEP,
IRW and SIP. Furthermore, we find the general form of the candidate first
single-site self-duality functions.

Theorem 3.27. Consider, for all x ∼ y, the single-bond generator L {x,y } given in
(3.60). Assume that L {x,y } is self-dual with jointly factorized self-duality function
given by

D(ξ, η) = dx (ξ(x), η(x)) · dy (ξ(y), η(y)) ,

and whose single-site self-duality functions dx (·, ·) and dy (·, ·) satisfy conditions
(3.68)–(3.69). Then, the interaction functions appearing in (3.60) are of the fol-
lowing form

gx (n) = gx (1) n (3.70)
ℎx (n) = ℎx (0) + (ℎx (1) − ℎx (0)) n , n ∈ Fx , (3.71)
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and, analogously, for gy, ℎy : Fy → [0,∞), satisfying the following constraint:

ℎx (1) − ℎx (0)
gx (1)

=
ℎy (1) − ℎy (0)

gy (1)
. (3.72)

Moreover, there exist constants a, b ∈ R, b , 0 – independent of the location
x, y ∈ V – for which

dx (1, n) = a + b
ℎx (0)

gx (n) , n ∈ Fx (3.73)

and, analogously, for dy (1, n).

Proof. The self-duality relation (3.1) for L {x,y } w.r.t. the self-duality function
dx · dy with ξ = δx rewrites as follows:

gx (1) ℎy (0) [dy (1, η(y)) − dx (1, η(x))]
= gx (η(x)) ℎy (η(y)) [dx (1, η(x) − 1) − dx (1, η(x))]
+ gy (η(y)) ℎx (η(x)) [dx (1, η(x) + 1) − dx (1, η(x))] . (3.74)

First, we observe that

dx (1, 0) = dy (1, 0) =: a ∈ R . (3.75)

Indeed, with the choice η(x) = η(y) = 0, because gx (0) = gy (0) = 0, the r.h.s.
of (3.74) vanishes yielding (3.75). Let us now consider (3.74) with η(x) = 0
and η(y) = n for some n ∈ Fy :

gx (1) ℎy (0) [dy (1, n) − a] = gy (n) ℎx (0) [dx (1, 1) − a] ,

which we rewrite as follows

dy (1, n) = a + ℎx (0)
ℎy (0)

gy (n)
gx (1) [dx (1, 1) − a] . (3.76)

An analogous relation holds for dx (1, n) by considering the self-duality relation
with ξ = δy :

dx (1, n) = a + ℎy (0)
ℎx (0)

gx (n)
gy (1) [dy (1, 1) − a] ,

which, for the choice n = 1, we can substitute into (3.76) to obtain:

dy (1, n) = a + gy (n)
gy (1) [dy (1, 1) − a] ,
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We obtain an analogous expression for dx (1, n), namely

dx (1, n) = a + gx (n)
gx (1) [dx (1, 1) − a] ,

with the condition that

dx (1, 1) = a + ℎy (0)
ℎx (0)

gx (1)
gy (1) [dy (1, 1) − a] .

By further specifying, for some b ∈ R \ {0}, dy (1, 1) = a + b
ℎy (0)

gy (1) and
dx (1, 1) accordingly, we get (3.73).

By substituting the explicit expression obtained for dx (1, ·) and dy (1, ·) into
the self-duality relation with ξ = δx , we have

gx (1) ℎy (0)
[

1
ℎy (0)

gy (η(y)) − 1
ℎx (0)

gx (η(x))
]

= gx (η(x)) ℎy (η(y)) 1
ℎx (0)

[
gx (η(x) − 1) − gx (η(x))

]
+ gy (η(y)) ℎx (η(x)) 1

ℎx (0)
[
gx (η(x) + 1) − gx (η(x))

]
.

With the choice η(x) = n ∈ Fx and η(y) = 0, we get

gx (n) = gx (n − 1) + gx (1) ,

and, hence, (3.70). With the choice η(x) = n and η(y) = 1, we obtain

ℎx (n) = ℎx (0) +
gx (1)
gy (1) (ℎy (1) − ℎy (0)) n , n ∈ Fx .

As a consequence, this leads to condition (3.72) and, then, (3.71). Analogously,
by choosing ξ = δy , we find gy and ℎy . �

Inhomogeneous SEP, IRW and SIP. As we have already mentioned above,
Theorem 3.27 asserts that the interaction functions of a non-trivially jointly
factorized self-dual particle system yield inhomogeneous counterparts of SEP,
IRW and SIP. Indeed, by introducing the parameters

Σ =
ℎx (1) − ℎx (0)

gx (1)
=

ℎy (1) − ℎy (0)
gy (1)

∈ R ,

σ = sign(Σ ) ∈ {−1, 0, 1} ,
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and

αx =


ℎx (0)
gx (1) ·

1
|Σ | if Σ , 0

ℎx (0)
gx (1) otherwise ,

we rewrite the single-bond generator L {x,y } with interaction functions given
by (3.70), (3.71) and (3.72) as follows:

L {x,y }ϕ(η) = gx (1) gy (1) L̃ {x,y }ϕ(η) , η ∈ X ,

with

L̃ {x,y }ϕ(η) = η(x) (αy + ση(y)) (ϕ(η x,y ) − ϕ(η))
+ η(y) (αx + ση(x)) (ϕ(ηy,x ) − ϕ(η)) , η ∈ X . (3.77)

Hence, the term gx (1)gy (1) may be considered as an additional multiplicative
factor of the bond conductance c({x, y}) in (3.59), while out of (3.77) we de-
rive the expression of the single-bond generators of SEP, IRW and SIP with
quenched site disorder {αx, x ∈ V } ⊂ (0,∞) (see also Section 1.2 for further
details).

More specifically, we refer to (c,α)-inhomogeneous SEP, IRW and SIP –
shortly denoted by SEP(α), IRW(α) and SIP(α), respectively, where we specify
only site-inhomogeneities α if there is no confusion on the choice of the con-
ductances c – as those particle systems with time-dependent generator Lt as in
(3.59) and single-bond generators given by (3.77) with the following choices:

(a) SEP(α) with σ = −1 and {αx, x ∈ V } ⊂ N.

(b) IRW(α) with σ = 0 and {αx, x ∈ V } ⊂ (0,∞).

(c) SIP(α) with σ = 1 and {αx, x ∈ V } ⊂ (0,∞).

We further note that, as a consequence of Theorem 3.27, we obtain that

dx (1, n) = a + b
αx

n , n ∈ Fx , (3.78)

is the most general form of the first single-site self-duality functions for the
three particle systems above, where the constants a, b ∈ R are independent of
the location x ∈ V .

From the first to the k-th single-site self-duality function. In Section 3.3,
in the derivation of all possible single-site self-duality functions {d(k, ·), k ∈
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F } from the knowledge of d(0, ·) and d(1, ·), the general relation between
jointly factorized self-duality functions and stationary product measures stud-
ied in Section 3.2 played a crucial role. Minor adaptations to the proofs of The-
orems 3.9 and 3.12 yield a natural inhomogeneous counterpart of this relation
as well as characterizations of ergodic measures for infinite systems, with

D(ξ, η) =
∏
x∈V

dx (ξ(x), η(x))

as jointly factorized self-duality function with dx (0, ·) ≡ 1 for all x ∈ V ,
µ = ⊗x∈V νx as stationary product measure for the forward process and the
backward process as the dual process satisfying the condition of (bounded)
harmonic triviality [HT] (or [BHT]).

In the specific instance of SEP(α), IRW(α) and SIP(α), by combining the
general form of the first single-site self-duality functions given in (3.78), the
explicit knowledge of the marginals νx,λ of the stationary product measures
µλ as given in (3.66) and the following relation∑

n∈Fx

dx (k, n) νx,λ(n) = θ(λ)k , k ∈ Fx ,

we may proceed as in Section 3.3.1 and recover all possible single-site self-
duality functions {dx (k, ·), k ∈ Fx }, for all x ∈ V . We remark that the same
computations can be carried all thorough with the only addition of the de-
pendence of α on the location x ∈ V . As a consequence, given a, b ∈ R, we
recover

dx (k, n) =



(
b
αx

)k n!
(n − k)!

1{k≤n } a = 0

ak2F0
[
−k − n
−

;
b

aαx

]
a , 0

(3.79)

for IRW(α), while for SEP(α) and SIP(α) – corresponding to σ = −1 and
σ = 1, respectively – we get

dx (k, n) =


bk Γ(σαx )

Γ(σαx + k)
n!

(n − k)!
1{k≤n } a = 0

ak2F1
[
−k − n
σαx

;
b
aσ

]
a , 0 .

(3.80)
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Generating functions and intertwining. As in the homogeneous case, the
functions D =

∏
x∈V dx obtained from the functions dx in (3.79)–(3.80)

are only candidate jointly factorized self-duality functions. However, the in-
tertwining relations between discrete and continuum processes derived from
(exponential) generating functions and established in Propositions 3.20–3.22
carry through even in the inhomogeneous setting with the same intertwin-
ing operators G ⊗ and H ⊗ (cf. Propositions 3.20–3.22) and inhomogeneous
counterparts of the differential operators L σ given in (3.48).

The following proposition – whose proof resembles those of Propositions
3.20–3.22 and, hence, is left to the reader – collects all intertwining relations
in this inhomogeneous setting. We refer to Section 3.4.2 for the precise condi-
tions on the domains of the operators.

Proposition 3.28. Recall the definitions of the operators G ⊗ and H ⊗ in Propo-
sitions 3.20–3.22. For all c = {ct ({x, y}), t ≥ 0, x ∼ y}, α = {αx, x ∈ V },
σ ∈ {−1, 0, 1} and t ≥ 0, we denote by Lσt and L σ

t the following difference and
differential operators:

Lσt ϕ(η) =
∑
x∼y

ct ({x, y}) Lσ{x,y }ϕ(η) , η ∈ NV0 , (3.81)

with

Lσ
{x,y }ϕ(η) = η(x) (αy + ση(y)) (ϕ(η x,y ) − ϕ(η))

+ η(y) (αx + ση(x)) (ϕ(ηy,x ) − ϕ(η)) ,

and

L σ
t ϕ(ζ ) =

∑
x∼y

ct ({x, y})L σ
{x,y }ϕ(ζ ) , ζ ∈ [0,∞){x,y } . (3.82)

L σ
{x,y }ϕ(ζ ) = −(αy ζ (x) − αx ζ (y)) (∂x − ∂y ) ϕ(ζ )

+ σζ (x)ζ (y) (∂x − ∂y )2ϕ(ζ ) .

Then, for all pairs x ∼ y, the following intertwining relations hold,

Lσ
{x,y }G

⊗ = G ⊗L σ
{x,y } , L σ

{x,y }H
⊗ = H ⊗Lσ

{x,y } ,

and, as a consequence, similarly for Lσt and L σ
t .
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The above intertwining relations are, also in this case, the key ingredient to
produce all possible jointly factorized duality and self-dualities for the inhomo-
geneous difference operators – corresponding to the particle systems SEP(α),
IRW(α) and SIP(α) – and the associated differential operators. In particular,
we obtain tables containing all possible single-site (self-)duality functions as
those in Section 3.4.4 with, this time, the parameter α ∈ (0,∞) depending on
x ∈ V .

Proof of jointly factorized self-duality. In conclusion, by the equivalence
of all these duality relations, self-duality for the difference operators follows
from self-duality for the associated differential operators, the latter one being
more direct to check. For the proof of the following statement, we refer to the
proof of Proposition 3.24.

Proposition 3.29. For all σ ∈ {−1, 0, 1} and t ≥ 0, the differential operators
L σ

t in (3.82) is self-dual with jointly factorized self-duality function given by

D(υ, ζ ) =
∏
x∈V

dx (υ(x), ζ (x)) ,

where, for the case σ = 0,

dx (v, z) = e
cvz
αx , v, z ∈ [0,∞) , (3.83)

while, for the case σ ∈ {−1, 1},

dx (v, z) = 0F1
[
− −

σαx
; cvz

]
, v, z ∈ [0,∞) , (3.84)

for some constant c ∈ R. As a consequence, the difference operators Lσt are self-dual
with jointly factorized self-duality functions given by

D(ξ, η) =
∏
x∈V

dx (ξ(x), η(x)) ,

where the functions dx (·, ·) are given in (3.79)–(3.80).
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3.b Intertwining and ladder symmetric exclusion pro-
cesses

In this section we provide an application of Theorem 3.19. First we estab-
lish intertwining relations between symmetric exclusion processes and some
“ladder” variants of them. Afterwards, we obtain, as in Theorem 3.19, a large
class of jointly factorized self-duality functions for both processes. In partic-
ular, we recover all single-site self-duality functions for SEP found in Section
3.3.1. All throughout the section, a finite set of sites (V ,∼), c and α ∈ NV are
fixed.

Ladder symmetric exclusion process. The ladder symmetric exclusion pro-
cess with parameter α ∈ NV (LSEP(α)) is the interacting particle system with
(finite) configuration space

X̃ = {η̃ : η̃(x, i) ∈ {0, 1}, x ∈ V , i ∈ {1, . . . , αx }} (3.85)

and with infinitesimal generator L̃ acting on functions ϕ̃ : X̃ → R as

L̃ ϕ̃(η̃) =
∑
x∼y

c({x, y}) L̃ {x,y } ϕ̃(η̃)

where

L̃ {x,y } ϕ̃(η̃) =
αx∑
i=1

αy∑
j=1

{
η̃(x, i) (1 − η̃(y, j)) (ϕ̃(η̃ (x,i),(y, j)) − ϕ̃(η̃))

+ η̃(y, j) (1 − η̃(x, i)) (ϕ̃(η̃ (y, j),(x,i)) − ϕ̃(η̃))
}
, η̃ ∈ X̃ ,

where η̃ (x,i),(y, j) denotes, also in this context, the configuration obtained from
η̃ by removing a particle at position (x, i) and placing it at (y, j). Indeed, this
process may be considered as a special case of a symmetric exclusion process
SEP(1) on the set Ṽ = {(x, i), x ∈ V , i ∈ {1, . . . , αx }} with conductances

c̃({(x, i), (y, j)}) = c({x, y}) , (x, i) , (y, j) ∈ Ṽ .

Deterministic intertwiner with SEP. If we denote by L the infinitesimal
generator of SEP(α) (see Section 3.a), L and L̃ are intertwined via a determin-
istic intertwining operator Λ mapping functions ϕ : X → R into functions
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ϕ̃ : X̃ → R, where X = {η : η(x) ∈ {0, . . . , αx }}. Given the mapping
π : X̃ → X,

π(η̃) = {|η̃(x, ·)|, x ∈ V } ∈ X , |η̃(x, ·)| :=
αx∑
i=1

η̃(x, i) ,

the intertwining operator Λ is defined as

Λ ϕ(η̃) = ϕ(π(η̃)) , η̃ ∈ X̃ . (3.86)

The intertwining relation then reads, for all ϕ : X → R, as

L̃ Λ ϕ(η̃) = Λ L ϕ(η̃) ,

for η̃ ∈ X̃. In view of Theorem 3.19 and the above intertwining relation, from
a self-duality function D(ξ, η) for L we can build a duality function

D ′(ξ, η̃) = ΛrightD(ξ, η̃)

for L and L̃ and, furthermore, a self-duality function

D ′′(ξ̃, η̃) = ΛleftΛrightD(ξ̃, η̃)

for L̃.

“Inverse” stochastic intertwiner. We ask whether there exists an “inverse”
intertwining relation, i.e. an operator Λ̃ for which the following intertwining
relation

Λ̃ L̃ ϕ̃(η) = L Λ̃ ϕ̃(η) , η ∈ X (3.87)

holds, for all ϕ̃ : X̃ → R. We answer to this question in the following proposi-
tion and provide the explicit expression of this inverse stochastic intertwiner.
In what follows, we say that η̃ ∈ X̃ is compatiblewith η ∈ X or, shortly, η̃ B η ,
if π(η̃) = η .

Proposition 3.30 (inverse intertwiner). The operator Λ̃ given by

Λ̃ ϕ̃(η) =

(∏
x∈V

1( αx
η(x)

) ) ∑
η̃ :η̃Bη

ϕ̃(η̃) , η ∈ X , (3.88)

satisfies the intertwining relation (3.87). Moreover, this intertwining operator is
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stochastic.

Proof. Without loss of generality, we consider V = {x, y}. By expanding the
l.h.s. of (3.87) with Λ̃ as in (3.88), we obtain four terms:

`1 = −
1( αx
η(x)

) 1( αy
η(y)

) ∑
η̃ :η̃Bη

αx∑
i=1

αy∑
j=1

η̃(x, i) (1 − η̃(y, j)) ϕ̃(η̃)

`2 =
1( αx
η(x)

) 1( αy
η(y)

) ∑
η̃ :η̃Bη

αx∑
i=1

αy∑
j=1

η̃(x, i) (1 − η̃(y, j)) ϕ̃(η̃ (x,i),(y, j))

`3 = −
1( αx
η(x)

) 1( αy
η(y)

) ∑
η̃ :η̃Bη

αx∑
i=1

αy∑
j=1

η̃(y, j) (1 − η̃(x, i)) ϕ̃(η̃)

`4 =
1( αx
η(x)

) 1( αy
η(y)

) ∑
η̃ :η̃Bη

αx∑
i=1

αy∑
j=1

η̃(y, j) (1 − η̃(x, i)) ϕ̃(η̃ (y, j),(x,i)) .

By doing the same thing with the r.h.s., we obtain:

r1 = −
1( αx
η(x)

) 1( αy
η(y)

) η(x) (αy − η(y))
∑
η̃ :η̃Bη

ϕ̃(η̃)

r2 =
1( αx

η(x)−1
) 1( αy

η(y)+1
) η(x) (αy − η(y))

∑
η̃ :η̃Bη x,y

ϕ̃(η̃)

r3 = −
1( αx
η(x)

) 1( αy
η(y)

) η(y) (αx − η(x))
∑
η̃ :η̃Bη

ϕ̃(η̃)

r4 =
1( αx

η(x)+1
) 1( αy

η(y)−1
) η(y) (αx − η(x))

∑
η̃ :η̃Bηy,x

ϕ̃(η̃) .

Note that `1 = r1 because, for all η̃ B η ,

αx∑
i=1

αy∑
j=1

η̃(x, i) (1 − η̃(y, j)) = η(x) (αy − η(y)) ,

and similarly for `3 = r3. For `2 = r2 it is enough to verify that, for all
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η̃∗ B η
x,y ,∑

η̃ :η̃Bη

αx∑
i=1

αy∑
j=1

η̃(x, i) (1 − η̃(y, j)) 1{η̃ (x,i),(y, j)=η̃∗ } = (η(y) + 1) (αx − η(x) + 1) .

This last identity indeed holds, as the configurations η̃ B η can be obtained
from η̃∗ by picking one of the η(y) + 1 particles on y ∈ V and putting it back
on one of the αx − η(x) + 1 holes of x ∈ V . Analogously for `4 = r4. �

A second proof of jointly factorized self-duality for SEP(α). As a con-
sequence of this proposition, from self-duality functions of LSEP(α) we can
produce duality functions between LSEP(α) and SEP(α) as well as self-duality
functions for SEP(α).

Actually, we have already obtained (Section 3.4.4 and Appendix 3.a) a
characterization of all jointly factorized self-duality functions for SEP(α)with
single-site self-duality functions satisfying condition (3.5). By dropping this
latter condition, the author in [125] provides a full characterization of jointly
factorized self-duality functions for SEP(1), characterization which turns use-
ful for the ladder SEP(α) inV if viewed as a particular instance of SEP(1) in Ṽ .
We report this result (Theorem 3.31) and further use it in Theorem 3.32 below
to obtain jointly factorized self-duality functions for SEP(α) for which condi-
tion (3.5) on the single-site self-duality functions does not necessarily hold.

Theorem 3.31 ( [125, theorem 2.8]). SEP(1) on Ṽ is self-dual w.r.t. the duality
function

D̃(ξ̃, η̃) =
∏
(x,i)∈Ṽ

(a + b η̃(x, i))u+v ξ̃(x,i) , ξ̃ , η̃ ∈ X̃ , (3.89)

for all a, b, u and v ∈ R.

Now, we apply the intertwining operator Λ̃ first on the right and then
on the left variables of D̃ above. What we obtain is a class of jointly fac-
torized self-duality functions for SEP(α). As expected, the jointly factorized
self-duality functions found differ from those found in Sections 3.3.1, 3.4.4 and
Appendix 3.a only by factors which depend only on conserved quantities – the
total number of particles – of the process {ηt , t ≥ 0} and its dual.
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Theorem 3.32. All self-duality functions for SEP(α) derived from self-duality
functions of LSEP(α) as in (3.89) are all in jointly factorized form, i.e.

D(ξ, η) = Λ̃leftΛ̃rightD̃(ξ, η) =
∏
x∈V

d a,b,u,v
x (ξ(x), η(x)) .

Moreover, the single-site self-duality functions d a,b,u,v
x (k, n), k, n ∈ {0, . . . , αx },

are in either one of the following forms: the classical polynomials

d0,b,0,vx (k, n) = (bv )k
(αx − k)!
αx !

n!
(n − k)!

1{k≤n } ,

the orthogonal polynomials

d a,b,u,v
x (k, n) = (−1)vk auαx−un+vk(a + b)un2F1

[
−k − n
−αx

; 1 −
(
1 +

b
a

)v ]
,

or other degenerate functions:

d a,b,u,0
x (k, n) = (a + b)un au(αx−n)

d0,b,u,vx (k, n) = b uαx+vk 1{n=αx }

d a,0,u,v
x (k, n) = auαx+vk

d a,−a,u,v
x (k, n) = auαx+vk 1{n=0} .

Proof. First thing to note is that the factorized structure of D is preserved
under Λ̃. Indeed, if we use the notation

δ(k, n) = (a + bn)u+vk ,

then we obtain

Λ̃rightD(ξ̃, η) =
∏
x∈V

©­« 1( αx
η(x)

) ∑
η̃ : |η̃(x,·) |=η(x)

αx∏
i=1

δ(ξ̃(x, i), η̃(x, i))ª®¬ .

As a second and final step, we compute only what is inside the parenthesis
(which we will see that does depend on ξ̃(x, ·) only through

∑αx
i=1 ξ̃(x, i)):

(a + b)uη(x) au(αx−η(x))( αx
η(x)

) ×
∑

η̃ : |η̃(x,·) |=η(x)

αx∏
i=1
(a + b η̃(x, i))v ξ̃(x,i) . (3.90)
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The last summation depends on ξ̃(x, ·) only through ξ(x) = | ξ̃(x, ·)| and the
following expression taken from (3.90)

1( αx
η(x)

) ∑
η̃ : |η̃(x,·) |=η(x)

αx∏
i=1
(a + b η̃(x, i))v ξ̃(x,i)

equals
1(αx
n
) k∑̀
=0

(
k

k − `

) (
αx − k

n − (k − `)

)
(a + b)v (k−`) av` , (3.91)

where n = η(x) and k = ξ(x). If v = 0, this last expression in (3.91) by
Chu-Vandermonde identity equals 1, hence

d a,b,u,0
x (k, n) = (a + b)unau (αx−n) .

If v , 0 and a = 0, expression (3.91) rewrites as

1(αx
n
) (
αx − k
n − k

)
bvk 1{k≤n } = (bv )k

(αx − k)!
αx !

n!
(n − k)!

1{k≤n } ,

and hence, for u = 0, (3.90) becomes

d0,b,0,vx (k, n) = (bv )k
(αx − k)!
αx !

n!
(n − k)!

1{k≤n } ,

i.e. the classical single-site self-duality functions (see also (3.35) in Section 3.3.1),
while, for u , 0,

d0,b,u,vx (k, n) = b uαx+vk 1{n=αx } .

If v , 0 and a , 0 and b = 0, then again we get some trivial expression:

d a,0,u,v
x (k, n) = auαx+vk .

The most interesting case is when v , 0, a , 0, b , 0 and a , −b . In this case
the quantity in (3.91) equals

(a + b)vk
1(αx
n
) k∑̀
=0

(
k

k − `

) (
αx − k

n − (k − `)

) ( a
a + b

)v`
,

which rewrites, by using the “known relation” and the “transformation” in



[110, p. 51], as

(−a)vk2F1
[
−n − k
−αx

; 1 −
(
1 +

b
a

)v ]
,

leading to

d a,b,u,v
x (k, n) = (−1)vk auαx−un+vk(a + b)un2F1

[
−n − k
−αx

; 1 −
(
1 +

b
a

)v ]
,

i.e. we recover the orthogonal polynomial single-site self-duality functions for
the SEP(α), namely families of Kravchuk polynomials (see also (3.36) in Sec-
tion 3.3.1). If a = −b , we have

d a,−a,u,v
x (k, n) = auαx+vk 1{n=0} .

This concludes the proof. �
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Duality and eigenfunctions

As we have already seen in the previous chapters, duality is a technique to
connect two Markov processes via a so-called duality function. This connec-
tion – interesting in its own right – turns out to be extremely useful when the
duality function carries information about the original process and the dual
process is more tractable than the original one (cf. Chapter 1 and the begin-
ning of Chapter 3 for further information on applications and instances of
duality).

Finding and characterizing duality relations. Part of the research about
duality deals with the problem of finding and characterizing duality functions
relating two given Markov processes. This means that, for a given pair of
Markov generators, one wants to find all duality functions or, alternatively, a
basis of the linear space of duality functions. See, for instance, in this direc-
tion [106] in the context of population genetics, while for particle systems the
works [13], [19], [55], [117] for symmetric and [21], [22], [124] for asymmetric
processes. For Markov processes, algebraic constructions of duality relations
for specific classes of models have also been provided (see e.g. [13], [21], [56],
[70], [91], [126]).

Duality as a spectral relation. In this chapter we show that, viewing a du-
ality relation as a spectral relation among the associated Markov generators,
duality functions can be obtained from linear combinations of products of
eigenfunctions associated to a common eigenvalue. We establish this connec-
tion with the general aim of characterizing all possible dualities in terms of
the eigenfunctions of the generators involved. To this purpose, our discus-
sion mainly focuses on continuous-time Markov chains on a finite state space
for which no reversibility is assumed but canonical eigendecompositions of
Jordan-type of the generators are available.

153



154 duality and eigenfunctions

We emphasize that this connection between duality and eigenfunctions
goes both ways: not only eigenfunctions of a shared spectrum give rise to du-
ality functions, but also the existence of duality relations carries information
about the spectrum of the generators. Here we can already see a clear distinc-
tion between the notion of self-duality and integrability: knowing certain linear
combinations of products of eigenfunctions (self-duality) rather than knowing
the eigenfunctions themselves (integrability).

Duality in the finite setting: matrix notation. In this chapter, we reformu-
late the definition of duality w.r.t. a function given in Section 3.1.1 of Chapter
3 to the finite setting (see also Remark 3.18). Let X be a finite state space with
cardinality |X| = n. We consider an irreducible continuous-time Markov pro-
cess on finite state space X with generator L given by

L f (x) =
∑
y∈X

`(x, y) ( f (y) − f (x)) ,

where f : X → R is a real-valued function and ` : X × X → [0,+∞) gives the
transition rates. For x ∈ X, we define the exit rate from x ∈ X as

`(x) =
∑

y∈X\{x }
`(x, y) .

In the finite context we can identify L with the matrix, still denoted by L,
given by

L(x, y) = `(x, y) for x , y , L(x, x) = −`(x) .

Indeed, given two state spaces X, X̂ of cardinalities |X| = n, |X̂ | = n̂, and
two Markov processes with generators L, L̂, we say that they are dual w.r.t.
the duality function D : X̂ × X → R if, for all x ∈ X and x̂ ∈ X̂, we have

L̂leftD(x̂, x) = LrightD(x̂, x) , (4.1)

where “left”, resp. “right”, refers to action on the left, resp. right, variable. If
the laws of the two processes coincide, we speak about self-duality.

The same notion in terms of matrix multiplication, where D also denotes
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the matrix with entries {D(x̂, x), x̂ ∈ X̂, x ∈ X}, is expressed as∑
ŷ∈X̂

L̂(x̂, ŷ)D(ŷ, x) =
∑
y∈X

L(x, y)D(x̂, y) ,

or, shortly, as
L̂ D = D LT , (4.2)

where the symbol T denotes matrix transposition, i.e., for a matrix A,

(AT)(x, y) = A(y, x) , x, y ∈ X .

More generally, we define two operators L̂ and L dual w.r.t. the duality func-
tion D if relation (4.1), or equivalently (4.2) in matrix notation, holds.

Organization of the rest of the chapter. The rest of the chapter is orga-
nized as follows. After an introductory study of self-duality and duality in the
reversible setting in Sections 4.1 and 4.2, in Section 4.3, via Jordan canonical
decompositions, we make precise to which extent spectrum and eigenstruc-
ture of generators in duality are shared. In Sections 4.1 and 4.2 we further
investigate the connection between eigenfunctions and particular instances of
dualities that typically appear in the context of interacting particle systems,
see e.g. [55, 117]. In Section 4.4 we provide an alternative way of proving and
characterizing Siegmund duality in the finite context (see e.g. [128, 75]).

4.1 Self-duality and eigenfunctions: reversible case

Let X be a finite set of cardinality |X| = n and let L be a generator of an
irreducible reversibleMarkov process on X w.r.t. the positive measure µ. This
measure then satisfies the detailed balance condition

µ(x) L(x, y) = µ(y) L(y, x) , (4.3)

for all x, y ∈ X. This relation can be rewritten as a self-duality relation w.r.t.
the so-called “cheap” self-duality function:

Dcheap(x, y) = 1
µ(y) 1{x=y } . (4.4)
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The reversibility of µ implies that L is self-adjoint in L2
µ and, as a consequence,

there exists a basis {ψ1, . . . , ψn} of eigenfunctions of L with ψ1(x) = 1/
√
n

corresponding to eigenvalue zero and {ψ1, . . . , ψn} orthonormal, i.e.

〈ψi, ψ j〉µ = 1{i= j } ,

where 〈·, ·〉µ denotes inner product in L2
µ. We denote by {λ1, . . . , λn} the cor-

responding real eigenvalues with

0 = λ1 > λ2 ≥ . . . ≥ λn .

The following proposition shows how to obtain and characterize self-duality
functions of the Markov generator L in terms of this orthonormal system.
The last statement recovers an earlier result from [56].

Proposition 4.1. (i) For a1, a2 . . . , an ∈ R, the function

D(x, y) =
n∑
i=1

ai ψi(x)ψi(y) (4.5)

is a self-duality function.

(ii) Every self-duality function has a unique decomposition of the form

D(x, y) =
∑

i, j :λi=λ j

ai, j ψi(x)ψ j (y) , (4.6)

with {ai, j, i, j ∈ {1, . . . , n}} ⊂ R.

(iii) If a function of the form

D(x, y) = f (x) g (y)

is a non-zero self-duality function, then f and g are eigenfunctions corre-
sponding to the same eigenvalue.

(iv) The inner product 〈·, ·〉µ of self-duality functions produces self-duality func-
tions, i.e., if D and D ′ are self-duality functions, then

D ′′(x, x ′) := 〈D(x, ·),D ′(x ′, ·)〉µ (4.7)

is a self-duality function.



157

Proof. For (i), by definition of eigenfunction Lψi = λi ψi with λi ∈ R, we
obtain

LleftD(x, y) =
n∑
i=1

ai Lψi(x)ψi(y) =
n∑
i=1

ai λiψi(x)ψi(y)

=

n∑
i=1

ai ψi(x) λiψi(y) =
n∑
i=1

ai ψi(x) Lψi(y) = LrightD(x, y) ,

hence (4.1).

For (ii), we start by noticing that every function D : X × X → R can be
written in a unique way as

D(x, y) =
n∑

i, j=1
ai, j ψi(x)ψ j (y) ,

Now using the duality relation (4.1), it follows that∑
i, j

ai, j λiψi(x)ψ j (y) =
∑
i, j

ai, j ψi(x) λ jψ j (y) ,

which implies that, for all i, j = 1, . . . , n,

ai, j λi = ai, j λ j .

For item (iii), we first write

f (x) g (y) =
n∑

i, j=1
ai, j ψi(x)ψ j (y) .

Then we find ai, j = 〈 f , ψi〉µ〈g, ψ j〉µ =: αi β j . From self-duality we conclude,
for all i, j = 1, . . . , n,

αi β j (λi − λ j ) = 0 .

Now use that f (x) g (y) is not identically zero to conclude that there exists i
with αi , 0. Then if λ j , λi we conclude β j = 0, which implies that g is
an eigenfunction with eigenvalue λi . Because g is not identically zero, we can
reverse the argument and conclude.

For (iv), by exchanging order of summations and using 〈ψ j, ψ`〉µ = 1{ j=` },
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the l.h.s. of (4.7) reads∑
y∈X

D(x, y)D(x ′, y) µ(y)

=
∑
y∈X

©­«
∑

i, j :λi=λ j

ai, j ψi(x)ψ j (y)
ª®¬ ©­«

∑
k,`:λk=λ`

ak,` ψk(x ′)ψ`(y)
ª®¬ µ(y)

=

n∑
j=1

©­«
∑

i:λi=λ j

ai, j ψi(x)
ª®¬ ©­«

∑
k:λk=λ j

ak, j ψk(x ′)
ª®¬ .

By noting that, for all j = 1, . . . , n, the function ψ ′j =
∑

i:λi=λ j ai, jψi is either
vanishing or is an eigenfunction of L associated to λ j , the proof is concluded.

�

In the next propositions we study particular instances of self-duality func-
tions. More precisely, by using Proposition 4.1, we recover the cheap self-
duality function in (4.4), while in Proposition 4.3 we characterize orthogonal
self-duality functions (cf. (4.11)–(4.12) below).

Proposition 4.2 (cheap self-duality). (i) For the choice a1 = a2 = . . . =

an = 1 in (4.5), we obtain the cheap self-duality function:

Dcheap(x, y) = 1
µ(y)1{x=y } =

n∑
i=1

ψi(x)ψi(y) . (4.8)

(ii) Conversely, if {φ1, . . . , φn} is a basis of L2
µ and satisfies

n∑
i=1

φi(x) φi(y) = 1
µ(y)1{x=y } (4.9)

for all x, y ∈ X, then {φ1, . . . , φn} is an orthonormal basis of L2
µ.

Proof. To show (4.8), by the positivity of µ, we need to show that, for all
f : X → R and x ∈ X,∑

y∈X

n∑
i=1

ψi(x)ψi(y) µ(y) f (y) = f (x) .
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Now note, by interchanging the sum over i with the sum over y, that the l.h.s.
equals

n∑
i=1

ψi(x) 〈ψi, f 〉µ = f (x) ,

and hence we obtain (i).
For (ii), we need to show that for all f : X → R and x ∈ X

f (x) =
n∑
i=1

φi(x) 〈φi, f 〉µ =
n∑
i=1

∑
y∈X

φi(x) φi(y) f (y) µ(y) . (4.10)

We conclude that, by interchanging the order of the two summations in the
r.h.s. above and using (4.9), we indeed obtain (4.10). �

Remark that the cheap self-duality function is the only, up tomultiplicative
constants, diagonal self-duality, and that it is orthogonal in the sense that, for
all x, x ′ ∈ X,

〈Dcheap(x, ·),Dcheap(x ′, ·)〉µ = 〈Dcheap(x, ·),Dcheap(x, ·)〉µ1{x=x′ } , (4.11)

and similarly, for all y, y ′ ∈ X,

〈Dcheap(·, y),Dcheap(·, y ′)〉µ = 〈Dcheap(·, y),Dcheap(·, y)〉µ1{y=y′ } . (4.12)

The next proposition shows how to find all orthogonal self-duality functions.

Proposition 4.3 (orthogonal self-duality). (i) If {ψ̃1, . . . , ψ̃n} is an or-
thonormal system in L2

µ of eigenfunctions of L, corresponding to the same
eigenvalues {λ1, . . . , λn}, then

D(x, y) =
n∑
i=1

ψ̃i(x)ψi(y) (4.13)

is an orthogonal self-duality function. More precisely, for all x, x ′ ∈ X,

〈D(x, ·),D(x ′, ·)〉µ = 1
µ(x)1{x=x′ } . (4.14)

(ii) The self-duality functions of the form (4.13) are the only, up to a multiplica-
tive factor, orthogonal self-duality functions.
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Proof. For (i), we compute, for all k = 1, . . . , n and x ∈ X, the following
quantity ∑

x′∈X
〈D(x, ·),D(x ′, ·)〉µ ψ̃k(x ′) µ(x ′) .

By 〈ψi, ψ j〉µ = 〈ψ̃i, ψ̃ j〉µ = 1{i= j }, the line above rewrites as follows:

∑
x′∈X

∑
y∈X

( n∑
i=1

ψ̃i(x)ψi(y)

) ©­«
n∑
j=1

ψ̃ j (x ′)ψ j (y)
ª®¬ µ(y) ψ̃k(x ′) µ(x ′)

=

n∑
i=1

n∑
j=1

ψ̃i(x)
©­«
∑
y∈X

ψi(y)ψ j (y) µ(y)
ª®¬
( ∑
x′∈X

ψ̃ j (x ′) ψ̃k(x ′) µ(x ′)

)
=

n∑
i=1

n∑
j=1

ψ̃i(x) 1{i= j } 1{ j=k } = ψ̃k(x) .

This together with Proposition 4.2 concludes the proof of part (i).
For (ii), by starting from a general self-duality function

D(x, y) =
∑

i, j :λi=λ j

ai, j ψi(x)ψ j (y) ,

the l.h.s. of (4.14) rewrites as

n∑
j=1

ψ ′j (x)ψ
′
j (x
′) ,

where {ψ ′1, . . . , ψ
′
n} are defined as

ψ ′j (x) =
∑

i:λi=λ j

ai, j ψi(x) .

By remarking that either ψ ′j = 0 or ψ ′j is an eigenfunction of L associated to
λ j and applying Proposition 4.2, we have that

〈ψ ′i , ψ
′
j 〉µ = 1{i= j } ,

and that the self-duality function D has the form (4.13) with ψ̃i = ψ
′
i . �
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4.2 Duality and eigenfunctions: reversible case

Nowwe consider two generators L, L̂ on the same finite state spaceX with
reversible measures µ, µ̂, respectively, and orthonormal systems of eigenfunc-
tions {ψ1, . . . , ψn}, {ψ̂1, . . . , ψ̂n} corresponding to the same real eigenvalues
{λ1, . . . , λn}, i.e. we assume that L and L̂ are self-adjoint in L2

µ, resp. in L2
µ̂
,

and that they are isospectral.
In what follows we state – without proofs – analogous relations between

duality functions and orthonormal systems of eigenfunctions of L and L̂.

Proposition 4.4. (i) For a1, . . . , an ∈ R the function

D(x̂, x) =
n∑
i=1

ai ψ̂i(x̂)ψi(x)

is a duality function for duality between L̂ and L.

(ii) Every duality function has a unique decomposition of the form

D(x̂, x) =
∑

i, j :λi=λ j

ai, j ψ̂i(x̂)ψ j (x) .

(iii) If a function of the form D(x̂, x) = f (x̂) g (x) is a non-zero duality function,
then f and g are eigenfunctions of L̂, resp. L, corresponding to the same
eigenvalue.

(iv) The inner products 〈·, ·〉µ and 〈·, ·〉µ̂ of duality functions produce self-duality
functions, i.e., if D and D ′ are duality functions, then

D̂(x̂, x̂ ′) := 〈D(x̂, ·),D ′(x̂ ′, ·)〉µ

defines a self-duality function D̂ for L̂ and, similarly,

D̃(x, x ′) := 〈D(·, x),D ′(·, x ′)〉µ̂

determines a self-duality function D̃ for L.

Proposition 4.5 (orthogonal duality).
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(i) If {ψ̃1, . . . , ψ̃n} is an orthonormal system in L2
µ̂
of eigenfunctions of L̂ cor-

responding to the same eigenvalues {λ1, . . . , λn}, then

D(x̂, x) =
n∑
i=1

ψ̃i(x̂)ψi(x)

is an orthogonal duality function, i.e.

〈D(x̂, ·),D(x̂ ′, ·)〉µ = 1
µ̂(x̂′)1{ x̂=x̂′ }

and
〈D(·, x),D(·, x ′)〉µ̂ = 1

µ(x′)1{x=x′ } .

(ii) These above are the only, up tomultiplicative constants, orthogonal dualities
between L̂ and L.

4.3 Duality and eigenfunctions: non-reversible case

Working in the non-reversible context, i.e. whenever there does not exist a
probability measure µ on X for which the generator L is self-adjoint in L2

µ, a
spectral decomposition of the generator in terms of real non-positive eigenval-
ues and orthonormal real eigenfunctions is typically lost. In recent years, the
study of the eigendecomposition of non-reversible generators has received an
increasing attention (see e.g. [26], [27], [28], [112], [138]) and duality-related
notions – intertwining relations – have been introduced to relate spectral in-
formation of one process, typically a reversible one, to another, typically non-
reversible (see e.g. [52], [104]).

Regardless of the spectral eigendecomposition of the generators, in prin-
ciple interesting dualities can still be constructed from eigenfunctions, either
real or complex, and generalized eigenfunctions of the generators involved.
The key on which this relation builds up, in the finite context, is the Jordan
canonical decomposition of the generators. We remark that relations between
duality and the Jordan canonical decomposition have already been investigated
for a particular instance in the context of models of population dynamics in
[106].

Below, before studying the most general result that exploits the Jordan
form of the generators, we treat some special cases reminiscent of the previous
sections. In the sequel, for a function ψ : X → C, we denote by ψ∗ : X → C
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its complex conjugate.

4.3.1 Duality and complex eigenfunctions

A first feature that typically drops as soon as one moves to the non-
reversible situation is the appearance of only real eigenvalues. Indeed, given
a non-reversible generator L of an irreducible Markov process on X, pairs of
complex conjugates eigenvalues {λ, λ∗} and eigenfunctions {ψ, ψ∗} may arise
as in the following example.

Example 4.6 (complex conjugate eigenvalues). The continuous-timeMarkov
chain on the state space X = {1, 2, 3} and described by the generator L, which,
viewed as a matrix, reads

L = ©­«
−1 1 0
0 −1 1
1 0 −1

ª®¬ ,
represents a basic example of this situation. Indeed, theMarkov chain is irreducible,
the eigenvalues {λ1, λ2, λ3} are

λ1 = 0 , λ2 = λ∗3 = −
3
2
+ i
√
3
2
,

while the associated eigenfunctions {ψ1, ψ2, ψ3} are, for x ∈ {1, 2, 3},

ψ1(x) =
1
√
3
, ψ2(x) = ψ∗3(x) = e (i

2
3 π)x .

Let us, thus, consider two irreducible non-reversible generators L, L̂ on the
same state space X. We investigate the situation in which there exist λ ∈ C \R
and functions ψ, ψ̂ : X → C such that

Lψ = λψ , L̂ψ̂ = λψ̂ . (4.15)

Remark that, as L, L̂ are real operators, this implies that

Lψ∗ = λ∗ψ∗ , L̂ψ̂∗ = λ∗ψ̂∗ . (4.16)

A real duality function arising from a shared pair of complex eigenvalues
is obtained in the following proposition.
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Proposition 4.7. For a ∈ C, the function

D(x̂, x) = a ψ̂(x̂)ψ(x) + a∗ ψ̂∗(x̂)ψ∗(x)

takes values in R and is a duality function for L̂ and L.

Proof. It is clear that D(x̂, x) is in R. Then, by using (4.15) and (4.16), we
obtain

L̂leftD(x̂, x) = a (L̂ψ̂)(x̂)ψ(x) + a∗ (L̂ψ̂∗)(x̂)ψ∗(x)

= a λψ̂(x̂)ψ(x) + a∗ λ∗ ψ̂∗(x̂)ψ∗(x)

= a ψ̂(x̂) λψ(x) + a∗ ψ̂∗(x̂) λ∗ψ∗(x)

= a ψ̂(x̂) (Lψ)(x) + a∗ ψ̂∗(x̂) (Lψ∗)(x) = LrightD(x̂, x) .

�

4.3.2 Duality and generalized eigenfunctions

A second feature that may be lacking is the existence of a linear indepen-
dent system of eigenfunctions. However, if L is an irreducible non-reversible
generator on the state spaceX with real non-negative eigenvalues {λ1, . . . , λn},
there always exists a linearly independent system of so-called generalized eigen-
functions, i.e., for each eigenvalue λi , there exists a set of linearly independent
functions {ψ(1)i , . . . , ψ

(mi )
i } such that mi ≤ n,

Lψ(1)i = λiψ
(1)
i

and, for 1 < k ≤ mi ,
Lψ(k)i = λiψ

(k)
i + ψ

(k−1)
i .

We refer to ψ
(k)
i as the k-th order generalized eigenfunction associated to λi .

Moreover, if λi , λ j , then the set {ψ(1)i , . . . , ψ
(mi )
i , ψ

(1)
j , . . . , ψ

(m j )

j } is linearly
independent and any arbitrary function f : X → R can be written as linear
combination of functions in {ψ(k)i , i = 1, . . . , n; k = 1, . . . ,mi}.

Example 4.8 (generalized eigenfunctions). The irreducible generator L on
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the state space X = {1, 2, 3, 4} given by

L =
©­­­«
− 1

2
1
2 0 0

0 −1 1
2

1
2

1
2 0 −1 1

2
0 1

2
1
2 −1

ª®®®¬ ,
represents a basic example of this situation. Indeed, the eigenvalue λ = −1 has ψ(1),
given by

ψ(1)(x) =
(−1)x

2
, x ∈ {1, 2, 3, 4} ,

as eigenfunction and

ψ(2)(x) = cos
(π
2
(x + 1)

)
, x ∈ {1, 2, 3, 4} ,

as a second order generalized eigenfunction, i.e.

Lψ(2) = −ψ(2) + ψ(1) .

In this situation, in case of two generators L, L̂ sharing a real eigenvalue λ
with associated generalized eigenfunctions {ψ(1), . . . , ψ(m)}, {ψ̂(1), . . . , ψ̂(m)},
the main idea is that a duality function is readily constructed from sums of
products of generalized eigenfunctions whose order is, nevertheless, reversed.
This connection is the content of the following proposition.

Proposition 4.9. The function

D(x̂, x) =
m∑
k=1

ψ̂(k)(x̂)ψ(m+1−k)(x)

is a duality function between L̂ and L.

Proof. By using the definition of k-th order generalized eigenfunction and re-
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ordering summations, we obtain

L̂leftD(x̂, x) =
m∑
k=1

(L̂ψ̂(k))(x̂)ψ(m+1−k)(x)

=

m∑
k=1

λ ψ̂(k)(x̂)ψ(m+1−k)(x) +
m∑
k=2

ψ̂(k−1)(x̂)ψ(m+1−k)(x)

=

m∑
k=1

λ ψ̂(k)(x̂)ψ(m+1−k)(x) +
m−1∑
k=1

ψ̂(k)(x̂)ψ(m−k)(x)

=

m∑
k=1

ψ̂(k)(x̂) (Lψ(m+1−k))(x) = LrightD(x̂, x) .

This concludes the proof. �

4.3.3 Duality and the Jordan canonical decomposition

In this section we provide a general framework that allows us to cover
all instances of duality encountered so far in the finite setting. The standard
strategy of decomposing generators – viewed as matrices – into their Jordan
canonical form builds a bridge between dualities and spectral information of
the generators involved. In particular, this linear algebraic approach is use-
ful for the problem of existence and characterization of duality functions: on
one side, the existence of a Jordan canonical decomposition for any generator
leads, for instance, to the existence of self-dualities; on the other side, duali-
ties between generators carry information about a common, at least partially,
spectral structure of the generators.

Before stating the main result, we introduce some notation. Given a gen-
erator L on the state space X with cardinality |X| = n, L is in Jordan canonical
form if it can be written as

L = U JU −1 ,

where J ∈ Cn×n is the unique – up to permutations – Jordan matrix (cf. [74,
Definition 3.1.1]) associated to L and U ∈ Cn×n is an invertible matrix. Re-
call that columns {ψ1, . . . , ψn} of U consists of (possibly generalized) eigen-
functions of L, while the rows {ν1, . . . , νn} of U −1 the (possibly generalized)
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eigenfunctions of LT, chosen in such a way that

〈νi, ψ j〉 :=
∑
x∈X

νi(x)ψ∗i (x) = 1{i= j } .

For all Jordan matrices J ∈ Cn×n of the form

J =

©­­­­­«
Jm1(λ1) · · · 0

Jm2(λn)
...

...
. . .

0 · · · Jmk (λk)

ª®®®®®¬
,

with m1 + . . . +mk = n and Jordan blocks Jm(λ) of size m associated to eigen-
value λ ∈ C, we define the matrix B J ∈ R

n×n as follows

B J =

©­­­­­«
Hm1 · · · 0

Hm2

...
...

. . .

0 · · · Hmk

ª®®®®®¬
,

where, for all m ∈ N, the matrix Hm ∈ R
m×m is defined as

Hm =

©­­­­­«
0 · · · 1
... . . .

. . . ...

1 · · · 0

ª®®®®®¬
,

i.e. in such a way that BTJ = B−1J = B J and J B J = B J JT.

Moreover, we say that two matrices L ∈ Rn×n, L̂ ∈ Rn̂×n̂ are r -similar for
some r = 1, . . . ,min{n, n̂} if there exist Jordan canonical forms

L = U JU −1 , L̂ = Û Ĵ Û −1 , (4.17)

matrices Sr ∈ Rn̂×n and Ir ∈ Rr×r of the form

Sr =
(
Ir 0
0 0

)
, Ir =

©­­«
1 · · · 0
...

. . .
...

0 · · · 1

ª®®¬ ,
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and permutation matrices P̂ ∈ Rn̂×n̂ and P ∈ Rn×n such that

Tr = P̂ Sr P

and
ĴTr = Tr J . (4.18)

Of course, if two matrices are r -similar, then they are necessarily r ′-similar,
for all r ′ = 1, . . . , r and if r = n = n̂ then we simply say that they are similar.

In the following theorem we establish a general connection between dual-
ity relations and Jordan canonical forms for generators L, L̂.

Theorem 4.10. The following statements are equivalent:

(i) There exists a duality function D(x̂, x) of rank r between L̂ and L .

(ii) L and L̂ are r -similar .

If either condition holds, any duality function is of the form

D = ÛTrB JUT . (4.19)

In particular if L = L̂, for any r = 1, . . . , n, there always exists a self-duality
function D of rank r and it must be of the form (4.19).
Proof. We start by proving that (ii) implies (i). By using the property of r -
similarity (4.18) with Jordan decompositions as in (4.17), with the choice (4.19)
of the candidate duality function D , we obtain

L̂ÛTrB JUT = Û ĴTrB JUT = ÛTr J B JUT = ÛTrB J JTUT = ÛTrB JUTLT ,

i.e. the duality relation (4.2) in matrix form.
For the other implication, as the matricesU , Û in (4.17) and B J are invert-

ible, the following chains of identities are equivalent:

L̂D = DLT ⇐⇒ Û Ĵ Û −1D = D(U −1)T JTUT

⇐⇒ Ĵ Û −1D(U −1)T = Û −1D(U −1)T JT

⇐⇒ Ĵ Û −1D(U −1)TB J = Û −1D(U −1)TB J J .

Moreover, if D has rank r , then Û −1D(U −1)TB J must have rank r as well.
The last relation is of the form

Ĵ A = AJ ,
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where A = Û −1D(U −1)TB J is a matrix of rank r . Therefore, we conclude that
there exists a permutation matrix P ∈ Rn×n such that

Ĵ Sr = Sr P J P−1 ,

i.e. L and L̂ are r -similar according to the Jordan canonical decompositions

L = Ũ J̃ Ũ −1 , L̂ = Û Ĵ Û −1 ,

with Ũ = UP−1 and J̃ = P J P−1. �

In words, the theorem above states that there exists a rank-r duality matrix
if and only if the generators L̂ and L have r eigenvalues (with multiplicities) in
common with “compatible” structure of eigenspaces. Additionally, equation
(4.19) provides the most general form of the duality function D in terms of
matricesU , Û . In particular, if J is diagonal (i.e., B J is the identity matrix) all
duality functions D(x̂, x) of rank r read as

D(x̂, x) =
r∑
i=1

ai ψ̂i(x̂)ψi(x) ,

for a1, . . . , an ∈ R \ {0}, given {ψ1, . . . , ψn}, {ψ̂1, . . . , ψ̂n̂} are the columns
of U , Û , invertible matrices in the Jordan decompositions (4.17) satisfying
(4.18) with Tr = Sr . Note the analogy with the duality function described in
Propositions 4.1, 4.4 and 4.7. If J is non-diagonal, all duality functions D have
a similar form up to some index permutations as in Proposition 4.9.

Remark 4.11 (constant duality functions). We note that the constant du-
ality function is always a trivial duality function between any two generators L,
L̂ onX, X̂. Indeed, λ = 0 is always an eigenvalue for both L and L̂ with associated
constant eigenfunctions ψ : X → R, ψ̂ : X̂ → R, i.e., for all x ∈ X and x̂ ∈ X̂,

ψ(x) = 1 , ψ̂(x̂) = 1 ,

are eigenfunctions for L, L̂ associated to λ = 0.

Remark 4.12 (self-duality & matrix self-similarity). Another consequence,
as already mentioned in [62], is that in the finite context self-duality functions
always exist. In fact, a generator L, viewed as a matrix, is always similar to itself.
Hence, viewing duality relations between generators as similarity relations among
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matrices allows one to transfer statements about existence of Jordan canonical de-
compositions to statements regarding the existence of duality relations, even when
neither any explicit formula of the duality functions nor reversible measures for the
processes are known. However, Theorem 4.10 above provides information on how
to construct any self-duality matrix. Indeed, given any two Jordan decompositions
of L, say

LU = U J , LŨ = Ũ J ,

the matrix D constructed fromU , Ũ and J as in (4.19), namely

D = Ũ B JUT , (4.20)

turns out to be a self-duality function for L and, viceversa, any self-duality matrix
D for L is of the form (4.20).

4.3.4 Duality and time-reversal

We can now provide an analogue of Proposition 4.2 beyond the reversible
context. To fix notation, let L be a generator on X, with |X| = n. Lacking
reversibility, we have seen that complex eigenvalues and generalized eigenfunc-
tions of the generator may arise. However, in the irreducible case, i.e. in case
there exists a unique stationary measure µ > 0 for which the adjoint of L in
L2
µ, say L†, is itself a generator, a trivial duality relation between L and L† is

available. Indeed, from the adjoint relation

〈L† f , g〉µ = 〈 f ,L g〉µ , f , g : X → R ,

it follows that the diagonal function D : X × X → R given by

D(x, y) = 1
µ(y)1{x=y } , x, y ∈ X , (4.21)

is a duality function for L†, L. In analogy with (4.4), we refer to it as cheap
duality function, also D = Dcheap.

From Theorem 4.10, the above duality tells us that, beside the fact that
the generators L and L† are indeed similar as matrices, the cheap duality func-
tion Dcheap in (4.21) should be represented in terms of functions {ψ1, . . . , ψn}

and {ψ̃1, . . . , ψ̃n}, which, up to suitably reordering, are indeed the generalized
eigenfunctions of L and L†, respectively.

As a consequence of the following lemma, which we use in the proof of
Theorem 4.17, we obtain that a relation of bi-orthogonality w.r.t. µ among the
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generalized eigenfunctions of L and those of L† can be derived from the duality
w.r.t. Dcheap. For the proof, we refer back to the proof of Proposition 4.2.

Proposition 4.13. Let L be a generator, µ a positive measure onX (not necessarily
stationary for L) and let L† be the adjoint operator of L in L2

µ. Let the spans of the
generalized eigenfunctions of L and L†, say {ψ1, . . . , ψn} and {ψ̃1, . . . , ψ̃n}, both
coincide with L2

µ. Then the following statements are equivalent:

(i) Cheap duality from generalized eigenfunctions. For x, y ∈ X,

n∑
i=1

ψ̃i(x)ψi(y) = 1
µ(y)1{x=y } .

(ii) Bi-orthogonality of generalized eigenfunctions. For all i, j = 1, . . . , n,

〈ψ̃i, ψ
∗
j 〉µ =

∑
x′∈X

ψ̃i(x ′)ψ j (x ′) µ(x ′) = 1{i= j } . (4.22)

Two families {ψ∗1, . . . , ψ
∗
n}, {ψ̃1, . . . , ψ̃n} satisfying condition (4.22) are also said

to be bi-orthogonal w.r.t. the measure µ.

4.3.5 From eigenfunctions to duality: a first example

Typically, to find the eigenvalues and eigenfunctions of the generator as-
sociated to a Markov chain is a much more challenging task than establishing
duality relations. However, we have seen that the knowledge of the eigen-
functions leads to a full characterization of duality and/or self-duality func-
tions. This is, indeed, the case of the example below, in which we exploit the
knowledge of eigenfunctions of two generators to characterize the family of
self-duality and duality functions.

Example 4.14 (one-dimensional symmetric random walks on a finite

grid). Let us introduce the symmetric random walk onX = {1, . . . , n} reflected
on the left and absorbed on the right. We describe the action of the generator L
on functions f : X → R as

L f (x) = ( f (x + 1) − f (x)) + ( f (x − 1) − f (x)) , x ∈ X \ {1, n} ,

while for x ∈ {1, n} we have

L f (1) = 2( f (2) − f (1)) , L f (n) = 0 .
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Similarly, we denote by L̂ the generator of the symmetric random walk on X re-
flected on the right and absorbed on the left. Namely,

L̂ f (x) = ( f (x + 1) − f (x)) + ( f (x − 1) − f (x)) , x ∈ X \ {1, n} ,

and
L̂ f (1) = 0 , L̂ f (n) = 2( f (n − 1) − f (n)) .

As an application of Theorem 4.10, we prove the following dualities: self-duality of
L, self-duality of L̂ and duality between L and L̂. The key is to explicitly find eigen-
values and eigenfunctions of the generators. Indeed, the eigenvalues {λ1, . . . , λn}
of L and L̂ read as follows:

λ1 = 0 , λi = 2(cos(θi) − 1) , θi =
i − 1

2
n − 1

π , i = 2, . . . , n . (4.23)

The eigenfunctions {ψ1, . . . , ψn} of L are, for x ∈ X,

ψ1(x) =
1
√
n
, ψi(x) =

1
√
n
cos(θi(x − 1)) , i = 2, . . . , n ,

while the eigenfunctions {ψ̂1, . . . , ψ̂n} of L̂ are, for x ∈ X,

ψ̂1(x̂) =
1
√
n
, ψ̂i(x̂) =

1
√
n
sin(θi(x̂ − 1)) , i = 2, . . . , n .

Hence, we conclude the following:

(a) Self-duality functions for L. For all values a1, . . . , an ∈ R, the function

D(x, y) =
n∑
i=1

ai ψi(x)ψi(y)

=
a1
n
+

n∑
i=2

ai
n

cos(θi(x − 1)) cos(θi(y − 1)) (4.24)

is a self-duality function for L and all self-duality functions are of this form.
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(b) Self-duality functions for L̂. For all a1, . . . , an ∈ R,

D̂(x̂, ŷ) =
n∑
i=1

ai ψ̂i(x̂) ψ̂i(ŷ)

=
1
n
+

n∑
i=2

ai
n

sin(θi(x̂ − 1)) sin(θi(ŷ − 1)) (4.25)

is a self-duality function for L̂ and all self-duality functions are of this form.

(c) Duality functions between L and L̂. For all a1, . . . , an ∈ R,

D ′(x̂, x) =
a1
n
+

n∑
i=2

ai
n

sin(θi(x̂ − 1)) cos(θi(x − 1)) (4.26)

is a duality function between L and L̂ and all duality functions are of this
form. �

4.3.6 Intertwining, duality and generalized eigenfunctions

Symmetries of the generators or, more generally, intertwining relations
have proved to be useful in producing new duality relations from existing
ones, e.g. cheap dualities (see e.g. [21], [117] and Section 3.4 of Chapter 3 of
this thesis). Here, we analyze this technique and revisit Theorem 3.19 (also
[117, Theorem 5.1]) in the finite setting from the point of view of generalized
eigenfunctions.

Theorem 4.15 (intertwining relations, duality and generalized eigen-

functions). Let L, L̃ and L̂ be three generators on X, X̃ and X̂ respectively.
We assume that L and L̃ are intertwined, i.e. there exists a linear operator Λ :
L2(X) → L2(X̃) such that, for all f ∈ L2(X), we have

L̃Λ f = ΛL f . (4.27)

Moreover, we assume that L and L̂ are dual with duality function D : X̂×X → R,
i.e.

L̂leftD(x̂, x) = LrightD(x̂, x) .
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Then, the function ΛrightD : X̂ × X̃ → R is a duality function for L̃ and L̂, i.e.

L̂leftΛrightD(x̂, x̃) = L̃rightΛrightD(x̂, x̃) .

Proof. We observe that the intertwining operator Λ maps eigenspaces of L to
eigenspaces of L̃. More precisely, if there exists a subset {ψ(1), . . . , ψ(m)} of
L2(X) such that, for some λ ∈ C,

Lψ(1) = λψ(1) , Lψ(k) = λψ(k) + ψ(k−1) , k = 2, . . . ,m , (4.28)

then, by (4.27), the subset {Λψ(1), . . . , Λψ(m)} in L2(X̃) satisfy the same iden-
tities as in (4.28) up to replace L by L̃:

L̃Λψ(1) = λΛψ(1) , L̃Λψ(k) = λΛψ(k) + Λψ(k−1) , k = 2, . . . ,m . (4.29)

By Theorem 4.10, the duality function is given by

D(x̂, x) =
n∑
i=1

ψ̂i(x̂)ψi(x) ,

where {ψ1, . . . , ψn}, {ψ̂1, . . . , ψ̂n} are sets of (possibly generalized) eigenfunc-
tions of L, L̂. Then, by applying the intertwining operator Λ on the right
variables, we obtain

ΛrightD(x̂, x̃) =
n∑
i=1

ψ̂i(x̂) (Λψi)(x̃) .

We conclude from the considerations in (4.29), (4.28) and Theorem 4.10. �

Typical examples of intertwining relations occur when either Λ is a sym-
metry of a generator, i.e. L̃ = L in (4.27) (see e.g. [21]) or when Λ is a positive
contractive operator such that Λ1 = 1, i.e. viewed as a matrix, it is a stochastic
matrix from the space X̃ to X (see e.g. [75]). A particular instance, which
recovers the so-called lumpability, of this last situation is when Λ is a “deter-
ministic” stochastic kernel, i.e. induced by a map from X̃ to X.
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4.4 Siegmund duality and eigenfunctions

This connection between duality functions and eigenfunctions enables us
to recover another special instance of duality, the so-called Siegmund duality.
Siegmund duality, which arises in the context of totally ordered state spaces
X = X̂, was first established by Siegmund [128] for pairs of absorbed/reflected-
at-0 processes on the positive real line and on the positive integers. Further
applications and generalizations of Siegmund dualities were studied by many
authors, see for instance [88], [95], [98].

What we focus here on is a finite-context characterization of Siegmund
duality already obtained via an intertwining relation in [75]. However, by
using a representation of duality in terms of generalized eigenfunctions of the
generators, the characterization result of Siegmund duality that we obtain,
besides simplifying the proof of an analogous result in [128, Theorem 3], adds
spectral information to the proof in [75].

Moreover, as Siegmund duality can be seen as a full-rank duality between
two processes in view of Theorem 4.10), a spectral approach guarantees the
existence of other duality relations in presence of Siegmund duality. If, in
addition, the eigenfunctions of the generators are explicitly known, then all
duality functions can be explicitly recovered.

4.4.1 Siegmund duality

On the totally ordered state space X = {1, . . . , n}, two generators L, L̂ are
said to be Siegmund dual if

L̂leftDS(x, y) = LrightDS(x, y) , (4.30)

with duality function DS : X × X → [0, 1] given by

DS(x, y) = 1{x≥y } . (4.31)

Note that the duality relation (4.30) with duality function DS (4.31) reads out

n∑
x′=y

L̂(x, x ′) =
x∑

y′=1
L(y, y ′) . (4.32)
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From (4.32), a necessary relation between two Siegmund dual generators L and
L̂ reads as follows:

L(y, x) =
n∑

x′=y
L̂(x, x ′) − L̂(x − 1, x ′) , x, y ∈ X , (4.33)

with the convention L̂(0, ·) = 0. As (4.33) implies (4.32), this condition is
indeed also sufficient.

Remark 4.16 (sub-generators and monotonicity). If we require that only
L̂ is a generator, the operator L as defined in (4.33) is not necessarily a generator.
However, the following implications hold:

(a) If L̂ is a generator and L(y, x) ≥ 0 for all x , y, then L is a sub-generator
on X, i.e.

L(y, x) ≥ 0 , x , y and
n∑

x=1
L(y, x) ≤ 0 , y ∈ X . (4.34)

The proof goes as follows:

n∑
x=1

L(y, x) =
n∑

x′=y

n∑
x=1

L̂(x, x ′) − L̂(x − 1, x ′)

=

n∑
x′=y

L̂(n, x ′) ≤
n∑

x′=1
L̂(n, x ′) = 0 ,

where we used (4.33) in the first equality and the last inequality is a conse-
quence of L̂ being a generator.

(b) Note that, by [84, Theorem 2.1],

n∑
x′=y

L̂(x, x ′) − L̂(x − 1, x ′) ≥ 0 , x , y , (4.35)

is equivalent to require that the continuous-time Markov chain with gener-
ator L̂ ismonotone (cf. [98]).

As a consequence, L is a sub-generator if and only if L̂ is associated to a monotone
process on X.
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4.4.2 From Siegmund duality to eigenfunctions and back

In the following theorem, we study the relation between eigenfunctions of
Siegmund dual (sub-)generators and how the Siegmund duality function DS in
(4.31) is constructed from the eigenfunctions.

Theorem 4.17. (i) Let L and L̂ be Siegmund dual (sub-)generators in the sense
of (4.30). If ν̂ is a k-th order generalized eigenfunction of L̂T associated to
eigenvalue λ, then

ψ(x) =
n∑

y=x
ν̂(y) , x ∈ X , (4.36)

is a k-th order generalized eigenfunction of L associated to the eigenvalue λ.

(ii) In the same context of item (i), given a set {ν̂1, . . . , ν̂n} of (generalized) eigen-
functions of L̂T whose span coincides with L2(X), if {ψ̂1, . . . , ψ̂n} are (gen-
eralized) eigenfunctions of L̂ such that

〈ν̂i, ψ̂
∗
j 〉 =

n∑
x=1

ν̂i(x) ψ̂ j (x) = 1{i= j } , (4.37)

and {ψ1, . . . , ψn} are defined in terms of {ν̂1, . . . , ν̂n} as in (4.36), then the
function

D(x, y) =
n∑
i=1

ψ̂i(x)ψi(n) , x, y ∈ X ,

is the Siegmund duality function DS.

(iii) Let L and L̂ be (sub-)generators onX. If for any k-th order generalized eigen-
function ν̂ of L̂T associated to eigenvalue λ, ψ as defined in (4.36) is a k-th
order generalized eigenfunction of L associated to the same eigenvalue λ,
then L and L̂ are Siegmund dual and DS is obtained as in item (ii).
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Proof. Let ν̂ and ψ be as in item (i). Then,

n∑
x=1

L(y, x)ψ(x) =
n∑

x=1

©­«
n∑

x′=y
L̂(x, x ′) − L̂(x − 1, x ′)ª®¬ψ(x)

=

n∑
x′=y

n∑
x=1

(
L̂T(x ′, x)ψ(x) − L̂T(x ′, x − 1)ψ(x)

)
,

which, by noting that ν̂(n) = ψ(n), reads as

n∑
x′=y

n∑
x=1

L̂T(x ′, x) ν̂(x) =
n∑

x′=y
λν̂(x ′) = λ

n∑
x′=y

ν̂(x ′) = λψ(y) ,

thus, ψ is eigenfunction with eigenvalue λ. For the generalized eigenfunctions,
the proof follows the same line.

For item (ii) and (iii), from the sets {ν̂1, . . . , ν̂n} and {ψ1, . . . , ψn} of gen-
eralized eigenfunctions of L̂T and L related as in (4.36), by Theorem 4.10, the
function

D(x, y) =
n∑
i=1

ψ̂i(x)ψi(y) =
n∑
i=1

ψ̂i(x)
n∑

x′=y
ν̂i(x ′) =

n∑
x′=y

n∑
i=1

ν̂i(x ′) ψ̂i(x)

(4.38)

is a full-rank duality for L and L̂. By condition (4.37) and Proposition 4.13,
we obtain

n∑
i=1

ν̂i(x ′) ψ̂i(x) = 1{x=x′ } ,

and hence the function D(x, y) in (4.38) writes as

D(x, y) =
n∑

x′=y
1{x=x′ } = 1{x≥y } = DS(x, y) .

�
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4.4.3 From eigenfunctions to duality: a second example

In this final example, by using item (iii) of Theorem 4.17, we show how
to obtain Siegmund duality from the knowledge of eigenvalues and eigenfunc-
tions of (sub-)generators. The example we consider here concerns two sym-
metric simple random walks on X = {1, . . . , n}.

Example 4.18 (blocked vs absorbed one-dimensional random walks). The
first symmetric nearest-neighbor random walk is blocked at the boundaries,
namely the generator L̂ is described, for f : X → R, as

L̂ f (x) = ( f (x + 1) − f (x)) + ( f (x − 1) − f (x)) , x ∈ X \ {1, n} ,

and, on the boundaries,

L̂ f (1) = f (2) − f (1) , L̂ f (n) = f (n − 1) − f (n) .

The second random walk is absorbed at the boundaries, i.e. it is a sub-Markov
process on X = {1, . . . , n} with sub-generator L which acts on functions f : X →
R as

L f (x) = L̂ f (x) , x ∈ X \ {1, n} ,

and

L f (1) = 0 , L f (n) = f (n − 1) − 2 f (n) ,

i.e. x = 1 is an absorbing point, while at x = n the random walk either jumps to
the left at rate 1 or “exits the system” at rate 1.

To explicitly obtain eigenfunctions and eigenvalues in this setting we use the
following ansatz:

fa,b,c,θ (x) = a cos(θx + c) + b sin(θx + c) , x ∈ X ,

where a, b , c and θ ∈ R are the parameters to be determined. Regarding the
eigenvalues {λ1, . . . , λn}, in both cases we have

λ1 = 0 , λi = 2(cos(θi) − 1) , θi =
i − 1
n

π , i = 2, . . . , n . (4.39)

Hence, all eigenvalues are distinct. The eigenfunctions {ψ̂1, . . . , ψ̂n} of L̂ are, for
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x ∈ {1, . . . , n} and i = 2, . . . , n,

ψ̂1(x) =
1
Z1

,

ψ̂i(x) =
1
Zi
{− sin(θi) cos(θi(x − 1)) + (1 − cos(θi)) sin(θi(x − 1))} , (4.40)

where Zi =
√
n(1 − cos(θi)) for all i = 1, . . . , n. The eigenfunctions {ψ1, . . . , ψn}

of L are given, for x ∈ {1, . . . , n} and i = 2, . . . , n, by

ψ1(x) =
n + 1 − x

Z1
, ψi(x) =

1
Zi

sin(θi(x − 1)) . (4.41)

Hence, we note that:

(a) By Theorem 4.10, L and L̂ are dual and any duality function is of the form

D(x, y) =
n∑
i=1

ai ψ̂i(x)ψi(y) , (4.42)

for a1, . . . , an ∈ R.

(b) By denoting by µ the counting measure on X = {1, . . . , n}, the generator
L̂ is self-adjoint in L2

µ and is, as a matrix, symmetric, i.e. L̂T = L̂. As a
consequence, {ψ̂1, . . . , ψ̂n} are eigenfunctions of both L̂ and L̂T.

(c) For all i = 1, . . . , n,

ψi(x) =
n∑

y=x
ψ̂i(y) , x ∈ X ,

i.e. the eigenfunctions {ψ1, . . . , ψn} in (4.41) are related to {ψ̂1, . . . , ψ̂n} in
(4.40) as in (4.36).

(d) The eigenfunctions ψ̂1, . . . , ψ̂n are normalized in L2
µ, i.e., for all i, j =

1, . . . , n,
〈ψ̂i, ψ̂ j〉µ = 1{i= j } .

As a consequence, by Theorem 4.17, for the choice a1 = . . . = an = 1, the duality
function D(x, y) in (4.42) is the Siegmund duality function DS(x, y) in (4.31),
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namely, for all x, y ∈ X,

n + 1 − y
n

+

n∑
i=2

sin(θi(y − 1))
n(1 − cos(θi))

×

× {− sin(θi) cos(θi(x − 1)) + (1 − cos(θi)) sin(θi(x − 1))} = 1{x≥y } .

As a final remark, we note that, by adding the cemetery state ∆ = {n + 1}
accessible at rate 1 only from the state {n}, the absorbed sub-Markov random walk
associated to L becomes a proper Markov process with {1} and {n+1} as absorbing
states. If we denote by Lext the generator on the extended space Xext = X ∪ ∆,
it follows that the spectrum (with multiplicities) of Lext, say Σ (Lext), equals the
spectrum (with multiplicities) of L with an additional eigenvalue zero, i.e.

Σ (Lext) = Σ (L) ∪ {0} ,

while the new eigenfunctions {ψext
1 , . . . , ψext

n , ψext
n+1} are such that

ψext
n+1(x) = 1 , x ∈ Xext ,

and, for all i = 1, . . . , n,

ψext
i (n + 1) = 0 , ψext

i (x) = ψi(x) , x ∈ X .

Hence, also the function

Dext
S (x, y) =

n∑
i=1

ψ̂i(x)ψext
i (y) , x ∈ X , y ∈ Xext ,

equals 1{x≥y }.

4.5 Spectral self-duality for finite conservative particle
systems

In view of this linear algebraic point of view on duality, we return to the
problem of finding self-duality relations for (finite) conservative interacting
particle systems, with the goal of verifying what we called in Section 1.2 “spec-
tral self-duality”. In words, this notion of self-duality for conservative particle
systems requires that the spectra (with multiplicities) of the generators associ-
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ated to systems with different total numbers of particles are “nested” one into
each other.

This sectionwill be divided in two parts. In the first part, we prove that, for
all finite set of sites (V ,∼) equipped with conductances c , the particle systems
SEP(α), IRW(α) and SIP(α) introduced in Chapter 3, besides being self-dual
with “non-trivial” jointly factorized self-duality function, are also spectrally
self-dual. We recover this result by means of intertwining relations – which,
in turn, are derived from well-known symmetries of the infinitesimal genera-
tors (cf. e.g. [62]). In particular, we remark that we achieve this without any
explicit study of neither eigenvalues nor eigenfunctions of the generators.

In the second part, we consider some specific examples of conservative
particle systems evolving on two sites only – being a finite setV = {x, y} with
two sites the simplest non-trivial set on which interacting particles may hop.
Here, the aim consists in proving – or disproving – spectral self-duality by
deriving explicitly the eigenvalues of the generators.

In what follows, we first introduce setting and notations and, in particular,
define the notion of spectral self-duality for conservative particle systems.

Setting. If we denote by X ⊂ NV0 the space of “admissible” particle con-
figurations on the finite set V , for all n ∈ N0, Xn ⊂ X stands for the subset
of configurations whose number of particles sums up to exactly n. Note that⊔

n∈N0 Xn = X, where possibly Xn = ∅ for some n ∈ N0.
On these (finite) configuration spaces {Xn, n ∈ N0}, we define continuous-

time Markovian dynamics described by the infinitesimal generators {Ln, n ∈
N0}, where, for all n ∈ N0, Ln acts on L2(Xn). The spaces {Xn, n ∈ N0} and
operators {Ln, n ∈ N0} define an abstract conservative particle system. In
the following definition, we introduce the notion of spectral self-duality for
such conservative particle systems. For a motivation behind this definition,
we refer to Theorem 4.10 and its consequences.

Definition 4.19 (spectral self-duality). We say that the conservative particle
system {Ln, n ∈ N0} is spectrally self-dual if, for all n,m ∈ N0, either one of the
following inclusions

Σ (Ln) ⊂ Σ (Lm) , Σ (Lm) ⊂ Σ (Ln) ,

holds, where Σ (Ln) denotes the spectrum (with multiplicities) of Ln .

Remark 4.20 (spectral self-duality and maximal similarity). Note that,
if we adopt the same terminology as in Theorem 4.10, without the requirement
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that the conservative particle system is reversible, spectral self-duality does not
necessarily imply rn,m -similarity of the generators Ln and Lm , where rn,m :=
max{|Xn |, |Xm |}. However, in what follows, we will need only the converse state-
ment; namely, that rn,m -similarity for all n,m ∈ N0 always implies spectral self-
duality.

4.5.1 Spectral self-duality for SEP, IRW and SIP

In view of the setting described above, we revisit the three interacting par-
ticle systems introduced in Section 3.1.4 and further generalized in Section 3.a.
More in details, given conductances c = {c({x, y}), x, y ∈ V with x ∼ y} and
site parameters α = {αx, x ∈ V }, for all σ ∈ {−1, 0, 1}, we denote by

Lϕ(η) =
∑
x∼y

c({x, y})
{
η(x) (αy + ση(y)) (ϕ(η x,y ) − ϕ(η))

+ η(y) (αx + ση(x)) (ϕ(ηy,x ) − ϕ(η))
}
, (4.43)

where ϕ : X → R is a bounded function, the infinitesimal generator of either
SEP(α), IRW(α) or SIP(α) on (V ,∼) – corresponding to either σ = −1, 0 or
1, respectively. For all n ∈ N0, we denote by Ln the generator L in (4.43) re-
stricted to functions ϕ ∈ L2(Xn), i.e. functions defined only on configurations
with n particles.

We further note that, while for IRW(α) and SIP(α) the space of admissible
configurations Xn is given by

Xn = {η ∈ N
V
0 : |η | :=

∑
x∈V

η(x) = n} ,

for SEP(α) we must further impose that at each site x ∈ V there can sit at
most αx ∈ N particles:

Xn = {η ∈ N
V
0 : |η | = n and η(x) ∈ {0, . . . , αx } for all x ∈ V } .

As a consequence of the discussion in Sections 3.1.3–3.1.4, we have that, for
all n ∈ N0 and σ ∈ {−1, 0, 1}, the particle systems with infinitesimal generator
Ln defined above admit a unique reversible measure – which we denote by µn
– given:
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(a) For the symmetric exclusion process SEP(α) by

µn(η) =
1(
|α |
n
) ∏
x∈V

(
αx

η(x)

)
, η ∈ Xn . (4.44)

(b) For the system of independent random walkers IRW(α) by

µn(η) =
n!
|α |n

∏
x∈V

α
η(x)
x

η(x)!
, η ∈ Xn . (4.45)

(c) For the symmetric inclusion process SIP(α) by

µn(η) =
n! Γ(|α |)
Γ(|α | + n)

∏
x∈V

Γ(αx + η(x))
η(x)! Γ(αx )

, η ∈ Xn . (4.46)

As a consequence, for all three particle system, for all n ∈ N0, the generator
Ln is a self-adjoint operator in L2

µn (Xn) and, thus, admits in that Hilbert space
a basis of µn-orthonormal eigenfunctions.

Symmetries. As part of the Lie algebraic approach to duality for Markov
processes (see e.g. [62]), it has been derived that, for all σ ∈ {−1, 0, 1}, the
following operators

K −ϕ(η) =
∑
x∈V

η(x) ϕ(η − δx )

K +ϕ(η) =
∑
x∈V
(αx + ση(x)) ϕ(η + δx ) , η ∈ NV0 , (4.47)

are symmetries for the generator L as defined in (4.43), i.e., for allσ ∈ {−1, 0, 1},

K −L = LK −

K +L = LK + . (4.48)

These operators arise in e.g. [62], [126] from generating elements of discrete
representations of suitable co-product Lie algebras – SU(2) for SEP, Heisen-
berg for IRW and SU(1, 1) for SIP. Within this framework, the Markov gener-
ator L adopts the interpretation – up to some “additive constant” – of central
(=commuting with all elements) element of the corresponding co-product Lie
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algebra representation (see e.g. [62] for further details). This construction en-
ables, in particular, to derive in an elegant way the commutation relations in
(4.48).

Particle removal and addition operators as intertwiners. When restrict-
ing the dynamics to configurations with a fixed total number of particles, the
above operators K − and K + acquire an interesting probabilistic interpretation.
Indeed, on the one side, a suitable normalization gives rise to stochastic oper-
ators; on the other side, the commutation relations (4.48) yield intertwining
relations between generators of systems with different number of particles.

More precisely, if we introduce, for all n ∈ N and σ ∈ {−1, 0, 1},

K −n : L2(Xn−1) −→ L2(Xn)

K +n−1 : L
2(Xn) −→ L2(Xn−1)

given by

K −n ϕ(η) =
1
n

∑
x∈V

η(x) ϕ(η − δx ) , η ∈ Xn (4.49)

K +n−1ϕ(η) =
1

|α | + σn

∑
x∈V
(αx + ση(x)) ϕ(η + δx ) , η ∈ Xn−1 , (4.50)

then we obtain stochastic operators, i.e., for all n ∈ N0, K −n+11Xn = K +n 1Xn =
1Xn−1 , and, as a consequence of (4.48), we get the following intertwining rela-
tions: for all n ∈ N,

K −n Ln−1 = LnK −n
K +n−1Ln = Ln−1K +n . (4.51)

In what follows, we call {K −n , n ∈ N} (resp. {K +n , n ∈ N0}) particle removal
(resp. addition) operators.

Proof of spectral self-duality. Here we decide to pursue further the linear
algebraic implications – rather than the probabilistic ones, which will be sub-
ject of future studies – of the intertwining relations in (4.51). In particular, we
ask ourselves whether the operators {K −n , n ∈ N} and {K +n , n ∈ N} are “full-
rank”. In particular, we will need that, for all n ∈ N, either one of K −n and
K +n−1 is injective. As a consequence, either eigenfunctions of Ln−1 are mapped
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into eigenfunctions of Ln via K −n or viceversa via K +n−1. We summarize our
findings in the following theorem, whose proof requires a lemma.

Lemma 4.21 (particle removal operators). (i) The particle removal oper-
ators for IRW(α) and SIP(α) are injective for all n ∈ N.

(ii) The particle removal operators for SEP(α) are injective for all n ≤ |α |+12 .

Proof. For (i), we fix n ∈ N and prove that

K −n ϕ(η) = 0 for all η ∈ Xn , (4.52)

implies ϕ = 0 ∈ L2(Xn−1). Indeed, (4.52) with η = nδx ∈ Xn yields, by
definition (4.49),

ϕ((n − 1)δx ) = 0 , (4.53)

for all x ∈ V . By removing one out of the n particles at x ∈ V and placing it
at y ∈ V , we obtain η = (n − 1)δx + δy ∈ Xn. With this configuration, in view
of (4.52), (4.53) and (4.49), we get

ϕ((n − 2)δx + δy ) = 0 .

Note that this holds for all x, y ∈ V . By iterating this argument for all sites in
V , we conclude this part of the proof.

For (ii), we cannot use the argument above because, in general, nδx < Xn
may occur for some x ∈ V . Instead, we use the intertwinings with the ladder
symmetric exclusion process LSEP(α) studied in Section 3.b. Indeed, if we
denote the “ladder” n-particle configuration space by X̃n (see (3.85)) and define
the “ladder” particle removal operator for n ∈ {0, . . . , |α |} as follows:

K −
n ϕ̃(η̃) =

1
n

∑
x∈V

αx∑
i=1

η̃(x, i) ϕ̃(η̃ − δ(x,i)) , η̃ ∈ X̃n ,

we obtain the following properties (recall the definitions of intertwiners Λ and
Λ̃ in (3.86) and (3.88), respectively; here, as usual, Λn and Λ̃n denote restric-
tions to L2(X̃n)): for all n ∈ {0, . . . , |α |},

(1) Λ̃nΛn = 1
X̃n

.

(2) K −
n Im(Λn−1) ⊂ Im(Λn) .

(3) K −n = Λ̃nK −
n Λn−1 .
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While, for n ≤ |α |+12 ,

(4) K −
n is injective.

While (1)–(3) follow at once from the definitions, for (4) we first observe that

|X̃n−1 | =

(
|α |

n − 1

)
≤

(
|α |

n

)
= |X̃n |

if and only if n ≤ |α |+1
2 . Then, from the observation that the removal of a

single particle from any two different configurations, say η̃ , ξ̃ , in X̃n yields
(at least) two different configurations, say η̃ ′ , ξ̃ ′, in X̃n−1, we conclude that
the

(
|α |
n
)
equations arising from K −

n ϕ = 0 are all independent.
As a consequence of (3)–(2), (1), (4) and (1), we obtain the following chain

of implications:

K −n ϕ = 0 ⇐⇒ Λ̃nK
−
n Λn−1ϕ = 0

⇐⇒ K −
n Λn−1ϕ = 0

⇐⇒ Λn−1ϕ = 0
⇐⇒ ϕ = 0 .

This concludes the proof.
�

Remark 4.22 (particle addition operators). Given Lemma 4.21, we do not
need to prove directly any non-degeneracy properties of the particle addition oper-
ators {K +n , n ∈ N0}. Indeed, for all three particle systems SEP(α), IRW(α) and
SIP(α), for all n ∈ N, ϕ ∈ L2(Xn) and φ ∈ L2(Xn−1), we have

〈K +n−1ϕ, φ〉νn−1 = 〈ϕ,K
−
n φ〉νn .

As a consequence, K +n−1 is surjective, resp. injective, if and only if K
−
n is injective,

resp. surjective.

Theorem 4.23 (spectral self-duality for SEP, IRW& SIP). For all quenched
random environments (c,α), SEP(α), IRW(α) and SIP(α) are spectrally self-dual
conservative particle systems. More specifically:

(i) For IRW(α) and SIP(α), we have

Σ (Ln−1) ⊂ Σ (Ln) ,
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for all n ∈ N. In particular, K −n maps eigenfunctions of Ln−1 into eigen-
functions of Ln , for all n ∈ N.

(ii) For SEP(α), we have Σ (Ln) = Σ (L |α |−n) and, moreover,

Σ (Ln−1) ⊂ Σ (Ln)

for all n ≤ |α |+12 . As a consequence,

Σ (Ln−1) ⊃ Σ (Ln)

for all |α |+12 < n ≤ |α |. In particular, if n ≤ |α |+12 , eigenfunctions of Ln−1

are mapped into eigenfunctions of Ln via K −n , while, if
|α |+1
2 < n ≤ |α |, the

converse holds via K +n−1.

Proof. By Lemma 4.21 and the intertwining relations with K −n in (4.51), we
get (i) for all n ∈ N and the first part of (ii) for n ≤ |α |+12 .

For the second part of (ii), we use the well-known particle-hole symmetry
for the exclusion process (see e.g. [34]) to obtain that Σ (Ln) = Σ (L |α |−n) for
all n ∈ {0, . . . , |α |}. �

We conclude this section with the following proposition which, roughly
speaking, states that the so-called “classical” jointly factorized self-duality func-
tions for SEP, IRW and SIP (see e.g. Section 3.1.4) are “full-rank” because ob-
tained from the composition of “full-rank” intertwinings and “full-rank” cheap
self-duality functions.

Proposition 4.24. For all n > m and for all ξ ∈ Xm and η ∈ Xn , we have

(K −n . . . K −m+11{·=ξ })(η) =
1( n
m
) ∏
x∈V

η(x)!
ξ(x)!(η(x) − ξ(x))!

1{ξ(x)≤η(x)} .

As a consequence of Lemma 4.21 and reversibility of SEP, SIP and IRW w.r.t.
the “canonical” measures {µn, n ∈ N} on Xn given in (4.44)–(4.45)–(4.46), the
“classical” jointly factorized self-duality functions

Dm,n(ξ, η) =
1( n
m
) 1
µm(ξ)

∏
x∈V

η(x)!
ξ(x)!(η(x) − ξ(x))!

1{ξ(x)≤η(x)} ,
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namely

Dm,n(ξ, η) =
|α |! (n −m)!
(|α | −m)! n!

∏
x∈V

(αx − ξ(x))!
αx !

η(x)!
(η(x) − ξ(x))!

1{ξ(x)≤η(x)} ,

for SEP(α),

Dm,n(ξ, η) =
(n −m)! |α |m

n!

∏
x∈V

1

α
ξ(x)
x

η(x)!
(η(x) − ξ(x))!

1{ξ(x)≤η(x)} ,

for IRW(α) and

Dm,n(ξ, η)

=
Γ(|α | +m) (n −m)!

Γ(|α |) n!

∏
x∈V

Γ(αx )

Γ(αx + ξ(x))
η(x)!

(η(x) − ξ(x))!
1{ξ(x)≤η(x)} ,

for SIP(α), obtained from

Dm,n = (K −n . . . K −m+1)leftDcheap,m(ξ, η) ,

are “full-rank”.

4.5.2 Spectral self-duality on two sites: examples

In this section, we take under consideration some examples of conservative
particle systems hopping on a set consisting of only two sites, sayV = {x, y}.
This simplified underlying geometrical structure allows us to explicitly com-
pute the spectrum of the Markov generators and, in turn, to draw some inter-
esting conclusions regarding the (im)possibility to find informative self-duality
functions for the same systems on more complex geometries.

SEP, IRW and SIP. We revisit SEP(α), IRW(α) and SIP(α) on two sitesV =
{x, y}. From the previous section, we know that, for all n ∈ N for IRW(α)
and SIP(α) and for all n ≤ |α |+12 for SEP(α), Σ (Ln−1) ⊂ Σ (Ln) and that, in the
specific instance of two-site systems which we are here considering,

|Σ (Ln) \ Σ (Ln−1)| = 1 ,
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i.e. the spectrum (with multiplicities) Σ (Ln) contains only one more eigen-
value than Σ (Ln−1). Our goal is to reconstruct the spectra {Σ (Ln), n ∈ N0}

by finding this “extra” eigenvalue.
To this purpose, we use the particle addition operators {K +n−1, n ∈ N}.

Indeed, by Lemma 4.21 and Remark 4.22, we get

dim(Ker(K +n−1)) = 1 ,

which yields, as a consequence of the intertwining relations (4.51), that there
exists a function 0 , ψn ∈ L2(Xn) and a value λn ∈ (−∞, 0] such that

K +n−1ψn = 0 and Lnψn = λnψn . (4.54)

This λn ∈ (−∞, 0] is the “extra” eigenvalue for which

Σ (Ln−1) ∪ {λn} = Σ (Ln) .

From the definition of K +n−1 in (4.50) and by solving (4.54), we get:

(a) For SEP(α), for all n ≤ |α |+12 ,

ψn(η
x,y ) = −

αx−(η(x)−1)
αy−η(y) ψn(η) and λn = −n (|α | − (n − 1)) .

(b) For IRW(α), for all n ∈ N0,

ψn(η
x,y ) = −αx

αy
ψn(η) and λn = −n |α | .

(c) For SIP(α), for all n ∈ N0,

ψn(η
x,y ) = −

αx+(η(x)−1)
αy+η(y) ψn(η) and λn = −n (|α | + (n − 1)) .

We remark that the functions ψn above are proper eigenfunctions, i.e. they
may be chosen such that ψn , 0. Moreover, we observe that the eigenvalues
of SEP(α), IRW(α) and SIP(α) found above, namely

Σ (Ln) = {λ0, . . . , λn} , λk = −k (|α | + σ(k − 1))

for σ = −1, 0 and 1, respectively, satisfy the following:

λ1 = −|α | ≥ λk ,
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for all k ∈ N0 if σ ∈ {0, 1} and for all k ∈ {1, . . . , n} if σ = −1. In particular,
for all three systems, the spectral gap λ1 associated to an n-particle system
coincides with the spectral gap of a one-particle system.

While this fact is known to hold for any finite set of sites (V ,∼) and
quenched random environment (c,α) both for IRW(α) due to the indepen-
dence of the walkers, see e.g. [96], and SEP(α) [17], whether it holds for SIP(α)
on more general geometries is nowadays an open problem. These considera-
tions lead us to the following conjecture.

Conjecture 4.1 (aldous’s spectral gap conjecture for SIP). Given any
finite set of sites (V ,∼) and quenched random environment (c,α), the spectral gap
of the symmetric inclusion process SIP(α) and the one of the symmetric random
walk coincide.

Zero-range process with constant rate. We consider the zero-range process
with constant rate, see e.g. [32, p. 147], [50], [51], whose configuration space
coincides with NV0 and infinitesimal generator is given by

Lϕ(η) = 1{η(x)≥1} (ϕ(η x,y ) − ϕ(η)) + 1{η(y)≥1} (ϕ(ηy,x ) − ϕ(η)) ,

i.e. corresponding to the following choice for the interaction functions:

gx (n) = gy (n) = 1{n≥0} and ℎx (n) = ℎy (n) = 1 , n ∈ N0 .

While the same process when considered on (V ,∼) = Z (with nearest-neighbor
interactions and unit conductances c({x, x + 1}) = 1) is known to be isomor-
phic to a symmetric exclusion process on Z with a marked particle [32], on
two sites V = {x, y} the process with n ∈ N particles is isomorphic to a sym-
metric simple randomwalk on {0, . . . , n}which is “blocked” at the boundaries
{0, n}, i.e. whose generator acting on functions f : {0, . . . , n} → R is given by

An f (x) = ( f (x + 1) + f (x − 1) − 2 f (x)) , x ∈ {1, . . . , n − 1} ,

and

An f (0) = ( f (1) − f (0)) , An f (n) = ( f (n − 1) − f (n)) .

Wenote that we have already encountered such a randomwalk in Example 4.18
and computed the spectrum of the generator (there the infinitesimal generator
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has been denoted by L̂). Hence, from (4.39), we obtain, for all n ∈ N,

Σ (Ln) = Σ (An) = {λ
(n)
0 , . . . , λ

(n)
n } ,

with

λ
(n)
i = 2(cos(θ (n)i ) − 1) , θ

(n)
i =

i
n + 1

π , i = 0, . . . , n .

We remark that |Σ (Ln−1)| < |Σ (Ln)| for all n ∈ N. Moreover, for all n,m ∈ N0
for which m

n < N, there exists i ∈ {1, . . . , n} such that λ(n)i = 2(cos(θ (n)i − 1) <
Σ (Am). As a consequence of these two facts, it follows that there exist n,m ∈
N0 for which neither of

Σ (Ln) ⊂ Σ (Lm) and Σ (Ln) ⊃ Σ (Lm)

holds true, i.e. the zero-range process with constant rate on two sites is not
spectrally self-dual.

Remark 4.25 (zero-range process with constant rate on N sites). In
view of the isomorphism between an n-particle zero-range process on V =

{1, . . . ,N }, whose generator is given by

Lnϕ(η) =

N−1∑
x=1

L {x,x+1}ϕ(η)

=

N−1∑
x=1

1{η(x)≥1} (ϕ(η x,x+1) − ϕ(η)) + 1{η(x+1)≥1} (ϕ(η x+1,x ) − ϕ(η)) ,

and a symmetric simple exclusion process with N −1 particles on V̂ = {0, . . . ,N +
n − 1} – both with unit nearest-neighbor interactions – we conjecture that, even
in this case, spectral self-duality does not hold.

General zero-range process. We address the question whether spectral self-
duality may hold for more general zero-range processes. We provide an answer
by comparing only systems with one and two particles. Indeed, by relating
the spectrum of two-by-two and three-by-three matrices (corresponding to the
generators L1 and L2, respectively), we obtain some necessary conditions for
spectral self-duality. As a consequence, we obtain that the class of spectrally
self-dual symmetric zero-range processes on two sites is rather limited.
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More precisely, if we introduce, for all n ∈ N, the n-particle infinitesimal
generator

Lnϕ(η) = gx (η(x)) αy (ϕ(η
x,y )−ϕ(η))+ gy (η(y)) αx (ϕ(η

y,x )−ϕ(η)) , η ∈ Xn ,

where αx, αy > 0 and gx (n), gy (n) > 0 for all n ∈ N, we obtain that

Σ (L1) ⊂ Σ (L2)

if and only if
gx (2) gy (2) = gx (2) gy (1) + gx (1) gy (2) . (4.55)

In particular, (4.55) yields

gx (2) = γx gx (1) and gy (2) = γx
γx−1 gy (1) ,

for some γx > 1.
If, additionally, we restrict our analysis to homogeneous zero-range pro-

cesses, i.e. gx = gy = g , we get

g (2) = 2 g (1) ,

corresponding to a zero-range process in which one and two particle systems
hop independently on two sites {x, y} with attraction parameters {αx, αy }, re-
spectively.





Generalized immediate
exchange models and their
symmetries

The immediate exchange model and its discrete counterpart. The imme-
diate exchange model (IEM) is a model of wealth distribution, introduced in
[73], further studied in [83], generalized and investigated from the viewpoint
of processes with duality in [65].

In words, it is a model in which two agents at random exponential event
times each split their wealth – a non-negative real quantity – into two parts,
uniformly. Then, they exchange the “top parts” and add the two parts again
to obtain their updated wealth. The model conserves the total wealth and is
reminiscent of models of statistical mechanics such as the KMP model [86]
and its generalizations [20]. Moreover, it has reversible product measures of
type Gamma(2, λ).

The authors in [65] showed that, if the splitting is done according to a
Beta(α, β) distribution in place of a uniform splitting, then the model has re-
versible product measures of type Gamma(α + β, λ). This was established by
using a duality with a discrete model of the same type, where discrete mass is
redistributed in an analogous way and the splitting procedure is using a Beta
Binomial distribution. There, it is proved that this discrete model – which we
call discrete immediate exchange model (IEMd) – is self-dual and has reversible
product measures with Gammad(α+ β, λ) – discrete analogous of the Gamma
distribution – as marginals. Moreover, by considering a many-particle limit of
this discrete model, one recovers the original continuum model, as well as the
duality between these two models.

195
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Wealth redistribution as splitting, exchange and addition. In this chapter,
we give a new perspective on the IEM, by viewing the splitting part of the
dynamics as a “thermalization” of suitable conservative Markov processes, the
exchange part as a permutation of indexes and the addition part as a lumping
of Markov processes.

In particular, we carry out this analysis in details for the discrete immedi-
ate exchange model IEMd, for which the conservative Markov process that un-
dergoes this thermalization procedure happens to be the symmetric inclusion
process – and, more precisely, SIP(1). This immediately leads to symmetries
of the splitting part. We then show that these symmetries are permutation in-
variant, and therefore also commute with the exchange part of the dynamics.
Remarkably, these symmetries can be pulled through also the addition part be-
cause symmetries of SIP(1) have a natural additive structure in the parameter
labeling their representation.

Symmetries and (self-)dualities. This connection with an underlying in-
teracting particle system such as SIP(1) allows us to recover in a much more
elegant way the full SU(1, 1) symmetry of the IEMd model, where the param-
eter of the discrete representation is α = 2 = 1 + 1, arising as the addition of
the parameters of the representations of the underlying symmetric inclusion
process with parameter α = 1. This picture can then be immediately trans-
ferred to inhomogeneous variants of the discrete immediate exchange model
and opensmany possibilities of further generalizations to other splittingmech-
anisms based on different thermalizations (e.g. SEP instead of SIP correspond-
ing to “maximal wealth” restrictions).

This self-duality property is of great use if one wants to analyze the multi-
agent model because the time dependent expectation of a multivariate poly-
nomial of degree k in the wealth of the different agents will be linked to the
evolution of the total wealth of at most k “dual units” – which is, of course,
much simpler: e.g. the expected wealth of one agent can simply be understood
from the initial condition and a single continuous-time random walk moving
on the set of agents. Moreover, self-duality allows a quite complete characteri-
zation of the invariant measures of infinite systems (e.g. the continuous IEM),
using properties – so-called existence of a successful coupling – of the finite sys-
tem (e.g. the discrete IEMd) only (see also Section 3.2 in Chapter 3 for results
of this sort). Finally, taking a many-particle limit where the wealth of agent
x scales as bN ζ (x)c, with N → ∞ (see also e.g. Section 3.1.6), one recovers
from self-duality of the discrete models duality between the discrete and the
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continuous immediate exchange models.

Organization of the rest of the chapter. The rest of the chapter is organized
as follows. In Section 5.1 we start by giving a new perspective on the IEMd,
by viewing its dynamics as a composition of splitting, exchange and addition.
In Sections 5.1.1–5.1.2, we generalize our definition of discrete immediate ex-
change model covering also inhomogeneous models and connect the splitting
mechanism of these models to a thermalization procedure of the symmetric
inclusion process. In Section 5.1.3, in view of this connection, we introduce a
class of SU(1, 1) symmetries for the splitting part and study its relation with
the other parts of the dynamics, namely the exchange and the addition mecha-
nisms. Lastly, in Section 5.1.4, we derive symmetries for the discrete immediate
exchange model and provide a class of jointly factorized self-duality functions
for these models. We remark that we postpone to Section 5.3 the proof of re-
versibility of the immediate exchange models. Indeed, there, in a more general
context, we show how to recover reversible measures of models consisting of
splitting, exchange and addition mechanisms from reversible measures of the
splitting part only. For the inhomogeneous IEMd considered, reversible mea-
sures for the splitting mechanisms coincide with those of the SIP used in the
thermalization procedure. In Section 5.2 we present further generalizations
of immediate exchange models in which the splitting mechanism is obtained
from thermalization of different underlying systems, yielding exchange mod-
els of a different nature. More specifically, in Sections 5.2.1 and 5.2.2 we study
discrete immediate exchange models based on SEP, resp. IRW, thermalization,
while in Section 5.2.3 we study and revisit continuum inhomogeneous IEMs,
either splitting their wealth deterministically or according to a fraction Beta
distributed. For all these models we recover their full symmetry structures
and prove self-duality as well as duality relations between discrete and contin-
uum IEMs. As we will only partially use the abstract Lie algebraic framework
linked to interacting particle systems, for the reader interested in further de-
tails on the underlying algebras, their representations and their connection
with Markov processes, symmetries and (self-)duality, we refer to e.g. [19] and
[62].

Remark 5.1 (from two-agent to many-agent models). In this chapter we
restrict to models with two agents. However, all the results – symmetries and self-
dualities – straightforwardly generalize to a many-agent model, where the network
of agents is described by a finite set V equipped with a nearest-neighboring relation
“∼”, each agent being identified with a site x ∈ V . Then, independently and at
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exponential times of rate c({x, y}) > 0, the nearest-neighboring agents x and y
update their wealth according to the redistribution rule, which depends only on the
wealth of the two agents. The jointly factorized form of the (self-)duality functions
allows these extensions.

We further mention that similar situations have been addressed e.g. in Remark
3.1 in Chapter 3 as well as in [65].

5.1 A new perspective on the discrete immediate ex-
change model

We start by reconsidering the dual immediate exchange model
(IEMd((1, 1), (1, 1)) or, shortly, IEMd), introduced in [65] and which is
also a natural discrete analogue of the continuous immediate exchange model
(IEM) (see e.g. [73]). Here we have two agents, which we call “agent x” and
“agent y”, with initial wealths nx, ny ∈ N0, where N0 = {0, 1, 2, . . .} denotes
the set of non-negative integers. In what follows we will denote by Vm the
vector space of functions ϕ : Nm

0 → R.
Our model is then described as follows: at discrete (or, alternatively, at the

event times of a mean-one Poisson process), the wealth is updated according
to the following splitting, exchange and addition mechanisms.

(a) Splitting. In the first step, the wealth of both agents is split according
to nx 7→ (kx, nx − kx ) and ny 7→ (ky, ny − ky ), where kx (resp. ky ) are
independent discrete uniform on {0, . . . , nx } (resp. {0, . . . , ny }). After
this splitting we call kx (resp. ky ) the “top part” of the wealth of agent
x (resp. agent y ); the remaining ones, i.e. nx − kx and ny − ky , are called
the “bottom parts”.

Let us denote byW(1,1),(1,1)
nx ,ny the N4

0-valued random variable with distri-
bution (kx, nx − kx, ky, ny − ky ) just described. Note that here the upper
index “(1, 1), (1, 1)” refers to the choice of discrete uniforms for both kx
and ky . This will be generalized later, where the distribution of kx can
be chosen to be Beta Binomial with parameters (nx, (α, α

′). We remark
that α = α′ = 1 corresponds to the present uniform choice.

The splitting part of the dynamics can then simply be seen as the update
from (nx, ny ) to the four component random variableW(1,1),(1,1)

nx ,ny .

(b) Exchange. In the second step, the top parts of both agents are exchanged,
i.e. (kx, nx − kx, ky, ny − ky ) goes to (ky, nx − kx, kx, ny − ky ). This cor-
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responds to the action of what we call the exchange map:

E : N4
0 −→ N

4
0 : (kx, `x, ky, `y ) 7−→ (ky, `x, kx, `y ) ,

to which we associate a corresponding so-called exchange operator on
functions ϕ ∈ V4:

E (ϕ) := ϕ ◦ E . (5.1)

(c) Addition. At last, both parts of the wealth of each agent are added again,
i.e. the final new wealths of both agents are

(ky + nx − kx, kx + ny − ky ) .

This corresponds to the surjective map

γ : N4
0 −→ N

2
0 : (kx, `x, ky, `y ) 7−→ (kx + `x, ky + `y )

and its corresponding addition operator Γ : V2 → V4 mapping functions
from two variables to functions of four variables as follows:

Γϕ := ϕ ◦ γ . (5.2)

More explicitly, for all ϕ ∈ V2, we define Γϕ ∈ V4 as follows:

Γϕ(kx, `x, ky, `y ) := ϕ(kx + `x, ky + `y ) .

We note that if a function ψ ∈ V4 of four variables is in the image of Γ ,
i.e. it is of the form Γϕ with ϕ ∈ V2, then on that function we can of
course define Γ−1 via Γ−1ψ := ϕ with Γ−1Γ = 1V2 , the identity on V2.
The extension of Γ−1 to the whole V4 is not unique. Hence, when we
will want to define Γ−1 on V4 in Definition 5.8 below, our choice will
be in accordance with the redistribution of mass operator P (see (5.4)
below).

With the notation introduced so far, we can describe one update in the
IEMd((1, 1), (1, 1))model as replacing the initial wealth distribution of the two
agents – (nx, ny ) ∈ N

2
0, say – by γ(E (W(1,1),(1,1)

nx ,ny )). We can then write the
transition operator of the discrete immediate exchange model Π on V2 as given
by

Πϕ(nx, ny ) := E
[
ϕ(γ(E (W(1,1),(1,1)

nx ,ny )))

]
. (5.3)
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Furthermore, we introduce what we call the splitting operator P acting on
functions ϕ ∈ V4 as follows:

Pϕ(kx, `x, ky, `y ) =
nx∑

kx=0

ny∑
ky=0

1
nx + 1

1
ny + 1

ϕ(kx, nx − kx, ky, ny − ky ) ,

(5.4)

with nx = kx + `x , ny = ky + `y . Notice that P : V4 → V4 maps a function
Γφ with φ ∈ V2 into a function of the form Γψ, for some ψ ∈ V2. Indeed,
it is clear that the r.h.s. of (5.4) only depends on γ(kx, `x, ky, `y ) = (nx, ny ),
provided ϕ(kx, nx − kx, ky, ny − ky ) = φ(nx, ny ) for some φ ∈ V2. Moreover,
via the operators P , E and Γ , an equivalent form for the transition operator
Π in (5.3) is deduced:

Πϕ = Γ−1(P (ϕ ◦ γ ◦ E )) = Γ−1PE Γϕ . (5.5)

In what follows, we will see that we can view P as a thermalization of two
SIP(1) processes and, as a consequence, the operator Π will have symmetries
(=commuting operators) arising from the “addition” (or “lumping”, see Sec-
tion 5.1.3) of the symmetries of these two SIP(1) generators. These “added”
symmetries will correspond to the symmetries of a SIP(2) process.

5.1.1 Splitting mechanism as thermalization of SIP

In order to find relevant symmetries of Π in (5.3), it is now useful to un-
derstand the connection between the splitting operator P and the symmetric
inclusion process, via thermalization (see e.g. [20] and [62] for more details
on the notion of “thermalization” in the context of models of heat conduc-
tion). The idea is to view the splitting of the wealth of each agent as “running
a SIP(1) process for infinite time” (= thermalization of SIP(1)) as we will now
explain.

We recall here that SIP(1) on two sites is the Markov jump process that
performs jumps from state (k, `) ∈ N2

0 towards (k − 1, ` + 1) ∈ N2
0 at rate

k(1 + `) and towards (k + 1, ` − 1) ∈ N2
0 at rate `(1 + k); i.e. the process on N

2
0

with generator

LSIP(1)ϕ(k, `) = k (1 + `) (ϕ(k − 1, ` + 1) − ϕ(k, `))
+ ` (1 + k) (ϕ(k + 1, ` − 1) − ϕ(k, `)) , (k, l ) ∈ N2

0 . (5.6)
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As a consequence of the fact that stationarymeasures of SIP(1) are products
of geometric distributions with equal success probability λ ∈ (0, 1), i.e.

µλ(k, `) = νλ(k) νλ(`) = λk+` (1 − λ)2 , (k, l ) ∈ N2
0 ,

when started from an initial state (k, `), due to conservation of particles, SIP(1)
converges in the course of time to (k ′, k+`−k ′)with k ′ uniformly distributed
on {0, . . . , k + `}.

In our context, wemay view agent x as starting with a total wealth equal to
nx ∈ N0, placing an arbitrary fraction of its wealth in its top “pocket”, running
from that configuration the SIP(1) between its top and bottom pockets for
“infinite time”, yielding the splitting part described by the slitting operator P
in (5.4). In that way, the splitting is done according to a uniform distribution
which depends only on the total wealth of the agent, not on details of how the
wealth had been previously organized between the top and bottom pockets.

By performing this operation for both agents x and y independently, we
obtain the following rewriting of the splitting operator P given in (5.4):

Pϕ(kx, `x, ky, `y )

= lim
t→∞

(
E
SIP(1)
(kx ,`x )

⊗ E
SIP(1)
(ky ,`y )

) [
ϕ(kx (t ), `x (t ), ky (t ), `y (t ))

]
. (5.7)

5.1.2 Inhomogeneous IEMd

In what follows, we denote by x t (resp. xb ) the “top” (resp. “bottom”)
pocket of agent x . We use an analogous notation for agent y.

Building up on the connection between the splitting mechanism described
by the operator in (5.4) and SIP(1) via a thermalization procedure as in (5.7), a
first natural generalization is to consider inhomogeneous immediate exchange
models as arising from thermalizations of inhomogeneous SIP(α), i.e., for
some αx = (αxt, αxb ) and αy = (αyt, αyb ) ⊂ (0,∞)2,

Pϕ(kx, `x, ky, `y )

= lim
t→∞

(
E
SIP(αx )

(kx ,`x )
⊗ E

SIP(αy )

(ky ,`y )

) [
ϕ(kx (t ), `x (t ), ky (t ), `y (t ))

]
. (5.8)

We recall from Section 3.a the definition of SIP(αx ) as the process on N2
0 with
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generator

LSIP(αx )ϕ(k, `) = k (αxb + `) (ϕ(k − 1, ` + 1) − ϕ(k, `))
+ ` (αxt + k) (ϕ(k + 1, ` − 1) − ϕ(k, `)) , (k, `) ∈ N

2
0 ,

and reversible product measures given in terms of “inhomogeneous” products
of discrete Gamma distributions with equal scale parameter λ ∈ (0, 1), namely

µλ(k, `) = νx,λ(k) νy,λ(`)

=
Γ(αxt + k)
Γ(αxt )

Γ(αxb + `)
Γ(αxb )

λk+`

k! `!
(1 − λ)αxt+αxb , (k, `) ∈ N2

0 .

Hence, the splitting mechanism produced by SIP(αx ) is governed by an
inhomogeneous BetaBinomial(nx, (αxt, αxb )) if agent x starts from a wealth
equal to nx ∈ N0. Indeed, given two independent random variables X
and Y distributed, respectively, as Gammad(α, λ) and Gammad(α′, λ), the
first random variable has distribution BetaBinomial(n, (α, α′)) conditioned on
X +Y = n ∈ N0.

If we compose this more general splitting mechanism with the exchange
and addition mechanisms described at the beginning of Section 5.1, we obtain
an inhomogeneous version of the discrete immediate exchange model IEMd,
which we denote by IEMd(α) if α = (αx,αy ) and whose transition operator Π
reads

Π
α = Γ−1PαE Γ , (5.9)

where the splitting operator reads

Pαϕ(kx, `x, ky, `y )

=

nx∑
kx=0

ny∑
ky=0

wnx ,αx (kx )wny ,αy (ky ) ϕ(kx, nx − kx, ky, ny − ky ) , (5.10)

with nx = kx + `x and ny = ky + `y and

wn,(α,α′)(k) =
Γ(α + kx )
Γ(α) k!

Γ(α′ + n − k)
Γ(α′) (n − k)!

Γ(α + α′) n!
Γ(α + α′ + n)

.

We remark that a similar model has already been studied in [65] and that,
by setting αxt = αxb = αyt = αyb = 1 in IEMd(α), one recovers IEMd =
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IEMd((1, 1), (1, 1)).

5.1.3 Symmetries of the splitting part

Viewing the splittingmechanism as thermalization of symmetric inclusion
processes has the advantage of generating a whole class of symmetries for the
splitting operator. Moreover, if the parameters α are chosen accordingly, these
symmetries yields symmetries for the full transition operatorΠ obtained from
the splitting, the exchange and the addition of wealth. In this section, we give a
full account on symmetries which arise for the generalized discrete immediate
exchange models presented so far.

We reconsider the operators K , given in (4.47), for the choices

σ = 1 and α = ((αxt, αxb ), (αyt, αyb )) , (5.11)

in terms of the “single-site” operators K, which we now introduce. Indeed, to
the “particle removal” (or “annihilation”) and “addition” (or “creation”)-type
of operators K − and K +, we associate, respectively, the following operators
K−,α and K+,α (α > 0), acting on functions ϕ ∈ V1 as follows:

K−,αϕ(n) = n ϕ(n − 1)
K+,αϕ(n) = (α + n) ϕ(n + 1) . (5.12)

We introduce also a “number”-type of single-site operator K◦,α:

K◦,αϕ(n) = (α2 + n) ϕ(n) , n ∈ N0 . (5.13)

We recall from e.g. [19] that, for all α > 0, the operators {K−α,K+,α,K◦,α}
in (5.12)–(5.13) form a (left) discrete representation of the SU(1, 1) algebra, i.e.
they generate the algebra and satisfy the commutation relations

[K+,K−] = 2K◦

[K±,K◦] = ±K± . (5.14)

In this representation, the generator of SIP(αx ) on {x t, xb} is given by

LSIP(αx ) = K
−,αxt
xt K

+,αxb
xb + K

+,αxt
xt K

−,αxb
xb − 2K◦,αxt

xt K
◦,αxb
xb +

αxtαxb
2 1xt1xb ,

(5.15)

where K•,αz denotes K•,α working on the z ∈ {x t, xb} variable (• ∈ {−,+, ◦})
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and 1 stands for the identity operator. The form (5.15) is called the “abstract”
form of the SIP generator. From this form, one easily infers well-known com-
mutation properties for LSIP(αx ), namely that it commutes with

K
•,αxt
xt +K

•,αxb
xb , • ∈ {−,+, ◦} ,

(cf. e.g. [62] for further details on this).
As a consequence of (5.8), also the splitting operator P , viewed as a si-

multaneous thermalization of two independent SIP(αx ) and SIP(αy ) on sites
{x t, xb} and {yt, yb}, respectively, commutes with

K •,α := K•,αxt
xt +K

•,αxb
xb +K

•,αyt
yt +K

•,αyb
yb , • ∈ {−,+, ◦} . (5.16)

Moreover, because these “symmetries” of P are sum of four parametrized
copies of the same operators, K •,α is permutation invariant if the parameters
of the copies interchanged are the same. These findings are formalized in the
following lemma.

Lemma 5.2 (symmetries and exchange). Let, for α = (αx,αy ) =

((αxt, αxb ), (αyt, αyb ) and • ∈ {−,+, ◦}, the operators E , Pα and K •,α be given
as in (5.1), (5.10) and (5.16), respectively. Then,

(a) Pα and K •,α commute.

(b) K •,α and E commute if αxt = αyt .

Proof. Item (a) follows from the commutation of LSIP(αx ) + LSIP(αy ) with K •,α
(see e.g. [19]), relation (5.10) and the fact that symmetries for a generator are
also symmetries for the corresponding “thermalized” transition operator (see
e.g. [20]).

We show item (b) for • = +, the other two cases being analogous. First,
it suffices to check the commutation relation for function ϕ ∈ V4 in product
form, i.e. ϕ = ϕxt ⊗ ϕxb ⊗ ϕyt ⊗ ϕyb , where ϕz ∈ V1. Then, we observe that,
acting E as the identity w.r.t. to the second and forth coordinates, we have

[K +,αE ,E K +,α] ϕ = [K +,αE ,E K +,α](ϕxt ⊗ ϕyt ) .
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In conclusion, we get

[K +,αE ,E K +,α](ϕxt ⊗ ϕyt )(kx, ky )
= (αxt + kx ) ϕxt (ky ) ϕyt (kx + 1) + (αyt + ky ) ϕxt (ky + 1) ϕyt (kx )
− (αxt + ky ) ϕxt (ky + 1) ϕyt (kx ) − (αyt + kx ) ϕxt (ky ) ϕyt (kx + 1) ,

which always vanishes if αxt = αyt . �

The above operators K •,α in (5.16) have a natural additive structure which
is expressed in terms of an intertwining relation in the following lemma.

Lemma 5.3 (symmetries and addition). Recall the definitions of the addi-
tion operator Γ in (5.2). Then, for all • ∈ {−,+, ◦} and α = (αx,αy ) =

((αxt, αxb ), (αyt, αyb )), we have, for all ϕ ∈ V2,

K •,αΓϕ = ΓK •,α̂ϕ , (5.17)

where α̂ = (|αx |, |αy |) = (αxt + αxb, αyt + αyb ) and K •,α̂ is given by

K •,α̂ϕ(nx, ny ) = K
•,αxt+αxb
x ϕ(nx, ny ) + K

•,αyt+αyb
y ϕ(nx, ny ) . (5.18)

Proof. We show (5.17) for • = +, the other cases being analogous. Hence, for
ϕ ∈ V2 and kx, `x, ky, `y ∈ N0, from the definition of K +,α, we obtain

K •,αΓϕ(kx, `x, ky, `y ) = (αxt + kx ) Γϕ(kx + 1, `x, ky, `y )
+ (αxb + `x ) Γϕ(kx, `x + 1, ky, `y )
+ (αyt + ky ) Γϕ(kx, `x, ky + 1, `y )
+ (αyb + `y ) Γϕ(kx, `x, ky, `y + 1) ,

which, from the definition of Γ , if nx = kx + `x and ny = ky + `y , rewrites as

K •,αΓϕ(kx, `x, ky, `y ) = (αxt + αxb + nx ) ϕ(nx + 1, ny )

+ (αyt + αyb + ny ) ϕ(nx, ny + 1) ,

i.e. the r.h.s. in (5.17).
�
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5.1.4 Self-duality

In the previous section, via the connection with a thermalized version of
SIP(α), on the one hand we obtained symmetries {K −,α,K +,α,K ◦,α} for the
splitting and addition operators – Pα and E , respectively – (Lemma 5.2). On
the other hand, these symmetries have an additive structure “compatible” with
the addition operator Γ (Lemma 5.3).

In this section, we use this information to find symmetries for the discrete
immediate exchange model transition operator Πα in (5.9). The knowledge of
both symmetries and reversiblemeasures forΠα generate – in the same spirit of
the so-called Lie algebraic method for duality, see e.g. Section 1.2 and, further,
[62] – self-duality relations. In our case, both symmetries and reversible mea-
sures are in product form, thus, yielding jointly factorized self-duality func-
tions for IEMd(α) as those appearing in Chapter 3 for the symmetric inclusion
process.

Before presenting the theorem, we observe that generalized discrete im-
mediate exchange models satisfying the assumptions in the statement below
admit a one-parameter family of reversible product measures, which are, in
turn, related to the reversible product measures of the symmetric inclusion
process which governs the splitting mechanism.

In the particular instance of the discrete immediate exchange model
IEMd((1, 1), (1, 1)), the reversible measures have been found in [65] by means
of a direct detailed balance computation and are given by products of
Gammad(2, λ) (negative binomial with parameters (2, λ)) distributions. More
precisely, the one-parameter family of product probability measures {µλ =
νx,λ ⊗ νy,λ, λ ∈ (0, 1)} with marginals given by

ν ·,λ(n) = (n + 1) λn (1 − λ)2 , n ∈ N0 ,

are reversible for IEMd ((1, 1), (1, 1)) with transition operator Π given in (5.5).
Similar detailed balance computations yield related reversible measures in

a similar form. However, we will present in Section 5.3 a more constructive
strategy to obtain reversible measures for the transition operators Πα from
those of the splitting operator Pα. Hence, we postpone the actual proof of
reversibility (item (b) in the theorem below) to that section. There, we will
apply this method tomodels with different splitting mechanisms as introduced
in Section 5.2.

We note that part of this theorem was already proved in [65] with the help
of direct – somewhat tedious – computations with hypergeometric functions
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and that IEMd is recovered by choosing α = ((1, 1), (1, 1)).

Theorem 5.4 (self-duality for discrete immediate exchange models).
For all α = (αx,α) = ((αxt, αxb ), (αyt, αyb )), let Πα be the transition oper-
ator of IEMd(α) as defined in (5.9). Recall the notation α̂ = (|αx |, |αy |) =

(αxt + αxb, αyt + αyb ).
Then, if αxt = αyt , we have:

(a) For • ∈ {−,+, ◦}, the operators K •,α̂ in (5.18) and Πα commute.

(b) For all λ ∈ (0, 1), the following product measures µ̂λ on N2
0

µ̂λ = Gammad(|αx |, λ) ⊗ Gammad(|αy |, λ)

are reversible measures for Πα.

As a consequence of (a) and (b), we get:

(c) The process with transition operator Πα is self-dual with jointly factorized
self-duality functions

D(ξ(x), η(x)) = dx (ξ(x), η(x)) · dy (ξ(y), η(y)) ,

for ξ, η ∈ N{x,y }0 , where the single-site self-duality function dx takes either
one of the following forms (cf. also (3.80)):

dx (k, n) =
Γ(|αx |)

Γ(|αx | + k)
n!

(n − k)!
1{k≤n } (5.19)

dx (k, n) = 2F1
[
−k − n
|αx |

;−c
]
, c ∈ R , (5.20)

and, analogously, for dy .

Proof. The commutation in (a) is a consequence of Lemma 5.3, the assumption
αxt = αyt and Lemma 5.2:

Π
αK •,α̂ ?

= Γ−1PαE ΓΓ−1K •,αΓ = Γ−1PαE K •,αΓ

= Γ−1K •,αPαE Γ
C
= Γ−1K •,αΓ−1ΓPαE Γ = K •,α̂Πα ,

where? and C follow, respectively, from Lemma 5.3 – and, in particular, from
ΓΓ−1K •,αΓ = K •,αΓ – and Γ−1ΓPαE Γ = PαE Γ , i.e. the fact that the com-
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position of the splitting and exchange mechanisms depends only on the total
wealths of each agent.

Item (b) may be checked directly by detailed balance computation. How-
ever, we will provide another proof in Section 5.3.

The fact that these symmetries lead to the self-duality function (5.19) fol-
lows from the general strategy for obtaining self-duality functions from sym-
metries in [18], [19] and [62]. In particular, the self-duality function (5.19),
resp. (5.20), arises by acting with the symmetry exp K +,α̂, resp. unitary sym-
metries as in [18], on the cheap self-duality function coming from the re-
versible measures µ̂λ , yielding item (c). �

5.2 Further generalizations of immediate exchange
models

In this section, we present further generalizations of models with split-
ting, exchange and addition mechanisms and obtain reversible measures and
self-duality relations. We base our discussion on selecting different splitting
mechanisms related to thermalization of those conservative interacting parti-
cle systems and conservative interacting diffusion processes thoroughly studied
in Chapter 3.

5.2.1 Models based on thermalization of SEP

We consider the following splitting mechanism in these models.
Af first, the initial wealth of each agent is redistributed – independently for

the two agents – over its two “top” and “bottom pockets” having both a max-
imal capacity, i.e. the pockets contain a fixed number of “slots” in which only
one “coin” at the time can fit. Given this “pocket-structure”, each agent places
one coin at the time in one of the non-occupied slots, uniformly chosen among
the two pockets. Therefore, the model has four positive integers as parame-
ters, the maximal capacities of the pockets, which we denote by αxt, αxb, αyt
and αyb ∈ N.

More precisely, for agent x , say, nx ∈ N0 coins are redistributed over two
pockets with maximal capacities αxt and αxb ∈ N according to a hypergeomet-
ric distribution with parameters nx, (αxt, αxb ), i.e. nx ∈ {0, . . . , αxt + αxb } is
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split in (kx, nx − kx ) with kx having distribution

wn,(α,α′)(k) =
(α
k
) ( α′

n−k
)(α+α′

n
) 1{k≤α} , (5.21)

with n = nx and (α, α′) = (αxt, αxb ).
We read out of this splitting mechanism just described a thermalization

procedure of two independent symmetric exclusion processes SEP(αx ) and
SEP(αy ), with αx = (αxt, αxb ) and αy = (αyt, αyb ), whose infinitesimal gener-
ators – we recall from e.g. Section 3.a – are given by

LSEP(αx )ϕ(kx, `x ) = kx (αxb − `x ) (ϕ(kx − 1, `x + 1) − ϕ(kx, `x ))
+ `x (αxb − kx ) (ϕ(kx + 1, `x − 1) − ϕ(kx, `x )) ,

for ϕ ∈ V2 and kx ∈ {0, . . . , αxt }, `x ∈ {0, . . . , αxb }. An analogous expression
holds for the generator of SEP(αy ).

The connection is motivated from the fact that reversible measures of
SEP(αx ) are product of Binomial distributions with parameters αxt , αxb and
with equal success probability, i.e.

µλ = Binomial(αxt,
λ

1+λ ) ⊗ Binomial(αxb,
λ

1+λ ) , λ ∈ (0,∞) ,

which, conditioned on total number of particles being equal to nx ∈

{0, . . . , |αx |}, yields a Hypergeometric distribution as in (5.21) for the first
coordinate.

As a consequence, we can write the corresponding splitting operator Pα –
in analogy with (5.9) – as follows:

Pϕ(kx, `x, ky, `y )

= lim
t→∞

(
E
SEP(αx )

(kx ,`x )
⊗ E

SEP(αy )

(ky ,`y )

) [
ϕ(kx (t ), `x (t ), ky (t ), `y (t ))

]
, (5.22)

or, equivalently, if we use the definition of the functions wn,(α,α′) in (5.21),

Pϕ(kx, nx − kx, ky, ny − kx )

=

nx∑
kx=0

ny∑
ky=0

wnx ,(αxt ,αxb )
(kx )wny ,(αyt ,αyb )

(ky ) ϕ(kx, nx − kx, ky, ny − ky ) ,

(5.23)
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for all ϕ ∈ V4, and compose this splitting mechanism with exchange and addi-
tion as in the previous section obtaining the transition operator of a SEP(α)-
based discrete immediate exchange model:

Π
α = Γ−1PαE Γ . (5.24)

In analogy with what has been discussed in Section 5.1.3, we have symmetries
for the splitting operator given by

K −,α = K−,αxt
xt +K

−,αxb
xb +K

−,αyt
yt +K

−,αyb
xb

K +,α = K+,αxt
xt +K

+,αxb
xb +K

+,αyt
yt +K

+,αyb
xb

K ◦,α = K◦,αxt
xt +K

◦,αxb
xb +K

◦,αyt
yt +K

◦,αyb
xb ,

where we have adopted the same notation of Section 5.1.3 with single-site op-
erators K•,α defined, for all α ∈ N and ϕ ∈ V1, as

K−,αϕ(n) = n ϕ(n − 1)
K+,αϕ(n) = (α − n) ϕ(n + 1)
K◦,αϕ(n) = (α2 − n) ϕ(n) .

We remark that the operators {K−,α,K+,α,K◦,α} are, for all α ∈ N, generators
of a (left) discrete representation of the SU(2) algebra.

These symmetries K •,α, with • ∈ {−,+, ◦}, commute with the exchange
operator E if and only if αxt = αyt , i.e. the parameters of the representations
of SU(2) for the sites where the exchange takes place have to be the same.
Moreover, these operators have the same additive structure of the symmetries
considered in the previous section, i.e.

K •,αΓ = ΓK •,α̂ ,

where α̂ = (|αx |, |αy |) = (αxt + αxb, αyt + αyb ) and

K •,α̂ϕ(nx, ny )

= (αxt + αxb − nx ) ϕ(nx + 1, ny ) + (αyt + αyb − ny ) ϕ(nx, ny + 1) , (5.25)

for ϕ ∈ V2. As a consequence, we obtain the following analogue of Theorem
5.4.

Theorem 5.5. For all α = (αx,α) = (αxt, αxb, αyt, αyb ) ∈ (0,∞)4, let Πα be the
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transition operator of the SEP(α)-based immediate exchange model as defined in
(5.24).

Then, if αxt = αyt , we have:

(a) For • ∈ {−,+, ◦}, the operators K •,α̂ in (5.25) and Πα commute.

(b) For all λ ∈ (0,∞), the following product measures µ̂λ on {0, . . . , |αx |} ×

{0, . . . , |αy |}

µ̂λ = Binomial(|αx |,
λ

1+λ ) ⊗ Binomial(|αy |,
λ

1+λ )

are reversible measures for Πα.

As a consequence of (a) and (b), we get:

(c) The process with transition operator Πα is self-dual with jointly factorized
self-duality functions

D(ξ(x), η(x)) = dx (ξ(x), η(x)) · dy (ξ(y), η(y)) ,

for ξ, η ∈ {0, . . . , |αx |} × {0, . . . , |αy |}, where the single-site self-duality
function dx takes either one of the following forms (cf. also (3.80)):

dx (k, n) =
(|αx | − k)!
|αx |!

n!
(n − k)!

1{k≤n } (5.26)

dx (k, n) = 2F1
[
−k − n
−|αx |

; c
]
, c ∈ R , (5.27)

and, analogously, for dy .

5.2.2 Models based on thermalization of IRW

We follow the same ideas presented in the previous section to generalize
discrete immediate exchange models to models where the splitting mechanism
arises from thermalization of independent random walkers.

More precisely, given the parameters α = (αx,αy ) = ((αxt, αxb ), (αyt, αyb )),
by “running for an infinite time” IRW(αx ) between the top and bottom pock-
ets of agent x and – independently and analogously – IRW(αy ) for agent y, we
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obtain the following “Binomial” splitting rule, i.e.

Pϕ(kx, `x, ky, `y )

= lim
t→∞

(
E
IRW(αx )

(kx ,`x )
⊗ E

IRW(αy )

(ky ,`y )

) [
ϕ(kx (t ), `x (t ), ky (t ), `y (t ))

]
, (5.28)

where

Pϕ(kx, `x, ky, `y )

=

nx∑
kx=0

ny∑
ky=0

wnx ,(αxt ,αxb )
(kx )wny ,(αyt ,αyb )

(ky ) ϕ(kx, nx − kx, ky, ny − ky ) ,

(5.29)

with

wn,(α,α′)(k) =
(
n
k

) ( α
α′

)k (
α′

α + α′

)n
, k ∈ {0, . . . , n} .

We note that this Binomial-type of splitting occurs because stationary distri-
butions for IRW(αx ) are products of Poisson distributions in the following
form

µλ = Poisson(αxtλ) ⊗ Poisson(αxbλ) , λ ∈ (0,∞) .

Also in this case, a set of symmetries for the splitting operator arise from
the abstract form of the IRW-generator. Namely,

K −,α = K−,αxt
xt +K

−,αxb
xb +K

−,αyt
yt +K

−,αyb
xb

K +,α = K+,αxt
xt +K

+,αxb
xb +K

+,αyt
yt +K

+,αyb
xb ,

where the single-site operators K•,α are given, for all α > 0 and • ∈ {−,+}, by

K−,αϕ(n) = n ϕ(n − 1)
K+,αϕ(n) = α ϕ(n + 1) .

We remark that, for all α > 0, the operators {K−,α,K+,α} are generators of a
(left) discrete representation of the so-called Heisenberg algebra.

By similar arguments as in Section 5.1.3, we recover analogues of Lemmas
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5.2–5.3, in which, provided that αxt = αyt , the operators

K −,α̂ = K−,αxt+αxb
x +K

−,αyt+αyb
y

K +,α̂ = K+,αxt+αxb
x +K

+,αyt+αyb
y (5.30)

commute with the splitting-exchange-addition transition operator Πα defined
in terms of Pα (cf. (5.28)) as

Π
α = Γ−1PαE Γ . (5.31)

We list below properties and self-duality of this type of models.

Theorem 5.6. For all α = (αx,α) = (αxt, αxb, αyt, αyb ) ∈ (0,∞)4, let Πα be the
transition operator of the IRW(α)-based immediate exchange model as defined in
(5.31).

Then, if αxt = αyt , we have:

(a) For • ∈ {−,+, ◦}, the operators K •,α̂ in (5.30) and Πα commute.

(b) For all λ ∈ (0,∞), the following product measures µ̂λ on N
{x,y }
0

µ̂λ = Poisson(|αx |λ) ⊗ Poisson(|αy |λ) , λ ∈ (0,∞) ,

are reversible measures for Πα.

As a consequence of (a) and (b), we get:

(c) The process with transition operator Πα is self-dual with jointly factorized
self-duality functions

D(ξ(x), η(x)) = dx (ξ(x), η(x)) · dy (ξ(y), η(y)) , ξ, η ∈ N
{x,y }
0 ,

where the single-site self-duality function dx takes either one of the following
forms (cf. also (3.79)):

dx (k, n) =
1
|αx |k

n!
(n − k)!

1{k≤n } (5.32)

dx (k, n) = 2F0
[
−k − n
−

;−
c
|αx |

]
, c ∈ R , (5.33)

and, analogously, for dy .
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5.2.3 Models based on thermalization of interacting diffusions

We conclude this section by showing that continuum immediate exchange
models with self-duality as well as duality with discrete counterparts may be
constructed if the splitting part is modeled according to thermalization of
those interacting diffusion processes presented in Section 3.1.6 of Chapter 3.
We have seen that these interacting diffusions may arise as many-particle lim-
its of their discrete analogues (cf. Section 3.1.6) as well as satisfy intertwining
relations with the corresponding particle systems (cf. Propositions 3.20, 3.22
and 3.28 in Chapter 3).

In particular, we focus on two (possibly degenerate) diffusion processes
on two sites whose generators L are the following first and second-order dif-
ferential operators, defined for all α, α′ > 0 and smooth functions ϕ ∈ V2
(where we keep the notation Vm to denote now functions ϕ : [0,∞)m → R),
respectively, as

L IRW(α,α′)ϕ(z, z ′) = −(α′z − αz ′) (∂z − ∂z′) ϕ(z, z ′) (5.34)

and

L SIP(α,α′)ϕ(z, z ′) = −(α′z − αz ′) (∂z − ∂z ) ϕ(z, z ′) + z z ′ (∂z − ∂z′)2ϕ(z, z ′) .
(5.35)

The diffusion processes associated to the first generator (5.34) is a deterministic
process (= degenerate diffusion) on two sites whose absorbing stable point, if
starting from the configuration (z, z ′) ∈ [0,∞)2, is given by(

α
α+α′ (z + z ′) , α′

α+α′ (z + z ′)
)
.

We recognize in the process associated to the second generator (5.35) the so-
called BEP(α) (see e.g. Section 3.1.6 for the homogeneous process while Propo-
sition 3.28 for its inhomogeneous counterpart). For this process, the reversible
measures are products of Gamma distributions with equal scale parameter,
namely

µλ = Gamma(α, λ) ⊗ Gamma(α′, λ) , λ ∈ (0,∞) ,

where the explicit form of Gamma(α, λ) may be found in (3.21).
By observing that for two independent random variables X and Y dis-

tributed according to Gamma(α, λ) and Gamma(α′, λ), respectively, one ob-
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tains
X

X +Y
∼ Beta(α, α′) ,

we have all information needed to construct two continuum immediate ex-
change models from a thermalization procedure of the above diffusion pro-
cesses: a first deterministic one, whose splitting mechanisms prescribing that
the agents allocate a deterministic – fixed from the “pocket parameters ”
αxt, αxb, αyt and αyb ∈ (0,∞) – fraction of their wealth to their top pockets; a
second stochastic one, whose fraction of wealth assigned to the top pockets is
stochastic and distributed according to Beta distributions.

Also in this case, symmetries for the splitting operators arise from co-
products of (right) continuum representations of Lie algebras (Heisenberg for
the deterministic model and SU(1, 1) for the stochastic splitting model) and,
under the assumption of choosing the pocket parameters accordingly, namely
αxt = αyt , we obtain symmetries for the full splitting-exchange-addition tran-
sition operator (cf. e.g. [19, Section 5] for further details).

We further observe that from the knowledge of symmetries and reversible
measures, we obtain self-duality relations for these continuum models of
wealth/mass/energy exchange, while from the intertwining relations with the
discrete models or from the many-particle limiting procedure and self-duality
of the particle exchange models, duality between continuum and associated
discrete immediate exchange models follows. Moreover, we note that for the
choice αxt = αxb = αyt = αyb = 1 in the “Beta”-splitting model, the splitting
mechanism corresponds to a thoroughly-studied model of heat conduction,
the so-called KMP-model [86].

We summarize precise definitions and results for the above-mentioned
stochastic model in the following theorem.

Theorem 5.7. Let α = (αx,αy ) = ((αxt, αxb ), (αyt, αyb )). We define a model of
splitting, exchange and addition of continuous wealth as the process in which, at
discrete (ormean-one exponential) times, agents x and y split, exchange and add-up
their updated wealth according to the following transition operator

Π
α = Γ−1PαE Γ ,

where the operatorsE , Γ and Γ−1 are those defined in Section 5.1, while the splitting
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operator Pα is given for ϕ ∈ V4 by

Pαϕ(zx, ux, zy, uy ) =
∫ 1

0

∫ 1

0
w(αxt ,αxb )

(εx )w(αyt ,αyb )
(εy ) ×

× ϕ(εx (zx + ux ), (1 − εx )(zx + ux ), εy (zy + uy ), (1 − εy )(zy + uy )) dεx dεy ,
(5.36)

with
w(α,α′)(ε) =

Γ(α + α′)

Γ(α) Γ(α′)
εα−1 (1 − ε)α

′−1 , ε ∈ (0, 1) .

Then, if αxt = αyt , we have:

(a) Πα has the following product measures

µλ = Gamma(|αx |, λ) ⊗ Gamma(|αy |, λ), λ ∈ (0,∞) ,

as reversible measures.

(b) Πα is self-dual with jointly factorized self-duality function

D(υ, ζ ) = dx (υ(x), ζ (x)) · dy (υ(y), ζ (y)) , υ, ζ ∈ [0,∞){x,y } ,

whose single-site self-duality functions are given, by (cf. e.g. (3.84))

dx (v, z) = 0F1
[
−

|αx |
;−cvz

]
, c ∈ R ,

and, analogously, for dy .

(c) The α-discrete and α-continuum processes with transition operators Πα

given, respectively, in Theorem 5.4 and in the present theorem are dual with
jointly factorized duality function

D(ξ, ζ ) = dx (ξ(x), ζ (x)) · dy (ξ(y), ζ (y)) ,

with ξ ∈ N{x,y }0 , ζ ∈ [0,∞){x,y } and single-site duality functions given by

dx (k, z) = 1F1
[
−k
|α |x

; c z
]
, c ∈ R ,

and, analogously, for dy .
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5.3 Reversible measures for generalized immediate ex-
change models

In this section, we discuss a more general strategy to obtain reversible mea-
sures for more abstract models with splitting, exchange and addition mecha-
nisms from those of the splitting part of the dynamics only. This scheme
exploits the form of the abstract transition operator Π, namely

Π = Γ−1PE Γ , (5.37)

and its relation with the splitting operator P . In order to do so, we need to
choose the generalized inverse Γ−1 : V4 → V2 in a special form. To this
purpose, we introduce the notion of µ-canonical generalized inverse of Γ in
the following definition.

Definition 5.8 ( µ-canonical generalized inverse). For any measure µ on
N4
0, the operator Γ

−1 : V4 → V2 in (5.37) is said to be µ-canonical if, for all
ϕ ∈ V4,

Γ−1ϕ(nx, ny ) :=
∑

(kx ,`x ,ky ,`y )∈N40
kx+`x=nx
ky+`y=ny

ϕ(kx, `x, ky, `y ) ·
µ(kx, `x, ky, `y )

µ̂(nx, ny )
,

where µ̂ := µ ◦ γ is the image measure of µ under γ.

Remark that saying that Γ−1 is µ-canonical means

Γ−1ϕ(nx, ny ) = Eµ
[
ϕ(·)

�� kx + `x = nx, ky + `y = ny
]
. (5.38)

We first prove some elementary properties of this version of Γ−1.

Lemma 5.9. Let Γ : V2 → V4 be the operator in (5.37) and Γ−1 be µ-canonical
for some µ. Then we have:

(i) Γ−1Γϕ(nx, ny ) = ϕ(nx, ny ) for ϕ ∈ V2 and (nx, ny ) ∈ N
2
0 .

(ii)
∫
Γϕ dµ =

∫
ϕ d µ̂ for ϕ ∈ V2 .

(iii)
∫
Γ−1ϕ d µ̂ =

∫
ϕ dµ for ϕ ∈ V4 .

(iv) Γ−1(Γϕ · φ) = ϕ · Γ−1φ for ϕ ∈ V2 and φ ∈ V4 .
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Proof. Items (i) and (ii) follow from the definition. For item (iii), by definition
of γ : N4

0 → N
2
0 and the law of total probability, we get∫

Γ−1ϕ ϕ d µ̂

=
∑

(nx ,ny )∈N
2
0

Eµ
[
ϕ

�� kx + `x = nx, ky + `y = ny
��] µ̂((nx, ny ))

=
∑

(nx ,ny )∈N
2
0

Eµ
[
ϕ

�� kx + `x = nx, ky + `y = ny
��] µ(γ−1{(nx, ny )})

= Eµ [ϕ] ,

where we remind that

γ−1(nx, ny ) := {(k ′x, ` ′x, k ′y, ` ′y ) : k ′x + ` ′x = nx, k ′y + ` ′y = ny } ⊂ N
4
0 .

For part (iv), for any ϕ ∈ V2 and φ ∈ V4 we have

(Γ−1(Γϕ · φ)) (nx, ny )

= Eµ
[
(Γϕ) · φ

�� kx + `x = nx, ky + `y = ny
]

= ϕ(nx, ny ) · Eµ
[
φ
�� kx + `x = nx, ky + `y = ny

]
= ϕ(nx, ny ) · Γ

−1φ(nx, ny ) ,

where this last identity is a consequence of the µ-canonical form of Γ−1, cf.
(5.38). �

We discuss below a condition to recover reversibility of the process Π =
Γ−1PE Γ in terms of the reversible measure for P anytime the generalized
inverse Γ−1 is canonical w.r.t. the reversible measure for P .

Proposition 5.10. Let µ be an probability measure on N4
0 invariant under the

exchange map E , reversible for the process P , and assume moreover that

Γ−1PE Γ = Γ−1E PΓ , (5.39)

with Γ−1 being µ-canonical. Then µ̂ := µ ◦ γ is a reversible measure for the
operator in (5.39), i.e. Π in (5.37).
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Proof. First note that for all ϕ, ψ ∈ V4,∫
ϕ (E ψ) dµ =

∫
(E ϕ)ψ dµ , (5.40)

by invariance of µ under E and since E −1 = E . Therefore, for any ϕ, ψ ∈ V2,
by Lemma 5.9, we have∫

(Πϕ)ψ d µ̂ =
∫
(Γ−1PE Γϕ)ψ d µ̂

(i)
=

∫
(Γ−1PE Γϕ) (Γ−1Tγψ) d µ̂

(iv)
=

∫
Γ−1[(PE Γϕ) (Γψ)] d µ̂

(iii)
=

∫
(PE Γϕ) (Γψ) dµ

(5.40)
=

∫
(Γϕ) (E P ∗Γψ) dµ .

By reversibility of P w.r.t. µ, i.e. P ∗ = P , we further get∫
(Πϕ)ψ d µ̂ =

∫
(Γϕ) (E PΓψ) dµ

(iii)
=

∫
Γ−1[(Tγϕ) (E PΓψ)] d µ̂

(iii)
=

∫
(Γ−1Γϕ) (Γ−1E PΓψ) d µ̂

(i)
=

∫
ϕ (Γ−1E PΓψ) d µ̂

(5.39)
=

∫
ϕ (Γ−1PE Γψ) d µ̂ =

∫
ϕ (Πψ) d µ̂ ,

which concludes the proof. �

We conclude this discussion by providing a useful criterion for condition
(5.39) to hold. This criterion is the key to obtain reversible measures for any
generalized immediate exchange model presented in this chapter. We recall
that

Γ−1Γϕ = ϕ (5.41)

for all ϕ ∈ V2, while, in general,

ΓΓ−1ψ , ψ

for some ψ ∈ V4.

Proposition 5.11. If the redistribution operator P is such that

P = ΓΓ−1 , (5.42)
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then condition (5.39) holds.

Proof. The proof is straightforward by using (5.42) and (5.41):

Γ−1PE Γ
(5.42)
= Γ−1ΓΓ−1E Γ

(5.41)
= Γ−1E Γ

(5.41)
= Γ−1E ΓΓ−1Γ

(5.42)
= Γ−1E PΓ .

�

Proof of reversibility of models of Sections 5.1–5.2. In view of Propo-
sitions 5.10–5.11 and the definition of the splitting operators Pα in terms of
conservative systems thermalizations, we may derive – without the need of
carrying out detailed balance computations – all reversible product measures
for all transition operators Πα considered.

Indeed, we first observe that the thermalization procedure employed to
define the splitting mechanism yields automatically (product) reversible mea-
sures

µλ = νxt,λ ⊗ νxb,λ ⊗ νyt,λ ⊗ νyb,λ (5.43)

for the operator Pα. Secondly, the choice αxt = αyt of the parameters and the
product structure of the measures (5.43) ensures the invariance of µ w.r.t. the
exchange operator E . Furthermore, it follows from the definitions of the split-
ting operators Pα in (5.4), (5.10), (5.23), (5.29) and (5.36) that these splitting
operators are in the form (5.42) with Γ−1 being µλ -canonical.

As a consequence of these considerations, Proposition 5.10 applies to all
models considered and the reversible measures µ̂λ = µλ ◦ γ for Πα obtained
maintain the product form, i.e.

µ̂λ = ν̂x,λ ⊗ ν̂y,λ .

Moreover, due to the additive structure of Gammad, Binomial, Poisson and
Gamma distributions, we get that

νxt,λ ⊗ νxb,λ = Gammad(αxt, λ) ⊗ Gammad(αxb, λ) , λ ∈ (0, 1) ,

yields
ν̂x,λ = Gammad(αxt + αxb, λ) ,

and, similarly, for ν̂y,λ and the remaining Binomial, Poisson and Gamma dis-
tributions.







Bibliography

[1] Andres, S. Invariance principle for the random conductance model with
dynamic bounded conductances. Annales de l’Institut Henri Poincaré,
Probabilités et Statistiques 50, 352–374 (2014).

[2] Andres, S., Chiarini, A., Deuschel, J.-D. & Slowik, M. Quenched invari-
ance principle for randomwalks with time-dependent ergodic degenerate
weights. The Annals of Probability 46, 302–336 (2018).

[3] Avena, L., Blondel, O. & Faggionato, A. Analysis of random walks in
dynamic random environments via L2-perturbations. Stochastic Processes
and their Applications 128, 3490–3530 (2018).

[4] Ayala, M., Carinci, G. & Redig, F. Quantitative Boltzmann–Gibbs Prin-
ciples via Orthogonal Polynomial Duality. Journal of Statistical Physics
171, 980–999 (2018).

[5] Bambusi, D., Carati, A., Maiocchi, A. &Maspero, A. Some Analytic Re-
sults on the FPU Paradox. in Hamiltonian Partial Differential Equations
and Applications (eds. Guyenne, P., Nicholls, D. & Sulem, C.) 235–254
(Springer New York, 2015).

[6] Bensoussan, A., Lions, J.-L. & Papanicolaou, G. Asymptotic analysis for
periodic structures. (North-Holland Pub. Co., Elsevier North-Holland,
1978).

[7] Bertini, L., De Sole, A., Gabrielli, D., Jona-Lasinio, G. & Landim, C.
Macroscopic fluctuation theory. Reviews of Modern Physics 87, 593–636
(2015).

[8] Bertini, L. & Giacomin, G. Stochastic Burgers and KPZ Equations from
Particle Systems. Communications in Mathematical Physics 183, 571–607
(1997).

223



224 bibliography

[9] Billingsley, P. Convergence of probability measures. (Wiley, 1999).

[10] Biskup, M. An invariance principle for one-dimensional random walks
among dynamical random conductances. arXiv:1809.05401 (2018).

[11] Biskup, M. Recent progress on the Random Conductance Model. Proba-
bility Surveys 8, 294–373 (2011).

[12] Biskup, M.&Rodriguez, P.-F. Limit theory for randomwalks in degener-
ate time-dependent random environments. Journal of Functional Analysis
274, 985–1046 (2018).

[13] Borodin, A., Corwin, I. & Gorin, V. Stochastic six-vertex model. Duke
Mathematical Journal 165, 563–624 (2016).

[14] Böttcher, B. Feller evolution systems: Generators and approximation.
Stochastics and Dynamics 14, 1350025 (2014).

[15] Bricmont J., Science of chaos, or chaos in science? Physicalia Magazine
17, 159–208 (1995).

[16] Calvino, I., Lettura di un’onda. in Palomar (Oscar Mondadori, 1994).

[17] Caputo, P., Liggett, T. M. & Richthammer, T. Proof of Aldous’ spectral
gap conjecture. Journal of the American Mathematical Society 23, 831–851
(2010).

[18] Carinci, G., Franceschini, C., Giardinà, C., Groenevelt, W. & Redig,
F. Orthogonal dualities of Markov processes and unitary symmetries.
arXiv:1812.08553 (2018).

[19] Carinci, G., Giardinà, C., Giberti, C. &Redig, F. Dualities in population
genetics: A fresh look with new dualities. Stochastic Processes and their
Applications 125, 941–969 (2015).

[20] Carinci, G., Giardinà, C., Giberti, C. & Redig, F. Duality for Stochastic
Models of Transport. Journal of Statistical Physics 152, 657–697 (2013).

[21] Carinci, G., Giardinà, C., Redig, F. & Sasamoto, T. A generalized asym-
metric exclusion process withUq (sl2) stochastic duality. Probability The-
ory and Related Fields 166, 887–933 (2016).



225

[22] Carinci, G., Giardinà, C., Redig, F. & Sasamoto, T. Asymmetric Stochas-
tic Transport Models with Uq (su(1, 1)) Symmetry. Journal of Statistical
Physics 163, 239–279 (2016).

[23] Cercignani, C. Ludwig Boltzmann: the man who trusted atoms. (Oxford
University Press, 1998).

[24] Chakrabarti, B. K., Chakraborti, A., Chakravarty, S. R. & Chatterjee,
A., Econophysics of Income andWealth Distributions. (Cambridge Univer-
sity Press, 2013).

[25] Chen, Z.-Q., Croydon, D. A. & Kumagai, T. Quenched invariance prin-
ciples for random walks and elliptic diffusions in random media with
boundary. The Annals of Probability 43, 1594–1642 (2015).

[26] Choi, M. C. H. & Patie, P. A Sufficient Condition for Continuous-Time
Finite Skip-Free Markov Chains to Have Real Eigenvalues. inMathemati-
cal and Computational Approaches in Advancing Modern Science and Engi-
neering (eds. Bélair, J. et al.) 529–536 (Springer International Publishing,
2016).

[27] Choi, M. C. H. & Patie, P. Skip-free Markov chains. arXiv:1903.00139
(2019).

[28] Conrad, N. D., Weber, M. & Schütte, C. Finding dominant structures
of nonreversible Markov processes. Multiscale Modeling & Simulation 14,
1319–1340 (2016).

[29] Corwin, I., Shen, H. &Tsai, L-C. ASEP(q, j) converges to the KPZ equa-
tion. Annales de l’Institut Henri Poincaré, Probabilités et Statistiques, 54,
995–1012 (2018).

[30] Dawson, D. A. & Greven, A. Spatial Fleming-Viot Models with Selection
and Mutation. (Springer International Publishing, 2014).

[31] DeMasi, A. & Presutti, E.Mathematical methods for hydrodynamic limits.
(Springer-Verlag, 1991).

[32] De Masi, A., Ianiro, N., Pellegrinotti, A. & Presutti, E. A survey of the
hydrodynamical behavior of many-particle systems. in Nonequilibrium
Phenomena II. From Stochastics to Hydrodynamics (eds. Montroll, E. W.
& Lebowitz, J. L.) 123-294 (North Holland Publishing Company, 1984).



226 bibliography

[33] Depperschmidt, A., Greven, A. & Pfaffelhuber, P. Tree-valued Fleming-
Viot dynamics with mutation and selection. The Annals of Applied Prob-
ability 22, 2560–2615 (2012).

[34] Derrida, B., Evans, M. R., Hakim, V. & Pasquier, V. Exact solution of
a 1D asymmetric exclusion model using a matrix formulation. Journal of
Physics A: Mathematical and General 26, 1493–1517 (1993).

[35] Deuschel, J.-D. & Slowik, M. Invariance principle for the one-
dimensional dynamic random conductance model under moment con-
ditions. RIMS Kokyuroku Bessatsu B59, 69–84 (2016).

[36] Diaconis, P., Fill, J. A. Strong stationary times via a new form of duality,
The Annals of Probability 18, 1483–1522 (1990).

[37] Dobrushin, R. L. Markov processes with a large number of locally inter-
acting components: existence of a limit process and its ergodicity. Prob-
lems of Information Transmission 7, 149–164 (1971).

[38] Etheridge, A. Some mathematical models from population genetics: École
d’ete de probabilités de Saint-Flour XXXIX-2009. (Springer, 2011).

[39] Etheridge, A., Freeman, N. & Penington, S. Branching Brownian mo-
tion, mean curvature flow and the motion of hybrid zones. Electronic
Journal of Probability 22 (2017).

[40] Ethier, S. N., Kurtz, T. G. Markov Processes: Characterization and Con-
vergence. (Wiley Series in Probability and Mathematical Statistics, 1986).

[41] Evans, L. C. Partial differential equations. (American Mathematical Soci-
ety, 2010).

[42] Faggionato, A. Bulk diffusion of 1D exclusion process with bond disor-
der. Markov Processes and Related Fields 13, 519–542 (2007).

[43] Faggionato, A. Hydrodynamic limit of symmetric exclusion processes in
inhomogeneous media. arXiv preprint arXiv:1003.5521 (2010).

[44] Faggionato, A. Hydrodynamic limit of zero range processes among ran-
dom conductances on the supercritical percolation cluster. Electronic
Journal of Probability 15, 259–291 (2010).



227

[45] Faggionato, A. Random walks and exclusion processes among random
conductances on random infinite clusters: homogenization and hydro-
dynamic limit. Electronic Journal of Probability 13, 2217–2247 (2008).

[46] Faggionato, A., Jara, M. & Landim, C. Hydrodynamic behavior of 1D
subdiffusive exclusion processes with random conductances. Probability
Theory and Related Fields 144, 633–667 (2009).

[47] Faggionato, A. Hydrodynamic limit of zero range processes among ran-
dom conductances on the supercritical percolation cluster. Electronic
Journal of Probability 15, 259–291 (2010).

[48] Faggionato, A. & Martinelli, F. Hydrodynamic limit of a disordered lat-
tice gas. Probability Theory and Related Fields 127, 535–608 (2003).

[49] Ferrari, P. A., Presutti, E., Scacciatelli, E. & Vares, M. E. The symmetric
simple exclusion process, I: Probability estimates. Stochastic Processes and
their Applications 39, 89–105 (1991).

[50] Ferrari, P. A., Presutti, E. & Vares, M. E. Local equilibrium for a one
dimensional zero range process. Stochastic processes and their applications
26, 31–45 (1987).

[51] Ferrari, P. A., Presutti, E. & Vares, M. E. Non equilibrium fluctuations
for a zero range process. Annales de l’Institut Henri Poincaré, section B 24,
237–268 (1988).

[52] Fill, J. A. On Hitting Times and Fastest Strong Stationary Times for
Skip-Free andMore General Chains. Journal of Theoretical Probability 22,
587–600 (2009).

[53] Fill, J. A. Strong stationary duality for continuous-time Markov chains.
Part I: Theory. Journal of Theoretical Probability 5, 45–70 (1992).

[54] Flajolet, P. & Sedgewick, R. Analytic combinatorics. (Cambridge Univer-
sity Press, 2009).

[55] Franceschini, C., Giardinà, C. Stochastic Duality and Orthogonal Poly-
nomials. Preprint, arXiv:1701.09115 (2016).

[56] Franceschini, C., Giardinà, C. & Groenevelt, W. Self-duality of Markov
processes and Intertwining Functions.Mathematical Physics, Analysis and
Geometry 21:29 (2018).



228 bibliography

[57] Fritz, J. Hydrodynamics in a symmetric random medium. Communica-
tions in Mathematical Physics 125, 13–25 (1989).

[58] Gallavotti, G.Nonequilibrium and Irreversibility. (Springer International
Publishing, 2014).

[59] Gärtner, J. Convergence towards Burger’s equation and propagation of
chaos for weakly asymmetric exclusion processes. Stochastic processes and
their applications 27, 233–260 (1987).

[60] Giacomin, G., Lebowitz, J. & Presutti, E. Deterministic and stochas-
tic hydrodynamic equations arising from simple microscopic model sys-
tems. in Mathematical Surveys and Monographs (eds. Carmona, R. & Ro-
zovskii, B.) 64, 107–152 (American Mathematical Society, 1999).

[61] Giardinà, C., Kurchan, J. & Redig, F. Duality and exact correlations for
a model of heat conduction. Journal of Mathematical Physics 48, 033301
(2007).

[62] Giardinà, C., Kurchan, J., Redig, F. & Vafayi, K. Duality and Hidden
Symmetries in Interacting Particle Systems. Journal of Statistical Physics
135, 25–55 (2009).

[63] C. Giardinà, F. Redig, K. Vafayi, Correlation inequalities for interacting
particle systems with duality. Journal of Statistical Physics 141, 242–263
(2010)

[64] Gilbert, T. Heat conduction and the nonequilibrium stationary states
of stochastic energy exchange processes. Journal of Statistical Mechanics:
Theory and Experiment 2017, 083205 (2017).

[65] van Ginkel, B., Redig, F. & Sau, F. Duality and Stationary Distributions
of the “Immediate Exchange Model” and Its Generalizations. Journal of
Statistical Physics 163, 92–112 (2016).

[66] Goldstein, S. Boltzmann’s Approach to Statistical Mechanics. in Chance
in Physics: Foundations and Perspectives (eds. Bricmont, J. et al.) 574, 39–
54 (Springer Berlin Heidelberg, 2001).

[67] Gonçalves, P. & Jara, M. Nonlinear Fluctuations of Weakly Asymmetric
Interacting Particle Systems. Archive for Rational Mechanics and Analysis
212, 597–644 (2014).



229

[68] Gonçalves, P. & Jara, M. Scaling Limits for Gradient Systems in Random
Environment. Journal of Statistical Physics 131, 691–716 (2008).

[69] Grimmett, G. Percolation. (Springer New York, 1999).

[70] Groenevelt, W. Orthogonal Stochastic Duality Functions from Lie Al-
gebra Representations. Journal of Statistical Physics (2018).

[71] Hairer, M. Solving the KPZ equation.Annals of Mathematics 178, 559–664
(2013).

[72] Harris, T. Nearest-neighbor Markov interaction processes on multidi-
mensional lattices. Advances in Mathematics 9, 66–89 (1972).

[73] Heinsalu, E. & Patriarca, M. Kinetic models of immediate exchange. The
European Physical Journal B 87, (2014).

[74] Horn, R. A. & Johnson, C. R. Matrix analysis. (Cambridge University
Press, 2012).

[75] Huillet, T. & Martinez, S. Duality and intertwining for discrete Markov
kernels: relations and examples. Advances in Applied Probability 43, 437–
460 (2011).

[76] Inglis, J., Neklyudov, M. & Zegarliński, B. Ergodicity for Infinite Par-
ticle Systems with Locally Conserved Quantities. Infinite Dimensional
Analysis, Quantum Probability and Related Topics 15, 1250005 (2012).

[77] Itô, K. Continuous additive S ′-processes. in Stochastic Differential Sys-
tems Filtering and Control (ed. Grigelionis, B.) 143–151 (Springer Berlin
Heidelberg, 1980).

[78] Jansen, S. & Kurt, N. On the notion(s) of duality for Markov processes.
Probability Surveys 11, 59-120 (2014).

[79] Jara, M. & Landim, C. Quenched non-equilibrium central limit theorem
for a tagged particle in the exclusion process with bond disorder. Annales
de l’Institut Henri Poincaré, Probability and Statistics 44, 341–361 (2008).

[80] Jara, M.&Menezes, O.Non-equilibriumFluctuations of Interacting Par-
ticle Systems. arXiv:1810.09526 (2018).

[81] Kallenberg, O. Foundations of modern probability. (Springer Science &
Business Media, 2006).



230 bibliography

[82] Kardar, M., Parisi, G. & Zhang, Y.-C. Dynamic Scaling of Growing In-
terfaces. Physical Review Letters 56, 889–892 (1986).

[83] Katriel, G. The Immediate Exchange model: an analytical investigation.
The European Physical Journal B 88, (2015).

[84] Keilson, J. & Kester, A. Monotone matrices and monotone Markov pro-
cesses. Stochastic Processes and their Applications 5, 231–241 (1977).

[85] Kipnis, C. & Landim, C. Scaling Limits of Interacting Particle Systems.
(Springer Berlin Heidelberg, 1999).

[86] Kipnis, C., Marchioro, C. & Presutti, E. Heat flow in an exactly solvable
model. Journal of Statistical Physics 27, 65–74 (1982).

[87] Koekoek, R., Lesky, P. A. & Swarttouw, R. F. Hypergeometric Orthog-
onal Polynomials and Their q-Analogues. (Springer Berlin Heidelberg,
2010).

[88] Kolokol’tsov, V. N. Stochastic monotonicity and duality for one-
dimensional Markov processes. Mathematical Notes 89, 652–660 (2011).

[89] Kozlov, S. M. Averaging of RandomOperators.Mathematics of the USSR-
Sbornik 37, 167–180 (1980).

[90] Kraaij, R. Stationary product measures for conservative particle systems
and ergodicity criteria. Electronic Journal of Probability 18, (2013).

[91] Kuan, J. An Algebraic Construction of Duality Functions for the
Stochastic Uq (A(1)n ) Vertex Model and Its Degenerations. Communica-
tions in Mathematical Physics 359, 121–187 (2018).

[92] Kuoch, K. & Redig, F. Ergodic theory of the symmetric inclusion pro-
cess. Stochastic Processes and their Applications 126, 3480-3498 (2016).

[93] Kurtz, T. G. Extensions of Trotter’s operator semigroup approximation
theorems. Journal of Functional Analysis 3, 354–375 (1969).

[94] Lebowitz, J. L. & Spohn, H. Microscopic basis for Fick’s law for self-
diffusion. Journal of Statistical Physics 28, 539–556 (1982).

[95] Lee, R. X. The existence and characterisation of duality of Markov pro-
cesses in the Euclidean space. (Ph.D. dissertation, University ofWarwick,
2013).



231

[96] Levin, D. A. & Peres, Y. Markov chains and mixing times. (American
Mathematical Society, 2017)

[97] Lewis, P. A. W. & Shedler, G. S. Simulation of nonhomogeneous Pois-
son processes by thinning.Naval Research Logistics Quarterly 26, 403–413
(1979).

[98] Liggett, T. M. Interacting particle systems. (Springer, 2005).

[99] Liggett, T. M. Stochastic Interacting Systems: Contact, Voter and Exclusion
Processes. 324, (Springer Berlin Heidelberg, 1999).

[100] Liverani, C. The appearance of noise like behaviour in deterministic dy-
namical systems: Chaos and randomness. in Stochastic Dynamics Out of
Equilibrium. Institut Henri Poincaré, Paris, France, 2017 (eds. Giacomin,
G., Olla, S., Saada, E., Spohn, H. & Stoltz, G.) 282 (Springer Interna-
tional Publishing, 2019).

[101] Maes, C. Elements of Nonequilibrium Statistical Mechanics. Lec-
ture notes available at http://itf.fys.kuleuven.be/~christ/pub/
leshouches.pdf.

[102] Maes, C. Inleiding tot de fysische thermodynamica. Lecture notes avail-
able at https://fys.kuleuven.be/itf/staff/christ/files/pdf/
thermodyn30jan2015.pdf.

[103] Maes, C. Non-Dissipative Effects in Nonequilibrium Systems. (Springer
International Publishing, 2018).

[104] Miclo, L. On the Markovian similarity. in Séminaire de Probabilités
XLIX. Lecture Notes in Mathematics (eds. Donati-Martin C., Lejay A.,
Rouault A.) 2215, 375–403 (Springer, 2016).

[105] Mitoma, I. Tightness of probabilities on C ([0, 1];Y ′) and D([0, 1];Y ′).
The Annals of Probability 14, 989–999 (1983).

[106] Möhle, M. The concept of duality and applications to Markov pro-
cesses arising in neutral population genetics models. Bernoulli 5, 761–777
(1999).

[107] Mourrat, J.-C. & Otto, F. Anchored Nash inequalities and heat kernel
bounds for static and dynamic degenerate environments. Journal of Func-
tional Analysis 270, 201–228 (2016).

http://itf.fys.kuleuven.be/~christ/pub/leshouches.pdf
http://itf.fys.kuleuven.be/~christ/pub/leshouches.pdf
https://fys.kuleuven.be/itf/staff/christ/files/pdf/thermodyn30jan2015.pdf
https://fys.kuleuven.be/itf/staff/christ/files/pdf/thermodyn30jan2015.pdf


232 bibliography

[108] Nagy, K. Symmetric random walk in random environment in one di-
mension. Periodica Mathematica Hungarica 45, 101–120 (2002).

[109] Nándori, P. Local Equilibrium in Inhomogeneous Stochastic Models of
Heat Transport. Journal of Statistical Physics 164, 410–437 (2016).

[110] Nikiforov, A. F., Uvarov, V. B. & Suslov, S. K. Classical Orthogonal
Polynomials of a Discrete Variable. (Springer Berlin Heidelberg, 1991).

[111] Papanicolaou, G. & Varadhan, S. R. S. Boundary value problems with
rapidly oscillating random coefficients. Colloquia Mathematica Societatis
János Bolyai. Random Fields 27, 835–873 (1979).

[112] Patie, P., Savov, M. & Zhao, Y. Intertwining, Excursion Theory and
Krein Theory of Strings for Non-self-adjoint Markov Semigroups. to ap-
pear in The Annals of Probability, (2019).

[113] Peszat, S. & Zabczyk, J. Stochastic Partial Differential Equations with
Levy Noise: An Evolution Equation Approach. (Cambridge University
Press, 2007).

[114] Quastel, J. Diffusion of color in the simple exclusion process. Commu-
nications on Pure and Applied Mathematics 45, 623–679 (1992).

[115] Quastel, J. Weakly Asymmetric Exclusion and KPZ. in Proceedings of
the International Congress of Mathematicians 2010 (ICM 2010) 2310–2324
(Published by Hindustan Book Agency (HBA), India, 2011).

[116] Redig, F., Saada, E. & Sau, F. Symmetric simple exclusion process in
dynamic environment: hydrodynamics. arXiv:1811.01366 (2018).

[117] Redig, F. & Sau, F. FactorizedDuality, Stationary ProductMeasures and
Generating Functions. Journal of Statistical Physics 172, 980–1008 (2018).

[118] Redig, F. & Sau, F. Generalized immediate exchange models and their
symmetries. Stochastic Processes and their Applications 127, 3251–3267
(2017).

[119] Redig, F. & Sau, F. Stochastic Duality and Eigenfunctions. in Stochas-
tic Dynamics Out of Equilibrium (eds. Giacomin, G., Olla, S., Saada,
E., Spohn, H. & Stoltz, G.) 621–649 (Springer International Publishing,
2019).



233

[120] Redig, F. & Völlering, F. Random walks in dynamic random environ-
ments: a transference principle. The Annals of Probability 41, 3157–3180
(2013).

[121] Revuz, D. & Yor, M. Continuous Martingales and Brownian Motion.
(Springer Berlin Heidelberg, 1999).

[122] Ruelle, D. Thermodynamic formalism: the mathematical structures of
equilibrium statistical mechanics. (Cambridge University Press, 2004).

[123] Sandow, S. & Schütz, G. On Uq [SU(2)]-Symmetric Driven Diffusion.
Europhysics Letters (EPL) 26, 7–12 (1994).

[124] Schütz, G. M. Duality relations for asymmetric exclusion processes.
Journal of Statistical Physics 86, 1265–1287 (1997).

[125] Schütz, G. M. Fluctuations in Stochastic Interacting Particle Systems.
in Stochastic Dynamics Out of Equilibrium (eds. Giacomin, G., Olla, S.,
Saada, E., Spohn, H. & Stoltz, G.) 67–134 (Springer International Pub-
lishing, 2019).

[126] Schütz, G. & Sandow, S. Non-Abelian symmetries of stochastic pro-
cesses: Derivation of correlation functions for random-vertexmodels and
disordered-interacting-particle systems. Physical Review E 49, 2726–2741
(1994).

[127] Sidoravicius, V. & Sznitman, A.-S. Quenched invariance principles for
walks on clusters of percolation or among random conductances. Proba-
bility Theory and Related Fields 129, 219–244 (2004).

[128] Siegmund, D. The equivalence of absorbing and reflecting barrier prob-
lems for stochastically monotone Markov processes. The Annals of Prob-
ability 4, 914–924 (1976).

[129] Sinaî, Ya. G., The Limiting Behavior of a One-Dimensional Random
Walk in a Random Medium, Theory of Probability & Its Applications, 27,
256–268 (1982).

[130] Solomon, F. Random Walks in a Random Environment, The Annals of
Probability 3, 1–31 (1975).

[131] Spitzer, F. Interaction of Markov Processes. Advances in Mathematics 5,
246–290 (1970).



234 bibliography

[132] Spohn, H. Large Scale Dynamics of Interacting Particles. (Springer Berlin
Heidelberg, 1991).

[133] Spohn, H. Microscopic Time Reversibility and the Boltzmann Equa-
tion. in Chance in Physics: Foundations and Perspectives (eds. Bricmont, J.
et al.) 574, 55–59 (Springer Berlin Heidelberg, 2001).

[134] Sturm, A. & Swart, J. M. Pathwise Duals of Monotone and Additive
Markov Processes. Journal of Theoretical Probability 31, 932–983 (2018).

[135] Sudbury, A. & Lloyd, P. Quantum Operators in Classical Probability
Theory: II. The Concept of Duality in Interacting Particle Systems. The
Annals of Probability 23, 1816–1830 (1995).

[136] Varadhan, S. R. S. Nonlinear diffusion limit for a system with nearest
neighbor interactions. II. Pitman Research Notes in Mathematics 283, 75–
128 (1993).

[137] Varadhan, S. R. S. Stochastic Processes. (Courant Lecture Notes, 2007).

[138] Weber, M. Eigenvalues of non-reversible markov chains - a case study.
(Technical Report 17-13, ZIB, Takustr. 7, 14195 Berlin, 2017).

[139] Wentzell, A. D. Theorie zufälliger Prozesse (Akademie-Verlag, 1979).
Translation: A Course in the Theory of Stochastic Processes (McGraw-Hill,
1981).

[140] Yor, M., Intertwining of Bessel processes. Technical report, University
of California, Berkley (1988).







Summary

Within the mathematical statistical physics program of rigorously explain-
ing the emergence of macroscopic phenomena in terms of the underlying mi-
croscopic dynamics, stochastic interacting particle systems (IPS) play an em-
inent role. Introduced in the early '70s as simplified stochastic “cartoons”
of more realistic and complex microscopic Newtonian deterministic systems,
IPS, on the one side, enable an extensive modeling flexibility – the possibility
of describing particle interactions and, in turn, macroscopic systems of vari-
ous nature, e.g. attraction as well as repulsion, independence as well as “non-
linear” dependence. On the other side, they bear a significant reduction of the
set of assumptions needed to investigate scaling limits, especially if compared
to those required when studying more realistic Hamiltonian systems.

Interacting particle systems and, in particular, a subclass which we call
conservative factorized symmetric IPS are the main objects of this thesis. More
specifically, the first part is entirely dedicated to the derivation of the solution
to a linear heat (or diffusion) equation from an underlying microscopic system
modeled as a symmetric simple exclusion process in presence of dynamic ran-
dom conductances. The second part focuses on duality and self-duality, useful
mathematical tools in the context of Markov processes and, in particular, of
IPS, as they typically reduce the study of observables of complicated processes
to that of quantities of more tractable processes.

Duality plays a crucial role already in Chapter 2, in which we prove the
hydrodynamic behavior in path space for the symmetric simple exclusion pro-
cess in Zd evolving on uniformly bounded time-dependent conductances. To
achieve this result – the precise statement may be found in Theorem 2.3 –
we require essentially two assumptions: firstly, the association of the initial
conditions to a macroscopic profile, namely that the initial empirical density
of particles “approximates in probability” a suitable macroscopic density; sec-
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ondly, that the random walk evolving in the same dynamic environment dif-
fusively rescales to a Brownian motion. Duality – which may be recognized in
Sections 2.3.1–2.3.2 and, in particular, in Proposition 2.8 – ensures the connec-
tion between the evolution of the average empirical density of particles and
the expected position of the above-mentioned random walk.

This approach via duality in the study of hydrodynamic limits – although
it may not be considered as general and standard as other methods such as
those referred to as “entropy” and “relative entropy” methods (cf. e.g. [85]) –
has found several applications e.g. in [31] in the context of Glauber+Kawasaki
dynamics as well as in e.g. [42], [108] for symmetric exclusion processes in an
environment generated by static inhomogeneous conductances.

The main contribution presented in the chapter consists, first of all, in gen-
eralizing from the static to the dynamic context the techniques in [108], [42]
to prove the hydrodynamic limit at fixed macroscopic times, i.e. the hydrody-
namic behavior for finite-dimensional distributions. This extension consists,
essentially, in observing that a form of duality still holds between the occu-
pation variables of the particle system and suitable backward random walks
and, additionally, in noting that, due to the Feller property of these random
walks, an invariance principle for the random walks yields a convergence of
both forward and backward semigroups uniformly on bounded intervals of
time. This is, in brief, the content of Section 2.4.1.

Next, we push this convergence from convergence of finite-dimensional
distributions to convergence of the trajectories by proving pathwise tightness
of the empirical density fields. Indeed, while the decomposition (2.10) of the
empirical density fields is a key step in our proof as it yields a “closed equation”
for the empirical density fields, as a drawback this decomposition is incompat-
ible with the classical Aldous-Rebolledo tightness criterion (see e.g. [85]), the
latter being well-suited for semimartingale decomposition as in (2.9). There-
fore, we develop a tightness criterion based on the notion of uniform condi-
tional stochastic continuity of a process introduced in [137], which we show to
apply to symmetric simple exclusion processes in Zd equipped with uniformly
bounded dynamic conductances. We present the tightness criterion in its gen-
eral form in Section 2.c and apply it to our case in Section 2.4.2. We emphasize
that the uniform convergence w.r.t. time of the random walk semigroups to
those of Brownian motion plays in this criterion a crucial role.

The second part of the thesis deals with the problem of finding and char-
acterizing dual Markov processes and duality functions. More in detail, in
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Chapter 3 the focus is on conservative factorized symmetric IPS and dual-
ity functions in a special form, namely on duality functions which “jointly
(=w.r.t. both – original and dual – configurations) factorize” over the sites (cf.
Section 3.1). We refer to the factors of these jointly factorized duality func-
tions as single-site duality functions. Particle systems such as symmetric exclu-
sion, zero-range and symmetric inclusion processes belong to this class of IPS,
while duality and self-duality functions in this form include those studied in
e.g. [98, Chapter VIII] for the symmetric exclusion process (SEP), [31, §2.9.2]
for independent random walkers (IRW) and [20], [62] for the symmetric in-
clusion process (SIP).

The first result of the chapter, to be found in Theorem 3.3, is a characteri-
zation result: within the class of conservative factorized symmetric IPS, “non-
trivial” jointly factorized self-duality may be expected only for SEP, IRW and
SIP. Furthermore, from this result we also obtain the most general expression
of the “first” single-site self-duality function for these three particle systems.

As a second step, in Section 3.2, we study a general relation (3.23) between
jointly factorized duality functions and stationary product measures for the
original process. We use this relation for two purposes. First, in Section 3.2.3,
as a criterion to determine whether ergodic measures for systems with jointly
factorized duality are in product form. Then, in Section 3.3, as a method to
construct all single-site (self-)duality functions from the knowledge of the first
one only.

We combine this method with the explicit expression of the first single-site
self-duality function found in Theorem 3.3 to recover all possible jointly factor-
ized self-duality functions for SEP, IRW and SIP, as well as jointly factorized
duality functions with their associated (possibly improper) interacting diffu-
sions (see e.g. Section 3.1.6, where these interacting diffusions are introduced).
We note that all jointly factorized (self-)duality functions belong either to the
class of what we call “classical” duality (self-)functions – well-known in litera-
ture (see e.g. [62]) – or to the class of the so-called “orthogonal” (self-)duality
functions – which we express as products of suitable hypergeometric functions
– recently obtained also in [18] and [55]. We remark that, at this stage, we
have recovered only “candidate” (self-)duality functions, as they have all been
derived from the “candidate” first single-site self-duality functions of Theorem
3.3.

Building up on similar relations, we observe that these three particle sys-
tems and associated (im)proper interacting diffusions are intertwined bymeans
of products of Poisson distributions (Proposition 3.20) and its inverse inter-
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twiner (Proposition 3.22). As intertwining operators acting on duality func-
tions yield other duality functions (Theorem 4.15 as well as Section 3.b for an
application), self-duality relations for particle systems are transferred – via the
Poissonan intertwining operator – to duality relations with their associated
continuum processes and, further, to self-duality relations for the interacting
diffusions themselves, while – via the inverse intertwiner – we get the inverse
chain of implications. Moreover, due to the factorized form of both intertwin-
ers and (self-)duality functions, the jointly factorized form of (self-)duality
functions constructed in this way is preserved.

As a consequence, the action of all these intertwining relations may be
checked site by site, reducing the construction of the (self-)duality functions
to the determination of (exponential) generating functions of well-known hy-
pergeometric functions. This program is explained via tables in Section 3.4.4.
This procedure is then concluded if we ensure that at least one of – and, conse-
quently, all – these “candidate” (self-)duality functions is an actual (self-)duality
function. This final check is the content of Proposition 3.24, where we prove
self-duality for the above-mentioned (im)proper interacting diffusions; this
computation involves only first and second derivatives of simple hypergeo-
metric functions.

The chapter ends introducing a suitable class of conservative factorized
inhomogeneous IPS, which become central in the subsequent chapters and for
which an analogous program of derivation of jointly factorized (self-)duality
functions applies.

In Chapter 4, we relate duality relations for finiteMarkov processes to spec-
tral properties of the corresponding generators. In particular, if two Markov
generators share an eigenvalue, then the function constructed from the product
of the two generators’ eigenfunctions associated to that common eigenvalue is
a duality function. From this linear algebraic consideration, we further ex-
plore the connection between special instances of (self-)duality, such as those
involving “cheap” or “orthogonal” (self-)duality functions, with the structure
of eigenfunctions of Markov generators for reversible (self-)dual Markov pro-
cesses in Sections 4.1–4.2. In Section 4.3, we further extend this connection to
the non-reversible case by means of the Jordan canonical form.

We employ this spectral point of view on duality to address two specific
problems. First, in Theorem 4.17, we find a characterization of the so-called
Siegmund duality [128] in terms of structural properties of the eigenfunctions
of the Markov generators involved and their transpose. Then, in Section 4.5,
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we address the problem of self-duality for (finite) conservative particle sys-
tems – where by “self-duality for conservative particle systems” we now, more
specifically, mean “duality between systems with different numbers of parti-
cles”, cf. Section 1.2 in Chapter 1 for an organic discussion on this notion.

In particular, we focus on the class of conservative factorized IPS previ-
ously considered and, even though we have already characterized those parti-
cle systems which admit a “non-trivial” jointly factorized self-duality relation
in Chapter 3, other instances of self-duality – with self-duality functions in a
different form – may occur.

In the reversible case, an answer to this problem – in view of the charac-
terization of duality provided by the Jordan canonical decomposition of the
generators – is offered by the study of spectra of Markov generators. Hence,
while in Section 4.5.1we show bymeans of intertwiners between systems with
different numbers of particles that SEP, IRW and SIP are self-dual also in this
“spectral” sense, in Section 4.5.2, by direct inspection of the spectra of Markov
generators, we prove – or disprove, in some other cases – spectral self-duality
for some simplified concrete examples of conservative particles systems – in-
cluding zero-range processes – evolving on two sites only.

The thesis ends, in Chapter 5, with an extension of the class of particle sys-
tems with duality studied in the previous chapters. Inspired by recent devel-
opments in models of heat conduction and mass transport [64], [86], [109], as
well as in econophysics [24], we construct out of thewealth distributionmodel
introduced in [73] – and later studied in [65], [83] – a wider class of “wealth”
(or, interchangeably, “mass” or “energy”) splitting and exchange models based
on the so-called “instantaneous thermalization” [20], [62] of particle systems.
From this connection with particle systems, we recover for these “immediate
exchange models” reversible measures, symmetries and jointly factorized du-
ality and self-duality functions compatible with the dynamics mechanisms of
splitting, exchange and addition of wealth.





Samenvatting1

Binnen het programma vanmathematische statistische fysica om op een ri-
goureuze manier te verklaren hoe mascroscopische phenomenen ontstaan uit
microscopische dynamica, spelen interacterende deeltjessystemen (IPS) een voor-
name rol. IPS, geïntroduceerd in de vroege jaren ’70 als gesimplificeerde sto-
chastische “cartoons" van realistischere en complexere microscopische New-
toniaanse deterministische systemen, geven een uitgebreide flexibiliteit in mo-
delleren – de mogelijkheid om interactie tussen deeltjes te beschrijven, en, op
hun beurt, macroscopische systemen van verscheiden aard, bijvoorbeeld zowel
aantrekking als afstoting en zowel onafhankelijkheid als “niet-lineaire” afhan-
kelijkheid. Aan de andere kant geven ze een significante vermindering van
het aantal benodigde aannames om schalingslimieten te onderzoeken, in het
bijzonder als we het vergelijken met de aannames die nodig zijn voor het be-
studeren van realistischere Hamiltoniaanse systemen.

Interacterende deeltjessystemen en, in het bijzonder, een subklasse die we
conservatieve gefactoriseerde symmetrische IPS noemen, zijn de voornaamste on-
derzoeksobjecten van dit proefschrift. Specifieker is het eerste deel volledig
gewijd aan het afleiden van de oplossing van een lineaire warmtevergelijking
(of diffusievergelijking) vanuit een onderliggendmicroscopisch systeem dat ge-
modelleerd wordt door het symmetrische exclusieproces in de aanwezigheid
van dynamische toevalsgeleidingen. Het tweede deel is gericht op dualiteit en
zelfdualiteit, een nuttig wiskundig gereedschap in de context van Markovpro-
cessen en, in het bijzonder, van IPS, aangezien het typisch het bestuderen van
observabelen van gecompliceerde processes reduceert tot grootheden vanmeer
handelbare processen.

Dualiteit speelt een cruciale rol in Hoofdstuk 2, waarin we het hydrodyna-
mische gedrag in padenruimte van het symmetrische exclusieproces in Zd met

1Translation from English to Dutch by Bart van Ginkel.
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uniform begrensde tijdsafhankelijke geleidingen aantonen. Om dit resultaat te
bereiken – de precieze formulering staat in Stelling 2.3 – hebben we essentieel
twee aannames nodig: ten eerste de verbinding van de beginvoorwaarden met
een macroscopisch profiel, namelijk dat de initiële empirische deeltjesdichthe-
den “in kans”een geschikte macroscopische dichtheid “benaderen”; ten tweede
dat de toevalswandeling in dezelfde dynamische omgeving met een diffusieve
schaling geschaald kan worden tot Brownse beweging. Zoals te herkennen is
in Hoofdstuk 2.3.1–2.3.2 en, in het bijzonder, in Propositie 2.8, zorgt dualiteit
voor de verbinding tussen de evolutie van de gemiddelde empirische dichtheid
van de deeltjes en de verwachte positie van de hiervoor genoemde toevalswan-
deling.

Deze aanpak via dualiteit in de studie van hydrodynamische limieten – hoe-
wel het als minder algemeen en standaard beschouwd kan worden dan andere
methodes zoals de zogenaamde “entropie”- en “relatieve entropie”-methodes
(zie bijv. [85]) – heeft meerdere toepassingen gevonden, bijvoorbeeld in [31]
in de context van Glauber+Kawasaki dynamica en bijvoorbeeld in [42], [108]
voor symmetrische exclusieprocessen in een omgeving die gegenereerd wordt
door statische inhomogene geleidingen.

De voornaamste bijdrage die wordt gepresenteerd in het hoofdstuk bestaat
in de eerste plaats uit het generaliseren van de technieken in [42], [108] om
hydrodynamische limieten te bewijzen op vaste macroscopische tijden van de
statische naar de dynamische context. Deze uitbreiding bestaat essentieel uit de
observatie dat er nog steeds een vorm van dualiteit geldt tussen de bezettings-
variabelen van het deeltjessysteem en geschikte achterwaartse toevalswandelin-
gen en, daarbij, uit het opmerken dat door de Fellereigenschap van deze toe-
valswandelingen een invariantieprincipe voor de toevalswandelingen de con-
vergentie levert van zowel de voorwaartse als de achterwaartse halfgroepen,
uniform op begrensde tijdsintervallen. Dit is in het kort de inhoud van Sectie
2.4.1.

Hierna verbeterenwe de convergentie van eindig dimensionale verdelingen
naar convergentie van de paden door de padsgewijze tightness van de empiri-
sche dichtheidsvelden aan te tonen. Hoewel de decompositie (2.10) van de
empirische dichtheidsvelden een belangrijke stap vormt in ons bewijs, aange-
zien het een “gesloten vergelijking” voor de empirische dichtheidsvelden le-
vert, heeft het als nadeel dat het niet verenigbaar is met het klassieke Aldous-
Rebolledo tightnesscriterium (zie bijv. [85]) dat geschikt is voor semimarting-
aaldecomposities zoals in (2.9). Daarom ontwikkelen we een tightnesscrite-
rium dat is gebaseerd op uniforme conditionele stochastische continuïteit van een
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proces, geïntroduceerd in [137], waarvoor we laten zien dat het toegepast kan
worden op symmetrische exclusieprocessen in Zd met uniform begrensde dy-
namische geleidingen. We presenteren het tightnesscriterium in zijn algemene
vorm in Sectie 2.c and passen het toe op ons geval in Sectie 2.4.2. We benadruk-
ken dat de uniforme convergentie met betrekking tot de tijd van halfgroepen
van toevalswandelingen naar de halfgroep van Brownse beweging een cruciale
rol speelt in dit criterium.

Het tweede deel van dit proefschrift behandelt het probleem van het
vinden en karakteriseren van duale Markovprocessen en dualiteitsfuncties.
Hoofdstuk 3 is gericht op conservatieve gefactoriseerde symmetrische IPS en
dualiteitsfuncties met een speciale vorm, namelijk dualiteitsfuncties die “ge-
meenschappelijk factoriseren” (d.w.z. tegelijk de originele en de duale con-
figuraties) over de posities (zie Sectie 3.1.2). We noemen de factoren van
deze gemeenschappelijk gefactoriseerde dualiteitsfunctie enkele-positie duali-
teitsfuncties. Deeltjessystemen zoals symmetrische exclusieprocessen, zero-
rangeprocessen en symmetrische inclusieprocessen behoren tot deze klasse van
IPS, terwijl dualiteits- en zelfsdualiteitsfuncties in deze vorm de dualiteitsfunc-
ties bevatten die bestudeerd worden in bijvoorbeeld [98, Hoofdstuk VIII] voor
het symmetrische exclusieproces (SEP), [31, §2.9.2] voor onafhankelijke toe-
valswandelingen (IRW) en [20], [62] voor het symmetrische inclusieproces
(SIP).

Het eerste resultaat van het hoofdstuk, beschreven in Stelling 3.3, is een
karakteriseringsresultaat: binnen de klasse van conservatieve gefactoriseerde
symmetrische IPS kunnen alleen “niet-triviale” gemeenschappelijk gefactori-
seerde dualiteitsfuncties verwacht worden voor SEP, IRW en SEP. Uit dit
resultaat kunnen we verder de meest algemene vorm afleiden van de “eerste”
enkele-positie zelfdualiteitsfunctie voor deze drie deeltjessystemen.

Als tweede stap bestuderen we in Sectie 3.2 een algemene relatie (3.23)
tussen gemeenschappelijk gefactoriseerde dualiteitsfuncties en stationaire pro-
ductmaten van het oorspronkelijke proces. We gebruiken deze relaties voor
twee doelen. Ten eerste gebruiken we het in Sectie 3.2.3 als criterium om te
bepalen of ergodische maten voor systemen met gemeenschappelijk gefacto-
riseerde dualiteit een productvorm hebben. Vervolgens gebruiken we het in
Sectie 3.3 als methode om alle enkele-positie zelfdualiteitsfuncties te construe-
ren als we alleen de eerste kennen.

We combineren deze methode met de expliciete uitdrukking van de eer-
ste enkele-positie zelfdualiteitsfunctie die we hebben gevonden in Stelling 3.3
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om alle mogelijke gemeenschappelijk gefactoriseerde dualiteitsfuncties met de
daaraan geassocieerde (mogelijk oneigenlijke) interacterende diffusies te vin-
den (zie bijv. Sectie 3.1.6 waar deze interacterende diffusies worden geïntro-
duceerd). We merken op dat alle gemeenschappelijk gefactoriseerde (zelf-
)dualiteitsfuncties ofwel behoren tot de klasse van wat we “klassieke” (zelf-
)dualiteitsfuncties noemen – bekend in de literatuur (zie bijv. [62]) – ofwel
tot de klasse van de zogenaamde “orthogonale” (zelf-)dualiteitsfuncties – die
we uitdrukken als producten van geschikte hypergeometrische functies – die
recent ook gevonden zijn in [18] en [55]. Verdermerkenwe op dat we in dit sta-
dium alleen “kandidaat” (zelf-)dualiteitsfuncties hebben gevonden, aangezien
ze allemaal zijn afgeleid van de “kandidaat” eerste enkele-positie zelfdualiteits-
functies van Stelling 3.3.

Verder bouwend op gelijksoortige relaties, observeren we dat deze drie
deeltjessystemen en de aan hen geassocieerde (on)eigenlijke diffusies intertwi-
ned zijn door producten van Poisson verdelingen (Propositie 3.20) en zijn
inverse intertwiner (Propositie 3.22). Aangezien intertwined operatoren die
werken op dualiteitsfuncties andere dualiteitsfuncties leveren (zie Stelling 4.15
en Sectie 3.b voor een toepassing), worden zelfdualiteitsrelaties voor deeltjes-
systemen overgedragen – via de Possion intertwining operator – naar duali-
teitsrelaties met de aan hen geassocieerde continuumprocessen en, verder, naar
zelfsdualiteitsrelaties voor de interacterende diffusies zelf, terwijl we – via de
inverse intertwiner – de inverse keten van implicaties verkrijgen. Bovendien
wordt door de gefactoriseerde vorm van zowel de intertwiners als de (zelf-
)dualiteitsfuncties de gemeenschappelijk gefactoriseerde vorm behouden van
de (zelf-)dualiteitsfuncties die op deze wijze worden geconstrueerd.

Als gevolg hiervan kan de werking van al deze intertwining relaties po-
sitiegewijs worden nagegaan, wat de constructie van (zelf-)dualiteitsfuncties
reduceert to het bepalen van (exponentiële) genererende functies van bekende
hypergeometrische functies. Dit programmawordt uitgelegd via de tabellen in
Sectie 3.4.4. Deze procedure kan voltooid worden door na te gaan dat één van
deze “kandidaat” (zelf-)dualiteitsfuncties (en daardoor allemaal) daadwerkelijk
een (zelf-)dualiteitsfunctie is. Deze laatste check is de inhoud van Propositie
3.24, waar we zelfdualiteit aantonen voor de hiervoor genoemde (on)eigenlijke
diffusies; deze berekening gebruikt alleen de eerste en tweede afgeleides van
simpele hypergeometrische functies.

Het hoofdstuk eindigt met het introduceren van een geschikte klasse van
conservatieve gefactoriseerde inhomogene IPS die centraal komen te staan in
de volgende hoofdstukken en waarvoor een analoog programma voor het af-
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leiden van gemeenschappelijk gefactoriseerde (zelf-)dualiteitsfuncties kan wor-
den toegepast.

In Hoofdstuk 4 relateren we dualiteitsrelaties voor eindige Markovproces-
sen aan spectrale eigenschappen van de corresponderende generatoren. In het
bijzonder, als twee Markovprocessen eenzelfde eigenwaarde hebben, dan is de
functie die wordt geconstrueerd uit het product van de bij de eigenwaarde be-
horende eigenfuncties van de generatoren een dualiteitsfunctie. Vanuit deze
lineaire algebraïsche overwegingen gaan we verder met het verkennen van de
connectie tussen speciale instanties van (zelf-)dualiteit, zoals die met “goed-
kope” of “orthogonale” (zelf-)dualiteitsfuncties, en de structuur van eigenfunc-
ties van Markovgeneratoren van reversibele (zelf-)duale Markovprocessen in
Secties 4.1–4.2. In Sectie 4.3 breiden we deze connectie verder uit naar het
niet-reversibele geval met behulp van de Jordan-normaalvorm.

We gebruiken dit spectrale perspectief op dualiteit voor het benaderen van
twee specifieke problemen. Ten eerste vinden we in Stelling 4.17 een karakte-
risering van de zogenaamde Siegmunddualiteit [128], uitgedrukt in structurele
eigenschappen van de eigenfuncties van de betrokken Markovgeneratoren en
hun getransponeerden. Vervolgens richten we ons in Sectie 4.5 op het pro-
bleem van zelfdualiteit voor (eindige) conservatieve deeltjessystemen, waar we
met “zelfdualiteit voor conservatieve deeltjessystemen” “dualiteit tussen syste-
menmet verschillende aantallen deeltjes” bedoelen, zie Sectie 1.2 in Hoofdstuk
1 voor een organische bespreking van deze notie.

In het bijzonder richten we ons op de klasse van de eerder besproken con-
servatieve gefactoriseerde IPS en kunnen er, ondanks dat we de deeltjessyste-
men die een “niet-triviale” gemeenschappelijk gefactoriseerde zelfdualiteitsre-
latie hebben al hebben gekarakteriseerd in Hoofdstuk 3, andere vormen van
zelfdualiteit – met zelfdualiteitsfuncties in een andere vorm – voorkomen.

In het reversibele geval wordt – gezien de karakterisering van dualiteit door
de Jordan-normaalvorm van de generatoren – een antwoord op dit probleem
gegeven door het bestuderen van de spectra van Markovgeneratoren. Terwijl
we in Sectie 4.5.1 met behulp van intertwiners tussen systemen met verschil-
lende aantallen deeltjes laten zien dat SEP, IRW en SIP zelfduaal zijn in deze
spectrale zin, bewijzen – of in andere gevallen weerleggen – we in Sectie 4.5.2
door directe inspectie van de spectra van Markovgeneratoren spectrale zelfdu-
aliteit voor een aantal vereenvoudigde concrete voorbeelden van conservatieve
deeltjessystemen – inclusief zero-rangeprocessen – die zich op slechts twee po-
sities begeven.



248 Samenvatting

Het proefschrift sluit in Hoofdstuk 5 af met een uitbreiding van de klasse
van de deeltjessystemen met dualiteit die in de voorgaande hoofdstukken zijn
bestudeerd. Geïnspireerd door recente ontwikkelingen in modellen van zowel
warmtegeleiding en massatransport [64], [86], [109] als econophysica [24],
construeren we uit het welvaartverdelingsmodel dat in [73] is geïntroduceerd
– en dat later werd bestudeerd in [65], [83] – een grotere klasse van modellen
van splitsing en uitwisseling van “welvaart” (dit kan ook “massa” of “energie”
genoemd worden) gebaseerd op zogenaamde “instantane thermalisatie” [20],
[62] van deeltjessystemen. Uit deze connectie met deeltjessystemen vinden we
voor deze “directe uitwisselingsmodellen” reversibele maten, symmetrieën en
gemeenschappelijk gefactoriseerde dualiteits- en zelfdualiteitsfuncties die cor-
responderen met de dynamische mechanismen van splitsing, uitwisseling en
toename van welvaart.
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I sistemi stocastici di particelle interagenti (IPS) assumono un ruolo centra-
le in quel ramo della matematica che studia – nel contesto della fisica statistica
– l’emergenza di fenomeni macroscopici da complesse dinamiche microscopi-
che sottostanti. Introdotti all’inizio del 1970, come caricature stocastiche di
sistemi deterministici Newtoniani più realistici e complessi, IPS, da un lato,
consentono una flessibilità modellistica maggiore, permettendo la descrizione
di interazioni di natura diversa come, ad esempio, interazioni di tipo attrattivo
o repulsivo e di indipendenza o di dipendenza “non lineare”. Dall’altro, con
l’utilizzo di IPS si ha un notevole alleggerimento delle assunzioni richieste per
derivare limiti a grandi scale, specialmente se comparate a quelle utilizzate nel
contesto di sistemi Hamiltoniani più realistici.

I sistemi di particelle interagenti – e, più specificamente, una sottoclasse
di sistemi conservativi fattorizzati simmetrici – occupano un posto centrale in
questa tesi. La prima parte della tesi è interamente dedicata all’approssimazio-
ne della soluzione dell’equazione lineare del calore (o di diffusione), partendo
da un sistema microscopico sottostante modellizzato da un processo di esclu-
sione semplice simmetrico in presenza di conduttanze dinamiche. La seconda
parte si concentra su dualità e autodualità, strumenti matematici utilizzati nel
contesto di processi di Markov ed, in particolare, di IPS, con l’obiettivo di ri-
durre lo studio di osservabili di processi complessi a osservabili di processi più
facilmente trattabili.

La dualità entra in gioco fin da subito, al Capitolo 2, nel quale si determina
il comportamento idrodinamico – a livello delle traiettorie – per il processo
simmetrico di esclusione semplice in Zd con evoluzione governata da condut-
tanze uniformemente limitate e dipendenti dal tempo. Tale risultato è con-
seguito – per l’enunciato preciso, si faccia riferimento al Teorema 2.3 – per

2Translated from English to Italian by Giulia Buriola.
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mezzo di due assunzioni: in primo luogo, il fatto che le condizioni iniziali del
sistema microscopico siano “associate” ad un profilo macroscopico; in altre pa-
role, che la densità empirica iniziale delle particelle “approssimi in probabilità”
una certa densità macroscopica. In secondo luogo, che la camminata aleatoria
in movimento sullo stesso ambiente dinamico su cui il sistema di particelle
evolve, se riscalata in maniera diffusiva, converga ad un moto Browniano. La
dualità – che può essere riconosciuta nella Sezioni 2.3.1–2.3.2 ed, in partico-
lare, in Proposizione 2.8 – è responsabile della connessione tra l’evoluzione
della densità empirica media di particelle e la posizione media della passeggiata
aleatoria sopra menzionata.

Questo approccio tramite dualità nello studio di limiti idrodinamici, ben-
ché non possa essere considerato generale e standard al pari di altri metodi
(come quelli cosiddetti “di entropia” e “di entropia relativa” [85], per citarne
alcuni), è stato più volte adottato in diversi scenari; ad esempio, in [31] per un
processo con dinamiche di tipo Glauber+Kawasaki, oppure in e.g. [42], [108]
per un processo simmetrico di esclusione semplice in un ambiente costituito
da conduttanze inomogenee e statiche.

Il principale contributo all’interno del capitolo consiste, innanzitutto,
nel generalizzare dal caso statico a quello dinamico le tecniche adottate in
[108], [42] al fine di ottenere il limite idrodinamico per tempi macroscopici
fissati, vale a dire il comportamento idrodinamico delle distribuzioni finito-
dimensionali. Questa estensione si basa su due elementi: sull’osservazione che
una forma di dualità persiste anche in questo contesto, collegando le variabili
di occupazione del processo di particelle a delle passeggiate aleatorie che evol-
vono all’indietro nel tempo, e sul fatto che, essendo tali passeggiate aleatorie
processi di Feller, un principio di invarianza per le passeggiate aleatorie induce
la convergenza – uniforme su intervalli limitati di tempo – dei semigruppi as-
sociati sia alle passeggiate aleatorie in avanti sia a quelle all’indietro. A questo
passaggio è dedicata la Sezione 2.4.1.

Inoltre, ci occupiamo di estendere tale convergenza delle distribuzioni
finito-dimensionali alle traiettorie, dimostrando la proprietà di tightness per
le traiettorie dei campi di densità empirica. Tale dimostrazione non si può ba-
sare su criteri di tightness già noti. Infatti, mentre la decomposizione (2.10) per
le misure empiriche è chiave nella derivazione del limite idrodinamico – dal
momento che permette di ottenere un’equazione “chiusa” per le misure em-
piriche –, tale decomposizione risulta essere incompatibile con il più classico
criterio di Aldous-Rebolledo (e.g. [85]), essendo quest’ultimo particolarmente
adatto a processi di semimartingala nella forma (2.9). Perciò, sviluppiamo un
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criterio di tightness basato sulla nozione di continuità stocastica condizionata
uniforme di un processo – nozione introdotta in [137] – che viene applicato al
processo simmetrico di esclusione semplice in Zd con conduttanze dinamiche e
uniformemente limitate. Il criterio di tightness è presentato nella sua forma più
generale nella Sezione 2.c, mentre la sua applicazione è riportata nella Sezio-
ne 2.4.2. La convergenza uniforme rispetto al tempo dei semigruppi associati
alle passeggiate aleatorie al semigruppo associato al moto Browniano gioca un
ruolo cruciale nell’applicazione di tale criterio.

La seconda parte della tesi si occupa del problema di trovare e caratterizza-
re processi di Markov duali e le associate funzioni di dualità. Nel Capitolo 3,
il focus verte su IPS conservativi fattorizzati simmetrici e funzioni di dualità
esprimibili in una particolare forma, cosiddetta “congiuntamente (=rispetto
ad entrambe le configurazioni, quelle del processo originario ed il suo dua-
le) fattorizate” sui siti (cf. Sezione 3.1). Chiameremo i fattori all’interno di
queste funzioni di dualità congiuntamente fattorizate funzioni di dualità del
singolo sito. Processi come quello simmetrico di esclusione, a raggio nullo, e
simmetrico di inclusione appartengono a tale classe di IPS, mentre le funzio-
ni di dualità e di autodualità in questa forma includono funzioni già apparse
e.g. in [98, Chapter VIII] per il processo di esclusione (SEP), in [31, §2.9.2]
per sistemi di passeggiate aleatorie indipendenti (IRW), e in [20], [62] per il
processo simmetrico di inclusione (SIP).

Il primo risultato del capitolo, riportato nel Teorema 3.3, è un risultato di
caratterizzazione: all’interno della classe di IPS conservativi fattorizzati sim-
metrici, autodualità congiuntamente fattorizzate “non banali” possono insor-
gere solo nel caso di processi di tipo SEP, IRW, e SIP. Inoltre, dallo stesso
risultato, deduciamo anche la forma più generale che le “prime” autofunzioni
di dualità del singolo sito possono assumere in questi tre casi.

Inoltre, nella Sezione 3.2, prendiamo in considerazione una relazione ge-
nerale (3.23) che vige tra le funzioni di dualità congiuntamente fattorizzate e
le misure prodotto stazionarie per il processo originario. Utilizziamo tale re-
lazione con due scopi precisi. In primo luogo, come criterio per determinare
se le misure ergodiche di un sistema avente dualità congiuntamente fattoriz-
zate sono prodotto (cf. Sezione 3.2.3). In secondo luogo, come metodo per
construire tutte le funzioni di (auto)dualità del singolo sito, partendo dalla
conoscenza della “prima” di tali funzioni (cf. Sezione 3.3).

Combinando questo metodo con l’espressione esplicita della prima funzio-
ne di autodualità trovata precedentemente nel Teorema 3.3, recuperiamo tutte
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le possibili funzioni congiuntamente fattorizzate per SEP, IRW, e SIP, oltre
alle funzioni di dualità congiuntamente fattorizzate con i loro associati proces-
si di diffusione (possibilmente impropri) interagenti, introdotti nella Sezione
3.1.6. Successivamente, notiamo che tutte le funzioni di (auto)dualità congiun-
tamente fattorizzate appartengono o alla classe di funzioni di autodualità che
chiamiamo “classiche” – già note nella letteratura (e.g. [62]) – o alla classe delle
cosiddette funzioni di autodualità “ortogonali”– le quali sono espresse in ter-
mini di appropriate funzioni ipergeometriche – recentemente ottenute in [18]
e [55]. Osserviamo che, a questo punto, le funzioni ottenute sono solo delle
possibili “candidate”funzioni di (auto)dualità, dal momento che esse sono sta-
te derivate dall’altrettanto “candidata” funzione di (auto)dualità ottenuta nel
Teorema 3.3.

Nello sviluppare relazioni simili a quella studiata in (3.23), osserviamo che
questi tre processi di particelle e i loro associati processi di diffusione interagen-
ti (im)propri sono intrecciati tramite dei prodotti di distribuzioni di Poisson
(Proposizione 3.20) e il suo intrecciatore inverso (Proposizione 3.22). Dal mo-
mento che, generalmente, gli operatori di intrecciamento, agendo su funzioni
di dualità, producono altre funzioni di dualità (si veda Teorema 4.15, ma an-
che l’applicazione presentata in Sezione 3.b), le relazioni di autodualità per i
sistemi di particelle possono essere trasferite – tramite gli intrecciatori Poisso-
niani – in relazioni di dualità con i processi di diffusione interagenti associati
e, in aggiunta, in relazioni di autodualità per gli stessi processi di diffusione.
Analogamente, tramite gli intrecciatori inversi, possiamo invertire questa ca-
tena di implicazioni. Oltretutto, grazie alla forma fattorizzata di entrambi gli
intrecciatori e delle funzioni di (auto)dualità, la forma congiuntamente fatto-
rizzata delle funzioni di (auto)dualità così costruite viene preservata in questa
procedura.

Come conseguenza, l’azione di tutte queste relazioni di intrecciamento
può essere studiata sito per sito, riducendo la costruzione di funzioni di (au-
to)dualità alla determinazione di funzioni generatrici (esponenziali) di note
funzioni ipergeometriche. Questo procedimento è presentato, con l’aiuto di
tabelle, nella Sezione 3.4.4 e termina con la dimostrazione che almeno una –
e, quindi, tutte – le “candidate” funzioni di (auto)dualità sono effettivamente
una funzione di (auto)dualità. Questa verifica è contenuta nella Proposizione
3.24, in cui la relazione di autodualità che dimostriamo direttamente è quel-
la a livello dei processi (im)propri di diffusione interagenti sopra menzionati;
in questo caso, i dettagli tecnici constano solo di derivate prime e seconde di
semplici funzioni ipergeometriche.
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Il capitolo si conclude introducendo un’appropriata classe di IPS inomo-
genei, che diventerà centrale nei capitoli successivi. Si mostrerà, inoltre, come
sia possibile applicare a questa classe un procedimento analogo a quello so-
pra presentato, al fine di ottenere funzioni di (auto)dualità congiuntamente
fattorizzate.

Nel Capitolo 4, colleghiamo relazioni di dualità per processi di Markov fi-
niti alle proprietà spettrali dei generatori corrispondenti. In particolare, se due
generatori associati a due processi di Markov posseggono un autovalore in co-
mune, allora la funzione costruita dal prodotto delle rispettive autofunzioni è
una funzione di dualità. A partire da questa considerazione di natura algebrico-
lineare, nelle Sezioni 4.1–4.2, esploriamo ulteriormente questa connessione in
situazioni topiche di (auto)dualità – come nel caso di funzioni di (auto)dualità
“senza sforzo” o “ortogonali”– investigando la struttura delle autofunzioni di
generatori associati a processi di Markov reversibili (auto)duali. Nella Sezione
4.3, estendiamo tale connessione al caso non reversibile, passando alla forma
canonica di Jordan.

Adottiamo questo punto di vista spettrale sulla dualità per affrontare due
problemi specifici. Innanzitutto, nel Teorema 4.17, troviamo una caratteriz-
zazione della cosiddetta dualità di Siegmund [128] a partire dalle proprietà
strutturali delle autofunzioni dei generatori di Markov, e i corrispettivi tra-
sposti, coinvolti. Successivamente, nella Sezione 4.5, affrontiamo il problema
di autodualità per sistemi conservativi (finiti) di particelle interagenti. Con la
frase “autodualità per sistemi conservativi di particelle” intendiamo qui “dua-
lità tra sistemi con un numero diverso di particelle”. Si veda la Sezione 1.2, nel
Capitolo 1, per una discussione più organica su tale nozione.

Il nostro interesse torna, ora, alla classe di IPS conservativi fattorizzati già
considerati in precedenza e, benchè i sistemi di particelle che godono di rela-
zioni di autodualità congiuntamente fattorizzata “non banale” siano già stati
caratterizzati nel Capitolo 3, ciò non esclude che altre forme di autodualità
possano ancora persistere con funzioni di autodualità in una forma differente.

Nel caso reversibile, una risposta a questo problema – proprio grazie alla
caratterizzazione di dualità fornita dalla decomposizione canonica di Jordan
dei generatori – è offerta dallo studio dello spettro dei generatori di Markov.
Mentre nella Sezione 4.5.1, grazie all’uso di intrecciatori tra sistemi di particelle
con un numero diverso di particelle, mostriamo che i processi di tipo SEP,
IRW, e SIP sono autoduali anche in questo senso “spettrale”, nella Sezione
4.5.2, attraverso una diretta ispezione dello spettro di generatori di Markov,
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dimostriamo – oppure confutiamo – autodualità spettrale per alcuni esempi
concreti di sistemi conservativi di particelle, che includono processi a raggio
nullo, su una geometria estremamente semplificata, ovvero consistente di due
soli siti.

La tesi termina, nel Capitolo 5, con un’estensione della classe di sistemi di
particelle con dualità considerati nei capitoli precedenti. Ispirati da sviluppi re-
centi nel campo della modellistica di fenomeni quali la conduzione di calore o
il trasporto di massa [64], [86], [109], ma anche nell’econofisica [24], costruia-
mo dai modelli di distribuzione della ricchezza introdotti in [73] – e succes-
sivamente studiati in [65], [83] – una più ampia classe di modelli di divisione
e scambio di “ricchezza” (o, intercambiabilmente, “massa” o “energia”) basati
sulla cosiddetta “termalizzazione istantanea” [20], [62] di sistemi di particelle.
Da tale connessione con i sistemi di particelle, recuperiamo per questi “mo-
delli di scambio immediato” misure reversibili, simmetrie e funzioni di dualità
e autodualità congiuntamente fattorizzati compatibili con i meccanismi di di-
visione, scambio e addizione della ricchezza che compongono la dinamica dei
suddetti modelli.
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