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ARTICLE INFO ABSTRACT

Afﬁf{e history: A challenging case study of dynamic friction was presented in a previous study (A. Cabboi,
Rec_elved 14 October 2019 J. Woodhouse, Validation of a constitutive law for friction-induced vibration under differ-
ievnsetdjgganuary 2%20 ent wear conditions, Wear 396-397 (2018) 107-125), concerning tests performed with a
ceepte J.anuary Polycarbonate pin sliding on a steel disc. Identifying and modelling the frictional frequency
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Handling Editor: Ivana Kovacic response for At is system turne out‘to e rarely possible, since the measurements were
affected by significant wear and by intermittent squeal occurrence. To shed light on the
observed “capricious” behaviour, an “instantaneous” estimation of the frequency response
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of dynamic friction was developed, allowing the dynamic friction behaviour to be captured
and tracked before, and for few cases during, squeal events. Each “instantaneous” frequency
response of dynamic friction was fitted by a rate-and-state model, and variations of the
model parameters for different sliding speeds, changing normal forces and at different wear
stages were tracked. With direct relevance to squeal predictions, the model parameters iden-
tified through the proposed processing and fitting methodology could detect rapid transitions

between velocity-strengthening and weakening behaviour. These transitions may occur at
different sliding speeds, but they also occur during measurements carried out at a constant
sliding speed. Based on the identified model parameters, a first qualitative attempt to predict
squeal events by means of rate-and-state models is presented, and shown to give promising

correlation with experimental results.
© 2020 The Authors. Published by Elsevier Ltd. This is an open access article under the CC
BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Friction-induced vibration, such as vehicle brake squeal, is important in many technological sectors, and it is common to try
to predict squeal propensity of such engineering systems at the design stage. The traditional approach to the characterisation
of the frictional behaviour of sliding surfaces to provide input data for such predictions is, however, deeply flawed. It is based
on testing with commercial tribometers, which can only measure the mean coefficient of sliding friction during imposed steady
motion [2,3]. Environmental factors such as temperature and humidity may be varied, but the test methodology has two major
problems. First, squeal typically occurs at frequencies of hundreds or thousands of Hz, in other words on a millisecond time-
scale. But conventional testing has a time-scale of minutes, so that it provides no information about dynamic friction at relevant
time-scales. Second, friction tests often exhibit “capricious” behaviour: sliding friction may change significantly on time-scales of
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seconds, much shorter than those associated with typical quasi-steady testing. The resulting lack of repeatability is a commonly-
encountered problem [4].

A novel methodology for tackling the first problem has been presented in previous papers [1,5,6]. The aim of the present
work is to extend this methodology to tackle the second problem. The new approach to characterising dynamic frictional forces
at a contact interface is relevant to any prediction method based on complex eigenvalue analysis to determine a threshold
of instability. Not all friction-induced vibration can be studied by this linearised approach, but such methods are by far the
most common in the research literature and in industrial design practice. The new approach is based on measuring a “frictional
frequency response function” f(w) (see section 2.1 for more details), which captures the linearised behaviour of friction force
in the precise form needed for stability analysis. Starting from a chosen operating point of mean sliding speed and normal load,
this frequency response function links small changes in friction force to the corresponding small changes in sliding speed.

The rationale of conventional quasi-steady friction testing relies on an assumption that the friction force is a function of
instantaneous sliding speed only, often called a “Stribeck model” of friction. If such a model really applies, then the quantity g
is simply a fixed real number which is related directly to the slope of the Stribeck curve at the chosen sliding speed. However,
in reality f(w) can be a complex number which changes with frequency: results previously presented have confirmed that this
is indeed the case for most of the material combinations tested [1,5,6]. These results also reveal that dynamic friction often
shows complicated dependence on normal load and sliding speed, which is not even hinted at by any results obtainable under
quasi-steady conditions.

In a traditional Stribeck model, it is easy to see that the slope f of the Stribeck curve has a direct bearing on the question of
stability. If the friction force falls with increasing sliding speed (velocity-weakening behaviour), the linearised model describes
a negative damping element, with strength given by the slope of the Stribeck curve. For a single degree-of-freedom oscillator,
if this negative damping overcomes the positive mechanical damping of the oscillator, it will naturally become unstable. More
careful studies have shown that this description is naively over-simplified when applied to multi-modal systems such as a brake
disc [7,8], but nevertheless the argument has some validity: velocity-weakening friction tends to promote instability [9-11]. In
terms of the new quantity f(w), the corresponding simple idea would suggest that if Re(f(w)) > 0 in a certain frequency
range, then an oscillator with a resonance frequency in that range might be destabilised (see Appendix B for more details).
Experimental evidence to support this idea will be shown in section 4.

The published results for f(w) have one thing in common with conventional quasi-steady friction tests: they only resolved
any time variation of the frictional behaviour on a time-scale of minutes, because each measurement used an averaging pro-
cedure covering 2 min of recorded data. However, some of these tests showed evidence of the familiar “capricious” nature
of friction: intermittently, audible noise was generated by the measurement rig, which for brevity will be described here as
“squeal”. This squeal, involving frequencies in the kHz range, would come and go over a time-scale of seconds. To investigate
this intermittent behaviour, it will be shown in section 2.1 that the procedure for extracting f(w) from the sensor signals pro-
duced by the test rig can be modified to use only 5 s of data, so that any time variation of the dynamic frictional regime during
a 1- or 2-min run at a fixed sliding speed and normal force can be tracked on a shorter time-scale.

In order to model the behaviour revealed in the earlier measurements, an enhanced friction model was needed. It was
shown that a rate-and-state model gave good fits, provided it was enhanced by including the effect of tangential compliance
in the contact region [1,6]. Such a model allows the measurements to be interpreted by extracting values of a small number
of parameters, as will be explained in section 2.2. The same model-fitting methodology will be applied to the results to be
presented here, to reveal any time variation of the model parameters.

The target of this study is to exploit the above mentioned “instantaneous” estimation of the frequency response of dynamic
friction to capture and track the contact dynamic behaviour during different frictional regimes: at the onset and after a squeal
event, and during measurements where no squeal event occurred. In particular, the enhanced data processing technique aims
to shed some light on the observed “capricious” behaviour observed in the results obtained using a Polycarbonate pin against
a steel disc, which turned out to be the most challenging case study [1]. Squeal occurrence, wear, and rise of the mean friction
coefficient pushed the modelling of the observed dynamic friction behaviour to its limit. In addition, the previous work [1] has
been augmented by a further testing campaign using the same material combination.

Two main results can be anticipated here. First, the identified rate-and-state model parameters will show significant variation
for different runs and especially within a single measurement during which squeal events occurred. In order to unpack possible
patterns hidden within the observed parameter variation, the variation of each model parameter is first investigated separately
in sections 3.3 and 4.1. Subsequently, in section 5 a correlation analysis, an analysis of variance (ANOVA) and a factor analysis
have been carried over the whole data set. The combination of these techniques reveals the number of independent drivers for
the observed variation.

The second outcome of this study is of direct relevance to squeal prediction. The model parameters identified over a shorter
time-scale will highlight rapid transitions between velocity strengthening and weakening behaviour, not only for measurements
performed at different velocities (as commonly observed, e.g. Stribeck curves), but also during each individual measurement run
carried out at a constant sliding speed. These transitions seem to be well correlated with the appearance of temporary squeal
events. This last evidence may provide a new perspective on why squeal events can occasionally occur on a nominal velocity-
strengthening branch of the Stribeck curve [12], and a measured example is provided in this paper. A preliminary attempt is
also made to check eventual improvements in terms of squeal predictions if a validated dynamic friction law is available. The
example provided in this paper refers to a single degree of freedom system, aiming at catching the stability threshold of one
particular mode predominantly acting in the sliding direction. Bear in mind that this single mode system should not be taken as
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Fig. 1. a) View of the pin-on-disc rig and b) layout of the installed sensors in the dynamometer.

areference minimal model to predict friction-induced vibration phenomena, since more modes are generally necessary to reach
an acceptable predictive convergence [7]. Besides, as already discussed in a previous work [8], the component of modal motion
acting normally to the contact surface and the “normal” dynamic friction (not measured yet) are two necessary ingredients for
a potential minimal model. Further comments and observations are provided section 4.

2. Measurement, modelling and identification overview
2.1. “Instantaneous” estimation of f(w)

Fig. 1 shows the pin-on-disc test rig, whose technical details and sensor calibration procedure have been thoroughly
described in earlier work [5,6]. This rig was specifically developed to provide calibrated interfacial data to support earlier stud-
ies based on an idealized model of a single point of contact [7,13]. It is used again here to provide a proof of concept for the
proposed enhanced measurement methodology for f(w) [6]. The approach could be applied to any type of contact, conformal or
nonconformal, but is here used in the context of approximate point contact. However, as discussed in earlier work [6], it is a tar-
get for future research to develop the measurement technique from a localised frictional contact to a more extended conformal
contact.

The signals relevant to estimate the frictional frequency response are obtained from a dynamometer instrumented with
strain gauges, and holding a small inner block on which a tri-axial MEMS accelerometer and piezo-electric force transducers are
mounted. The tested sample is a hemispherical pin glued to the bottom face of the inner block, which is loaded normally into
contact against a rotating disc of the chosen counter-face material. A piezo-electric actuator allows small computer-controlled
perturbations of sliding speed to be superimposed.

The test rig has been designed to measure the frequency response of dynamic friction up to mid-high frequency (4 kHz)
during steady-sliding contact for different normal forces, sliding speeds and material pairs. Suppose that the steady-state sliding
speed v, is modulated by a small oscillatory perturbation

va vy — Vel (1)
If |v/| << vq so that linear theory is applicable, the dynamic frictional force must take the form:

F ~ Fy + Flel®t, (2)
The frequency response of dynamic friction is then defined as the ratio of the two perturbative quantities:

_ Flw)
pl@) = @)’

(3)

In general f(w) will be complex, representing a phase difference between the force and velocity perturbations. It encapsulates
the minimal friction information necessary for any linearised stability analysis for systems in sliding contact. Once the dynamic
friction force and tangential velocity fluctuations have been measured, the H; estimator [14] is used to compute the frequency
response function.

In previous work [1,5,6], each f(w) function was estimated using 120 s of measured data sampled at 20 kHz, averaging the
auto/cross-spectral densities of 120 1-s segments in order to provide a stable estimate, together with the associated coherence
function as a check for linearity. In more recent tests (September 2018), to be compared to the earlier results (March 2016) in
this paper, each single measurement was shortened to 60 s. The two datasets will be called “Set 1” and “Set 2” in the following
discussion. The approach of computing f(w) over a 1 or 2 min run turned out to be satisfactory and reliable for material pairs not
prone to wear (e.g. Nylon/glass, Polycarbonate/glass, Perspex/glass, Tufnol/glass [1]. It should be noted that the material pairs
tested in the previous study [1] were not motivated by specific engineering applications, but chosen to provide a wide-ranging
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Fig. 2. (a) Estimates of |f(w)| every 5 s over a measurement length of 120 s carried out at a disc speed of 1 mm/s and an approximately stable normal force around 35.5 N;
(b) corresponding coherence function.

proof of concept for the measurement and interpretation of f(w). In particular, Polycarbonate was chosen for its good thermal
stability, making it reliable and convenient for friction testing.

However, improvements seemed to be necessary for the Polycarbonate/steel case, for two reasons. First, effects of rapid
wear were observed: the hemispherical-shaped Polycarbonate pin sample started the testing sequence with a non-conformal
contact and ended with a conformal contact with a radius of the order of 1 mm (see Fig. 13 of [1]). The second issue was that the
Polycarbonate/steel combination often exhibited intermittent squeal in the test rig, invalidating the measurement procedure
based on long-time averaging. This case is the focus of the present work. In order to tackle the issue of time variation, an
“instantaneous” f(w) function has been estimated every 5 s, with each estimate involving an average over five 1-s segments.
The new estimation technique has been applied to the Polycarbonate-steel results from Set 1 and Set 2.

Fig. 2a provides a first example of how this new instantaneous f(w) function can change over the course of one single
measurement period (in this case over 2 min). A logarithmic frequency scale and a slightly odd viewing angle have been chosen,
to show the data and its variability to best advantage. The plots shows significant changes in f(w) occurring in the low frequency
range (up to 1 kHz), while a remarkable repeatability is found at higher frequencies. Even with so few averages, the coherence,
shown in Fig. 2b, was generally found to be good apart from a reduction around 2 kHz. As explained previously [5,6], this
reduction is due to the input excitation, which was deliberately reduced over that specific frequency range in order to avoid a
resonance of the dynamometer unit.

For both data sets, different subsets of measurements were made, each with a different level of normal force ranging approx-
imately between 10 N and 40 N. The measurements for each subset involved a sequence of sliding speeds, increasing and then
decreasing in the pattern 1, 2, 4, 6, 8, 10, 10, 8, 6, 4, 2, 1 mm/s. The investigated frequency range of each measurement was
0.1-3 kHz, sampled at 20 kHz (note that the induced excitation goes up to 4 kHz).

2.2. Modelling and parameter identification

It has been shown previously that the measured f(w) functions for different velocities, normal forces and frequencies can be
accurately approximated by a dynamic friction model that combines a phenomenological rate-and-state model of the Dieterich-
Ruina type [1,6] with allowance for tangential contact stiffness. In a parallel development, the idea of allowing for tangential
compliance to enhance the prediction performance of rate-and-state models has also been recently pursued within the geome-
chanics community [15,16]. The basic Dieterich-Ruina model to be used in this paper [17,18] defines the friction force F as

F = Nop = Nolp, +a In(v/v,) + b In(¢p/ )] (4)

where Nj is the steady-state normal force, yu is the classical Coulomb coefficient of friction, v defines the slip velocity, ¢ is an
internal state variable, subscripts “*” indicate chosen reference values, and a and b are dimensionless model parameters. This
equation describes behaviour which is monotonic with v. A more general non-monotonic friction model has also been discussed
in previous work [6,19], but the current experimental methodology is not mature enough to reliably identify all the model
parameters of a non-monotonic model.
Equation (4) is coupled with a state evolution law [20], that reads
%z_d)_d)ss(v"'-) (5)
dt td)(V, .. )
where the subscript ss denotes the steady-sliding value. The time-scale parameter ¢4 can be taken as a fixed constant, or could
be dependent on velocity through the standard length-scale parameter L [6]. The state variable ¢ in Eq. (5) captures memory
effects in response to variations of the slip velocity. Under conditions of steady sliding, the Dieterich-Ruina model reads

Fss(vo) = NO[”* + (a - b) ln(V/V*)]. (6)
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Equation (6) describes a logarithmic dependence on the slip velocity, and the term (a — b) characterises the slope of the Fg
- vg curve. If (@ — b) is positive, the friction curve shows velocity-strengthening behaviour, while velocity-weakening behaviour
occurs with a negative sign of (a — b). A frequency response of dynamic friction can be recovered from Eqs. (4) and (5) by
perturbing the variables v and ¢ and linearising in the frequency domain around a chosen operating point. Following the sign
convention from previous works [5,6], the rate-and-state model assumes the following expression

[g? s/s + a)zf,v] + iwgﬂb[f,V - s/s]

w)=—
Brs(@) £ o

(7)

where

a— b)N aN, 1
1 = Ny = 2= DM VO) N Le=mNo= G0 gy= =y (8)
The symbols f and g refer respectively to the friction law in Eq. (4) and the state evolution law in Eq. (5).

As discussed in the earlier work [6], the tangential stiffness, necessary to reproduce the measured f(w), involves a series
combination of the pin’s tangential bulk stiffness and an interfacial contact stiffness from the effect of asperities. It was not
possible to identify these contributions separately from any individual measurement, although some progress was reported
by analysing a matrix of data obtained under different operational conditions. For the present purpose, the new instantaneous
measurement is always based on a single test so that it is only possible to obtain a single effective stiffness k.

In order to capture the measurement of f(w) presented in this paper, we assume that the contact stiffness k; is coupled in
series with the dynamic friction fzs(w), leading to an “equivalent” compliant pin model fp(®) [6]:

1
Bep(@) = Pro(@) X ———mr
P RS 1 — iwfrs(@) /K,
The model parameters of the rate-and-state model that need to be identified in combination with the tangential stiffness k,
are a, b and L (or tg). The best fit between the chosen model and the P(w) measurements is obtained by minimising the cost
function

(9)

Dmax

min e(,®=min Y /(@) - fop(e, P (10)

W=Wpmin

which is simply the squared difference between the experimental data f¢?(w) for a specific normal force and sliding speed
and the corresponding model fp(w, ®). The vector ® contains the fitting parameters. The minimisation is performed using the
Matlab routine “fminsearch”.

Fig. 3a and b shows two examples of measurements with corresponding model fits, shown as Nyquist plots in the complex
plane over the frequency range 0.1-3 kHz. The corresponding identified model parameters are also given. Both plots were
characterised by excellent coherence, and refer to measurements where no squeal occurred. By inspecting the sign of (a — b),
it can be noted that Fig. 3a shows a dynamic friction function corresponding to velocity strengthening behaviour, while Fig. 3b
corresponds to velocity weakening. This distinction can also be inferred directly from the plots, since for negative values of
(a — b) the Nyquist curve crosses to the right complex half-plane at low frequencies. Fig. 3¢ shows an example of f(w) estimated
immediately before a squeal event. The level of noise in the measurement is obviously higher, but the shape of f(w) in the
complex plane still resembles a segment of a circle, and the corresponding fitted model parameters still fall within a reasonable
range of numbers. On the other hand, Fig. 3d shows very unsatisfactory results for f(w) estimated during a squeal event. Any
attempt at model fitting in such a case is doomed to failure, and such results were systematically discarded.

2.3. Literature on rate-and-state model parameters

In previous literature, the values of fitted model parameters a, b and L are often reported in tables through mean values
and, in the best case scenario, with corresponding standard deviations. These rate-and-state model parameters are usually
retrieved from typical quasi-static geomechanical laboratory tests such as velocity-step tests [17,21], slide-hold-slide tests [21]
and sliding tests [22]. On the other hand, the identification of such parameters from dynamic friction tests performed at mid-high
frequencies was made possible only recently [1,6]. Once these parameters are identified and selected, they are commonly used as
time-constant input parameters for numerical modelling investigations [23]. Such an approach would be justified if the tested
material combination were not much affected by wear. In previous studies [1,6], runs carried out at different sliding speeds
and normal forces for materials such as Nylon/glass or Polycarbonate/glass, a single set of model parameters could remarkably
fit most of the experimental results. However, according to the results to be presented here it seems quite implausible that
these parameters should be treated as time-constant values if wear becomes non-negligible. Dependencies of rate-and-state
model parameters on operational conditions such as (and not limited to) temperature [24-28] and normal stress [29,30] have
been commonly reported in the literature, corroborating the idea that these model parameters may be only representative of a
specific contact configuration [31].

Robust prediction of propensity to squeal surely requires that variability of such model parameters be taken into account.
If the influence of operational conditions and wear on these model parameters is not negligible, large fluctuations of the kind
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Fig. 3. Nyquist plots of f(w) estimated for a 5 s time segment: (a) measurement carried out with disc speed 1 mm/s and normal force 28 N; (b) measurement carried out
with disc speed 1 mm/s and normal force 35 N; (c) measurement carried out at the onset of a squeal event with disc speed 6 mm/s and normal force 25 N; (d) measurement
carried out during the ensuing squeal event with disc speed 6 mm/s and normal force 25 N.

to be presented here are inevitable and a single set of model parameters would not be able to capture the observed frictional
behaviour. A promising approach to tackle this problem has been laid down in the last two decades, based on a microphysical
derivation for the rate-and-state model parameters [20,32-36]. Detailed discussion of these microphysical models falls outside
the scope of this paper, but some relevant outcomes will be briefly discussed in subsection 4.1 in order to try to shed light on
the observed frictional behaviour reported here.

3. Identified model parameters for polycarbonate pin on steel disc
3.1. Summary of estimated quantities and testing procedure

From each single measurement several quantities were estimated. The mean kinetic coefficient of friction 4, was obtained by
averaging the tangential and normal forces measured by the strain gauges over each full measurement (120 s for Set 1, 60 s for
Set 2). In addition, an “instantaneous” kinetic coefficient of friction y,; and the “instantaneous” function f(w) were estimated
for every 5 s of recorded data. Section 3.2 gives a discussion of the behaviour and variability of the estimated coefficient of
friction. The remaining subsections focus on the variability of f(w) and the corresponding fitted model parameters.

As will shortly become evident, some common patterns and some significant differences were found between the two data
sets. Each set began with a new Polycarbonate pin sample, nominally identical. Two years had elapsed between the two experi-
mental campaigns, and meanwhile other tests were performed on the same steel disc, near to the chosen operating radius. This
could have led to differences in the topography and chemistry of the disc surface, including any transferred film of wear debris
from other tests.

The pattern of the tests was somewhat different for the two data sets. Each data set was recorded over three days of testing.
For Set 1, three subsets were recorded, each being measured on a different day so that the apparatus was left overnight. This will
have allowed an opportunity for everything to cool down to ambient temperature, and perhaps for some oxidation processes
to operate on the pin and transfer film. Set 2, on the other hand, contains seven subsets. The first four were measured in close
succession during the first day, the fifth and sixth on the second day after an overnight pause, and the last subset was recorded
on the third day after another overnight pause. The extra subsets in Set 2 were designed to enlarge the database, including some
repetition of nominal operating conditions, and cases with the pin in conformal contact due to wear after the more extensive
testing.
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Fig. 4. Estimated kinetic friction versus sliding speed for Set 1 (a) and Set 2 (b). The cross marker highlights squeal occurrence and the circles indicate the starting point for
each subset of measurements.

3.2. Estimated friction coefficient u;, and squeal events

Fig. 4a and b shows all the estimated p;, — v, curves for Set 1 and Set 2. The circles in Fig. 4a and b indicate the first run for

each subset of data. Each subset was labelled with the mean normal force NO, obtained by averaging over 12 runs at different
sliding speeds: increasing and then decreasing through the same values. As already mentioned, these tests sometimes exhibited
friction-induced instability: the black crosses in Fig. 4 mark the runs during which squeal was heard.

Set 1 shows a pattern that seems quite simple and intuitive. The initial branch of each curve, as sliding speed was increased
1-10 mm/s, shows increasing friction force with time and/or increasing sliding speed. The result resembles typical velocity-
strengthening behaviour in a Stribeck curve [2]. However, the first and second branches of the y, — v, curves do not agree:
the friction coefficient remains high as sliding speed decreases. Subsets 2 and 3 show a striking level of agreement, suggesting
independence of normal force following the familiar Amontons-Coulomb ‘law’ for the coefficient of friction. This feature was
already seen in previous work [1]. Subset 1 is different, but the first subsets of any such data set might be expected to show
running-in behaviour of some kind, as is familiar for first runs of friction tests [4]. A feature that jumps immediately to the
eye is the remarkably similar initial values of g, for all three subsets. As mentioned earlier, each subset of Set 1 was recorded
at a different day. This will have allowed the apparatus to cool down: a full testing sequence (subset) generates significant
friction heating. Processes such as oxidation will also have had a chance to operate, changing the surface chemistry during a few
quiescent hours.

The results for Set 2 share some common features, but there are also significant differences. The plot, Fig. 4b, has been
presented in 3D form in the hope for greater clarity: a 2D plot similar to Fig. 4a is difficult to decode because there are more
curves and also because most of the data points seem to be confined to a narrow range between 0.7 and 0.9. The first branch
of most curves again shows increasing friction force, except that some subsets show an initial decrease between the first two
sliding speeds. The second branch generally does not follow the same track, but subset 2 and 4 are two exceptions. All the curves
apart from subsets 2 and 4 show a clear increase of the coefficient of friction between the first run and the last run, as did all the
curves in Set 1. This rise of the friction force can probably be attributed to an increase of the surface temperature, and perhaps
to a changing state of the surface chemistry of pin and disc during extended testing.

The initial values (circled in the plot) do not show the same repeatability as was seen with Set 1. However, the three cases
run after a night’s rest (subsets 1, 5 and 7) all show relatively low initial values of y,, and those for subsets 1 and 5 are very
similar. None shows an initial value of yu; as low as those seen for Set 1. The comparison between subsets 1 and 4 of Set 2 is
worth noting: these have similar normal loads, but the tests were performed at the beginning and the end of the test sequence
on the first day. There is no obvious trace of similar behaviour between these two subsets.

The pattern of squeal events in the two data sets can also be compared. Squealing typically occurred intermittently at a
variety of mid-high frequencies, and in a few cases at a sliding speed of 1 mmy/s even steadily at lower frequencies. The first runs,
generally obtained at a normal force close to 10 N, were not prone to squeal events, while the last runs carried out at higher
normal forces exhibited squeal events in all subsets. The first squeal event always occurs in the first branch of the y;, — v,
curve, which always shows a velocity strengthening regime. This observation may seem unexpected since friction-induced
instability phenomena are historically linked to velocity-weakening behaviour of the friction force [9]. Section 4 will shed some
light on this counter-intuitive observation by inspecting the short-term variation of the friction force - velocity slope through
“instantaneous” estimates of f(w). In general, the squeal events mostly occurred at sliding speeds of 6, 8 and 10 mm/s for normal
forces higher than 10 N. On the other hand, for the runs performed with a mean normal force close to 10 N only one squealing
event was observed, at a sliding speed of 6 mm/s, see Fig. 4a. Some squeal events were also detected in tests performed at
4 mm/s and even at 1 mm/s. Curiously, no squeal was ever detected for any of the tests carried out at a sliding speed of 2 mm/s
in either test set.

“Instantaneous” estimates of the kinetic coefficient of friction were also made over each 5 s interval during each test. The goal
was to detect possible patterns caused by short-time variation within each measurement. Fig. 5a and b shows examples of such
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Fig. 6. Estimates of | #(w)| every 5 s over a measurement length of 120 s from Set 1 (a) and 60 s from Set 2 (b). Both plots contain measurements carried out at a disc speed
of 2 mm/s and an approximately stable normal force around 27 N.

estimates, for subsets 1 and 3 of Set 1 and of Set 2. The black lines show the corresponding estimates of y, from Fig. 4, while the
discrete points show the individual samples within each measurement, and the shaded grey area gives the uncertainty bounds
quantified through the standard deviation of these samples. Within each measurement, the quantity y,; seems to fluctuate
randomly without any distinctive time variation pattern. Somewhat counter-intuitively, Fig. 5a exhibits the highest variability
for measurements performed at lower speeds during the last test sequence carried out at ﬁo =36 N. On the other hand, Fig. 5b
shows higher variability for the first test sequence performed at NO =9 N, more in line with expectations. It was interesting to
observe that for the measurements during which squeal occurred, no significant change of the variability of u; was observed.

3.3. Identified rate-and-state model parameters from f(w)

The u, — v, results from the previous section show rather complicated behaviour with no clear patterns and little evidence
of repeatability. These measurements, similar to traditional tribological tests, do not seem to shed clear light on the occurrence
of squeal or on the observed variations and anomalies. However, as earlier work [5,6] has stressed, the function f(w) may
provide a clearer fingerprint of dynamic friction than anything deduced from the coefficient of friction. Fig. 4 suggested that the
results from Set 1 and Set 2 behaved in different ways. For an initial indication of whether the same is true for the instantaneous
P(w) functions, Fig. 6 shows a comparison of approximately corresponding runs from Set 1 (Fig. 6a) and Set 2 (Fig. 6b): the f(w)
functions in both plots were estimated at the same sliding speed and at a fairly similar normal force. The general shape with
changing frequency is quite similar, and, as anticipated in Fig. 2a, both plots show significant variability at lower frequencies
but strong repeatability at higher frequencies. However, systematic differences in shape can be seen between the two cases, a
question to be explored in more detail in section 5.

The compliant pin model of Eq. (9) has been systematically fitted to the estimates of the instantaneous f(w) functions,
wherever the data quality permitted a satisfactory analysis (see Fig. 3). This fitting process gives time-varying values for the
parameters a, b and L of the friction model, and also for the tangential contact stiffness k;. Recall that the constitutive friction
law dominates the f(w) behaviour of this model at low frequency, whereas the tangential contact stiffness becomes important
at higher frequency. The behaviour seen in Fig. 6 thus leads one to expect relatively small variability of k; and higher variability
for the friction parameters. Fig. 7 confirms this predicted trend. For both data sets, the raw plotted data and also the coefficient
of variation (reported in the legend) show that parameter L exhibits the largest variability, followed by parameters b and a. On
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the other hand, the tangential stiffness remains essentially constant within each measurement.

Parameter L shows by far the biggest coefficient of variation, but it is important to recall that the sensitivity of f(w) varies
greatly between the different model parameters: see Fig. 12 of [6]. Parameter L shows the lowest sensitivity in general. Fig. 8
illustrates the impact on f(w) of the estimated variability of each model parameter for the measurement shown in Fig. 6a. A
reference case was simulated based on the mean values of the model parameters identified in Fig. 7 for Set 1. The reference case
was then perturbed by inducing a change on each model parameter, separately, corresponding to the estimated variability. It
can be observed that for an increase of parameters a, b and L, the impact on f(w) is fairly similar despite the large variability
observed for L. On the other hand, for a decreasing perturbation, the change of parameter L shows a more pronounced effect on
P(w). Despite this difference, the general pattern governing which are the dominant parameters at low and high frequency does
not change. The analysis in terms of coefficient of variation has been applied to each measurement of both data sets, and similar
trends to those depicted in Fig. 7 were generally observed. The only slight exceptions were Set 1, subset 3 and a few cases in Set
2, where the variability of k, overlapped with or exceeded that of a and b.

The general trend of each variable following the chronological order of measurements can also be analysed. Fig. 9 shows all
the identified values of the tangential contact stiffness from the estimated f(w) functions, plotted sequentially in the order of
testing. Gaps in the sequence indicate the cases where a satisfactory model fit was not possible. Regions where squeal occurred
are also shown. It can be seen that it was only rarely possible to obtain satisfactory model fits within these regions: subset 3
of Set 1 is the main exception, and advantage will be taken of these data points when squeal events are examined in detail in
section 4. Wear of the pin is evident in the progressive increase of stiffness as the area of contact increases.

Fig. 10 shows the same stiffness data, plotted against normal force. The chronological order of measurements within each
subset is here tracked through colour: the lightest dots refer to the first measurements, progressively darker ones to later mea-
surements. A colour distinction has also been made based on the day of measurement for each subset. In very broad terms, an
increase of tangential stiffness can be observed for increasing normal forces. An attempt has been made to estimate the expected
order of magnitude of this stiffness, to compare with the fitted values and their trends. Very simple estimates can be made of
three types of stiffness that may contribute: see Appendix A for details. These are the bulk shear stiffness of the pin, the tangen-
tial Hertzian stiffness which would apply to a non-worn contact, and the stiffness associated with asperities in a rough-surface
contact (estimated from the familiar Greenwood-Williamson (GW) model). The measured effective stiffness can be expected to
involve a combination of all three factors [37], in proportions that will change as the pin wears.
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All three estimated stiffnesses are indicated in Fig. 10. The Hertzian stiffness is computed according to Eq. (A.2), using the
measured pin radius R = 1.5 mm and elastic properties of Polycarbonate taken from the literature: Young’s modulus 2.2 GPa
and Poisson’s ratio 0.37. The continuous black lines in Fig. 10 refer to a perfect tangentially loaded Hertzian contact, while the
upper grey curves were obtained by decreasing the exponent 1/3 from Eq. (A.2) in steps of 0.01. The bulk stiffness of the pin
was estimated according to Eq. (A.1), assuming the same mechanical properties of Polycarbonate mentioned above. Since the
pin shortens due to wear after a series of runs, a range of pin heights h between 2 and 3 mm was assumed. Equation (A.1) leads
to a range of values between 1.68 MN/m and 2.53 MN/m, indicated in the plots as a horizontal stripe: the bulk stiffness does not
depend on normal force. The varying parameter of the GW contact model is o (see Eq. (A.3)). The black dashed lines shows the
result for an initial & value of 0.4 x 107>, and the dashed grey lines were obtained by increasing ¢ in steps of 0.4 x 107>,

All these stiffness estimates fall in the same general range as the measurements, but the detailed pattern is quite complicated.
The first cluster of subset 1, with normal force approximately 15 N, shows a good fit with the Hertzian-based stiffness as might be
expected with a new, unworn pin. However, once wear occurs none of the later clusters follow the Hertzian trend for increasing
normal forces. The reason of the mismatch for the remaining fitted values may lie in the change of real contact area caused by
wear. Note that in a previous study [6], different values of the power law exponent in Eq. (A.4) were found for increasing sliding
speeds. Because of a lack of estimated f(w) functions at higher normal forces and sliding speeds, it was not possible to apply the
same fitting methodology here. The estimated bulk stiffness has the same order of magnitude as the measured results: it tends
to lie slightly higher than the tests for Set 1, but is comparable to many of the later measurements in Set 2 when pin wear was
more extreme.

Concerning the GW contact model, the steeper slope of the dashed lines does not seem to match any visible trend of the
fitted stiffness values. Indeed, for the fitted values of Set 2 it is hard to discern any systematic trend in the results. Subsets 5-7
show particularly strong scatter. Most of the extreme stiffness values occurred within squeal regions, but there is also a cluster
in a non-squealing region near the end of the test sequence (see Fig. 9b). It may be relevant that the pin was extremely worn by
this stage. The pattern of the measured clusters of subsets 1-4 may hint at a power law trend lying between the Hertzian and
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Fig. 11. Variation over time and for different testing conditions of the identified model parameters from experimental data Set 1 and Set 2: (a) model parameters a and b;
(b) model parameter L.

Table 1
One-way ANOVA applied on the identified model parameters of data set 1 and data set 2.
F-statistic Model parameters
a b (a—>b) L k,
F.(a = 0.05) 3.8 3.8 3.8 3.8 3.8
F-value 154.2 369.7 167.4 9.8 230.0
p-value 3.6e-32 1.4e-66 1.6e-34 1.9e-03 5.1e-45

GW cases, since both sets of curves seem to catch some combinations of clusters, but the evidence is not compelling.

Next, results are shown for the parameters of the rate-and-state friction model: Fig. 11 shows the variation over time, and
for different testing conditions, of the identified model parameters g, b and L. The format is similar to Fig. 9, with squeal regions
indicated. The values of a and b identified for Set 2 seem to be somewhat more widely scattered than those for Set 1. As observed
for the stiffness k,, both parameters show an underlying trend to increase over time, but this trend is quite weak compared to
the variability. On the other hand, parameter L shows a fluctuating trend over time, with no obvious trend and a pattern that
seems to be independent of that of g, b and k,.

Fig. 11 also highlights that some identified parameters show occasional bursts of rapid increase. For Fig. 11a, most of these
jumps are related to the “outliers” observed in Fig. 9b. On the other hand, the occasional rapid and temporary increases of
parameter L seem to occur in regions where no squeal event was observed.

It is useful to compare the parameter values reported here with similar model parameters published in the literature. Experi-
mental evidence for a wide variety of material combinations indicates that the parameter (a — b) can range between a maximum
0f0.15 [38] and a minimum of —0.2 [39], although most of the observed values lie within a narrower range around +(10-3-1072)
[33]. Commonly observed values of the length-scale L from laboratory tests are typically on the order of 1 gm [17], but large
discrepancies can be found for values estimated by geodetic inversion from real fault motion data, which suggests value of L
of the order of 10~3-10~2 m [40]. Reassuringly, the values obtained from the current study fit well within the most frequent
ranges provided in the literature (see Table 2 for more details).

Table 2
Median and MAD values for the identified model parameters of data set 1 and data set 2.
Statistic Model parameters
a b (a—Db) L(pm) k.(MN/m)
Set 1 mean value 0.017 0.018 —0.001 0.342 1.003
c 0.003 0.003 0.003 0.156 0.184
c, (%) 18 17 300 54 18
Set 2 mean value 0.025 0.031 —0.007 0.391 1.899
c 0.007 0.007 0.008 0.164 1.117

¢, (%) 28 23 114 42 59
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4. Implications for squeal
4.1. Transitions from velocity weakening to strengthening behaviour

The results just described can be used to shed some light on the occurrences of squeal. The first topic to examine concerns
velocity-weakening or velocity-strengthening behaviour of the friction law. If a steady-state condition for the Dieterich-Ruina
law (Eq. (6)) is assumed, it can be observed that the amplitude variation of the friction slope j;s is driven by changes of the
sliding velocity and of the normal force (see Eq. (8)). The sign of the parameter (a — b) determines if the friction force has
velocity weakening or strengthening behaviour. In the earlier literature, this parameter (a — b) was originally envisaged as a
constant, and its sign regarded as an intrinsic property of the contact configuration.

However, the experimental results presented here give a different perspective on (a — b): they show that it varies signifi-
cantly with time. It turns out that the distribution of the estimated values of (a — b) for Set 1 is slightly different from that of Set
2. Fig. 12a compares the two distributions: the estimates of (a — b) are skewed towards negative values for Set 2, while the esti-
mates for Set 1 are more uniformly distributed between positive and negative values. Furthermore, variations in amplitude and
sign of the parameter (a — b) occur within measurements performed at constant sliding speed, as shown in Fig. 12b. Transitions
between positive and negative values, and hence between velocity-weakening and velocity-strengthening regimes, are evident
for sliding speeds up to 6 mm/s, while for higher speeds a lack of data prevented the identification of a full pattern.

Fig. 13 allows the observed variation to be investigated in more detail. For the sake of clarity, the estimates of (a — b) defined
by the bue dots refer to Set 1 only, since subset 3 contains the highest number of successfully estimated f(w) functions within
the squealing region. Two distinctive features can be observed in Fig. 13: a tendency for (a — b) to decrease with increasing
sliding speed, and significant variation of this parameter at any given sliding speed. The first feature is clearly observable only
for subset 3, while the second one can be detected in all subsets, and also in the results for Set 2 (not shown here). In particular,
at sliding speeds of 2 mmy/s, 4 mm/s, and in one case also at 6 mmy/s, these variations include changes in both amplitude and
sign.

Squeal events seem to occur when (a — b) is negative — but not all regions with negative values lead to squeal. The first
branch of subset 2 gives an interesting test case. At a sliding speed of 6 mmy/s, most of the instantaneous f(w) functions lead
to positive (a — b) values. Note, too, that in Fig. 4a the same first branch appears to show velocity-strengthening behaviour: but



A. Cabboi and . Woodhouse / Journal of Sound and Vibration 472 (2020) 115212 13

nevertheless a squeal event occurs. This squeal event can be related to one of the identified instantaneous f(w) functions, which
exhibits a negative value of (a — b). In a similar way, the first branch of the y;, — v, curve of subset 3 (see Fig. 4a) seems to exhibit
velocity-strengthening behaviour, and yet squeal events at 6, 8 and 10 mm/s occur. However, the friction force-velocity slopes
identified through the instantaneous f(w) function consistently show velocity-weakening behaviour. Experimental details of
two of these particular cases are provided in section 4.2.

The observed capricious variations of (a — b) are presumably caused by dynamical processes of some kind taking place at
the contact interface, which are quite difficult to measure. Several studies in the literature have pointed out that besides a
velocity-weakening regime, there are other candidates that could trigger friction-induced instability phenomena, including
variability of transfer layers, wear occurrence and pattern evolution of roughness [41-43], interactions between contact stiffness
heterogeneities and different contact pressure distributions [44], thin interface layers that may not behave like the bulk material
due to cracks, inhomogeneities and discontinuities [45], and thermal effects [46]. Excluding thermal effects, there is no evidence
so far on whether or not the above-mentioned factors could effectively induce changes to the (a — b) term.

Some evidence of variation of (a — b) has been found in the fault mechanics community, and a similar transition behaviour
between the two regimes has been experimentally observed [47]. The latter study showed that changes of the parameter (a — b)
were related to both measured temperature and normal stress variations for the tested material combination during sliding fric-
tion experiments. A similar correlation has been investigated theoretically through a microphysical rate-and-state model [48],
where the sign and amplitude (a — b) depends on the ratio between the contact shear and normal stress and contact surface
temperature, respectively. A more elaborate model, the “CNS” model [35], makes an attempt to simulate the deformation of a
granular fault gouge contact interface by taking into account the granular flow in combination with thermally activated creep
and intergranular sliding. In this case, the parameter (a — b) turns out to be nonlinearly dependent on sliding velocity, temper-
ature and fault depth. A more recent study [36] tackles the derivation of microphysical rate-and-state models by assuming that
sliding is followed by a thermally activated visco-plastic deformation of junctions in their entire volume, not limited to a thin
layer at asperity level. Under steady-state conditions, the friction coefficient was explicitly related to sliding velocity, tempera-
ture, microscopic normal stress acting on the plastic junctions, geometrical contact parameters and rheological properties of the
material in contact. The results showed that the transition from velocity strengthening to weakening can happen for an increase
in temperature and decrease in sliding velocity. Critical temperatures have been also defined marking the transitions from a
stable to an unstable regime and vice versa.

In the context of the present measurements of variation of (a — b), it seems plausible to speculate that temperature and small
variations of normal stress caused by the non-flatness of the disk and the induced excitation may have played an important role.
Additionally, as temperature increases, the viscoelastic behaviour of a polymer like Polycarbonate goes from the glassy region
to the glass transition region. If temperature is further increased a rubbery plateau domain is reached, which eventually leads
to viscous flow behaviour. For a material like Polycarbonate this full transition can occur over a temperature range between 120
and 240 °C [49].

4.2. Squeal prediction and examples

To the best of the authors’ knowledge, rate-and-state models have not previously been used to capture friction-induced
instabilities such as squeal phenomena at mid-high frequency. These models have been used extensively within the geome-
chanics community, but there they are usually applied to sliding friction tests carried out at far lower sliding speeds than the
ones used here. This section gives a first glimpse of the use of rate-and-state models for squeal prediction, to explore the poten-
tial benefits of using estimates of f(w). The model to be used here is the simplest possible: note that a detailed discussion of the
pitfalls of over-simplified models for quantitative squeal prediction has appeared in earlier literature [7,8].

In a back-of-the-envelope fashion, Appendix B briefly illustrates squeal prediction based on a rate-and-state law. If only one
degree of freedom is considered, it is shown that a Hopf bifurcation leading to instability is possible if (a — b) is negative. The
critical frequency a)g given in Eq. (B.4), depends on the rate-and-state friction parameters and the sliding speed, so it can be
estimated and tracked using the identified model parameters and their variation over time. The blue crosses in Figs. 14 and 15
show the estimates of a)g The observed squeal events for both data sets were confined to the regions marked by grey bands. The
red lines indicate the sliding speed, increasing then decreasing for each subset, corresponding to the first and second branches
of the y, — v, curves shown in section 3.2. The proportional relation between w? and vy is clearly visible in Set 1, subset 3.

To add some detail to the results summarised in Figs. 14 and 15, and to visualize the data processing procedure, two illus-
trative examples are now shown. The first example, in Fig. 16, refers to subset 3 of Set 1, measured at a sliding speed of 8 mm/s
during a test sequence of increasing speed. As pointed out in subsection 4.1, this squeal event occurs within the first branch of
the p;, — vq curve shown in Fig. 4a, which apparently exhibits velocity-strengthening behaviour. To visualize the squeal occur-
rence, a time-frequency analysis was performed on the time series recording the acceleration along the sliding direction. The
resulting spectrogram shows pronounced intermittent squealing around 2.1 kHz. This frequency corresponds to the first tan-
gential mode of the dynamometer [6,50]. Two further peaks at lower amplitude can also be detected near 1.4 kHz and 1.6 kHz,
which usually show up in both the tangential and normal motion and are again linked to test-rig resonances.

It only proved possible to obtain good model fits for two f(w) functions measured during this run, from the 5 s segments
indicated by the numbers 1 and 2. The first occurs at the onset of a squeal event and the second during a squeal event. The
Nyquist plots of both f(w) functions are plotted in Fig. 16b-c, covering a frequency range between 0.1 and 3 kHz. Both functions
cross into the right half-plane at a critical frequency w,. This marks the onset of velocity-weakening behaviour of the frictional
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interface, in clear contrast to what was suggested by the y;, — v, curve. Each Nyquist plot contains the information for the fitted
model parameters, operational conditions and the estimated .. The critical frequency is 2.44 kHz for case 1 and 2.31 kHz for
case 2, both above the observed squealing frequencies and thus correctly indicating unstable behaviour. It should be noted that
the resonance peak near 2.1 kHz, and also the two lower ones around 1.5 kHz, are usually visible in the raw measurements of
P(w). However, in order to allow a clear representation of the underlying functional form of f(w), these rig artefacts have been
filtered out without significantly changing the shape of f(w), as described in an earlier publication [1].

This example is typical of most of the squeal cases occurring at speeds higher than 6 mm/s, for which the most pronounced
squealing frequency is always near 2.1 kHz. This fits neatly with what Figs. 14 and 15 reveal: the w, estimates only rise above
this frequency for sliding speeds of 6 mm/s and above.

Fig. 17 shows the second squeal example, which refers to Set 1, subset 2 measured at a sliding speed of 6 mm/s during a test
sequence of increasing speed. The squealing pattern is less pronounced, but fairly similar to the one just discussed. However,
this example is instructive because the only four segments leading to satisfactory model fits to f(w) fall in time intervals where
the system was not squealing. Three of the four show a Nyquist plot confined to the left half-plane. The remaining f(w) function
(case 3) does show a Nyquist circle crossing to the right half-plane, but only at a frequency w. = 0.44 kHz, insufficient to
cause instability at 2.1 kHz. It is interesting to note the rotation of f(w) towards the right half-plane when approaching two
pronounced squeal events (cases 2 and 3).

5. ANOVA and exploratory factor analysis

In sections 3.3 and 4.1 the variation of each of the identified rate-and-state parameters q, b, L and (a — b) and the stiffness
parameter k, was investigated independently. By linking the results with what has been found in the literature, it was suggested
that unobserved and/or uncontrolled factors such as temperature and wear are probably driving the observed variability. In
order to probe this preliminary conclusion further, a more quantitative analysis was carried out. The two data sets were tested
in order to quantify the statistical similarity or dissimilarity by means of an analysis of variance (ANOVA) [51]. Subsequently, a
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correlation and factor analysis [51] was applied in an effort to establish the number of independent factors driving the process.

The ANOVA test aims at quantifying the statistical difference or similarity between Set 1 and Set 2. A one-way ANOVA analysis
was carried out independently for each model parameter, to test for statistically significant differences in the means between
the two data sets. The test is based on computing the F-value, which is the ratio of two variances: the variance between sample
means estimated for each data set and the variance within the samples for each data set. These two quantities are expected to
be approximately similar if the null hypothesis is true. In order to check the validity of the null hypothesis, the F-value is placed
within the Fisher distribution and the p-value probability is then calculated. The p-value estimates the likelihood of a sample
occurring due to chance, given the assumed sampling distribution. If this probability is lower than a chosen threshold «, the null
hypothesis can be rejected. The « level chosen here was 5%; it defines the probability of mistakenly rejecting the null hypothesis.
An alternative and consistent way to assess the statistical similarity between the data sets is to compare the computed F-value
with a critical value F,, value, inferred from a Fisher distribution for a given value of . For the null hypothesis to be true, F must
be lower than F,...

Table 1 displays the values of F and p for each model parameter. The F-values are all higher than the computed F,,. Similarly,
all the estimated p-values are lower than the threshold defined by a. It can be concluded that the dissimilarity between the
model parameters identified from Set 1 and from Set 2 is statistically significant. Given the dissimilarity, the mean values, the
standard deviation (¢) and the corresponding coefficient of variation c, of each model parameter have been computed for each
data set separately and listed in Table 2. The coefficients of variation highlight an increase of scatter in Set 2 for model parameters
a, b and k. On the other hand, the values of parameter (a — b) and L are more spread in Set 1 than in Set 2. This can be explained
by the fact that Set 1 exhibits a symmetric distribution of (a — b) around the transition point, while the distribution of (a — b) in
Set 2 tends to be skewed towards negative values (see subsection 4.1 and Fig. 12a).

Despite this quantified dissimilarity, a factor analysis based on the complete combined data set was also carried out. The aim
was to identify the minimum number of common latent factors able to explain the observed model parameter variation, and the
degree of correlation among such parameters. Since factor analysis implicitly assumes a linear correlation between observed
variables and latent factors, a first qualitative screen on the existing correlation was performed.

Fig. 18 qualitatively indicates some possible correlation patterns among the identified model parameters. In both figures the
values for Set 1 and Set 2 are distinguished by colour. Independently of this separation, Fig. 18a indicates that an increase in
tangential stiffness leads to an almost linear increase of both parameters a and b. Since the change of the tangential stiffness is
most likely caused by wear, it seems plausible to assume that parameters a and b are also driven by the same factor. Note that
such linear correlation is more neat for Set 1, while the parameters for Set 2 exhibit more scatter.
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The relation between the length-scale parameter L and the parameter (a — b), which defines the sign of jis, is more peculiar.
Experimental evidence in the geomechanics community usually suggests values of L which are independent of operational con-
ditions [17,21], and it is often treated as a “universal constant”. This viewpoint has been already challenged conceptually [19,20],
experimentally [6] and in terms of models [52,53]. In particular, the latter two studies investigated the collective behaviour of an
ensemble of viscoelastic elements representing contact asperities sliding on a rough surface. The simulated collective response
suggested a sliding velocity dependence of the characteristic length-scale L. This velocity dependence was also observed exper-
imentally [1,6] for specific material combinations.

This study adds a further twist to the story. A linear correlation between parameter L and the parameter (a — b) can be
observed in Fig. 18b within a velocity weakening regime. However, there is a qualitative change of behaviour when (a — b)
changes sign, the transition point between velocity-weakening and velocity-strengthening regimes. To the best of the authors’
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Fig. 19. Matrix of Pearson’s correlation coefficients for: (a) velocity-strengthening regime; (b) velocity-weakening regime.

Table 3
Summary of factor analysis results: number of factors, factor loadings and
eigenvalues of the decomposed correlation matrix.

Parameters Estimated factor loadings: r;; = v/Z;¢;
Velocity-strengthening Velocity-weakening
L I L I
a 0.96 0.08 0.97 -0.15
b 0.96 —0.20 0.97 0.16
(a—Db) 0.01 0.93 0.01 —0.85
L 0.58 0.46 —0.04 0.81
k; 0.90 —0.18 0.31 0.10
Eigenvalues 2.99 1.67 1.98 1.43

knowledge, such behaviour has not previously been reported in the literature of rate-and-state models. It is worth noting that
the lowest values of L tend to occur at the transition point when (a — b) approaches zero, while the velocity-strengthening
regime seems to exhibit more spread and higher values of the length-scale parameter. The latter observation seems to support
the hypothesis that higher values of L means greater frictional strength [54]. In fact, the characteristic length-scale L is often
regarded as a measure of asperity contact maturity, indicating the slip distance necessary to regain a steady frictional strength
after a perturbation in the loading conditions has been applied. It is worth comparing the observed behaviour of parameter L in
Figs. 11b, 17 and 18b. The main conclusion seems to be that decreasing behaviour of L may indicate that the interface mechanics
is approaching a state which may be prone to instability.

Given this distinctive behaviour between the velocity strengthening and weakening regimes, the combined data set (Set
1 + Set 2) has been split according to these two regimes, and a factor analysis was applied separately on both sets. The general
linear regression model upon which factor analysis relies is given by

X=RI+e€ (11)

where the vector X contains the measured (or identified) dependent variables, R is the matrix of factor loadings representing
the regression coefficients, I is the vector of latent factors or independent variable, and € defines additional sources of variation,
also called specific factors. The general aim is to estimate the factor loading, the number of factors and the specific factor. In
the following study, attention is focused only on the number of factors that drive the observed parameter variation, to which
end a first-stage exploratory factor analysis has been performed. In order to extract the necessary information from measured
data, certain assumptions on the covariance relationships are required: see Ref. [51] for further details. The factor estimation
technique then employs a principal component analysis of the correlation matrix estimated for each data set. Fig. 19 shows the
absolute values of the Pearson linear correlation coefficient p between each pair of identified model parameters, and Table 3
summarizes the results of the factor analysis in terms of identified number of factors and factor loadings. For clarity, r;; defines
the estimated regression coefficients referred to the factor i and parameter j, 4; is the selected eigenvalue and e;; is the corre-
sponding eigenvector obtained from the principal component analysis.

For both regimes, it appears that two main factors are needed to account for the variation of the identified model parameters.
The number of main factors was selected based on the “eigenvalue greater than one” rule [51], since a principal component anal-
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Table 4
Propagation of rate-and-state model variability to the estimates of .
Parameters Set 1: @, = 225 (Hz) Set 2: @ or = 339 (Hz)
|Aw, | (Hz) ¢, (%) |Aw,| (Hz) ¢, (%)
A(a—b) 225 100 231 68
AL 189 84 288 85

ysis of the correlation matrix of standardized data was performed. The eigenvalues quantify how much variance of the observed
variables can be explained by each specific factor. A factor with 4; > 1 explains more variance than any single parameter.

A more detailed analysis based on the Pearson correlation coefficients, shown in Fig. 19, and the estimated factor loadings,
shown in Table 3, reveals different patterns for the two regimes. During the velocity-strengthening regime, three parameters
(a, b and k;) show a high correlation with the first identified factor and also with each other. The second identified factor tends
to explain the observed variation of (a — b). On the other hand, note that in order to explain the variation of parameter L, both
factors are needed. This correlation pattern changes during a velocity-weakening regime. The first factor is able to explain
only the variation of parameters a and b, while the identified stiffness k; exhibit a low correlation with respect to I; and an
almost negligible linear relation with I,. The second factor seems to drive the variation process of parameter L and (a — b). Their
correlation was already highlighted in Fig. 18b.

Since the variability of the identified rate-and-state model parameters has been quantified, it is worth assessing how this
variability propagates into squeal prediction by exploiting Eq. (B.4). According to Table 2, the lowest coefficient of variation is
17%, while the largest one reaches 300%. Since the estimation of the critical frequency w, relies on these model parameters, it
is hardly surprising that robust squeal prediction is often an elusive task [8,10,13]. Table 4 quantifies the effect of the estimated
model parameter variations on the critical frequency. The reference critical frequency,  .r, was computed based on the esti-
mated mean values for both data sets. The standard deviations for each identified model parameter were then used to compute
the variation of the critical frequency, Aw,. Deviations of 100% from @, s can be observed, while the smallest variation is about
68%. This last observation underlines the importance of linking rate-and-state model parameters to physical properties of the
materials in contact, in order to predict in advance eventual model parameter variability caused by operational factors.

6. Conclusions

This paper has examined in some detail the dynamic friction behaviour of a Polycarbonate pin sliding against a steel disc,
a case for which it had previously been found that the test rig for measuring and estimating the frictional frequency response
function f(w) was prone to intermittent friction-excited squeal. The procedure described previously for estimating f(w) was
modified to allow “instantaneous” estimates. Data segments of length 5 s were used, and in many cases it proved possible to
obtain a satisfactory fit of a rate-and-state friction model including the effect of tangential contact stiffness: the same type of
model previously shown to work well for a variety of material combinations [1]. The “instantaneous” estimates of f(w) were
able to capture the dynamic friction behaviour at the onset of squeal, after squeal and in a few cases even during a squeal event.

As a result of these new measurements, the variation in time of the model parameters could be tracked and the pattern
compared with the observed occurrences of squeal. Variations in time were of two types. First, some model parameters exhibited
systematic trends, probably associated with wear of the pin and with rising temperature during the testing sequence. The
contact stiffness k, showed an increasing trend with time as successive test cases were run using the same pin. The rate-and-
state friction model involves two non-dimensional parameters a and b, and a length-scale parameter L (see Eq. (8)). Of these, a
and b showed increasing trends similar to that of k;, while the behaviour of L was more complicated.

The second type of variation observed in the results was apparently random, perhaps associated with unmeasured details
of the transferred film of wear debris on the surface of the disc and/or to unobserved dynamic processes that may take place
at the interface. These random variations seem to be responsible for the intermittent nature of squeal events in the test rig. A
key conclusion of this work is that the dynamic frictional frequency response f(w) may indicate “velocity-weakening” frictional
behaviour for a range of frequencies, even though the apparent slope of the “Stribeck curve” deduced from steady-sliding tests
indicates velocity-strengthening behaviour. Transitions between velocity-weakening and velocity-strengthening behaviour of
P(w) can be tracked by inspecting the sign of a single variable in the friction model: the combination (a — b).

The capability of the proposed methodology to track and distinguish the two different dynamic friction regimes is of great
importance when it comes to predicting the occurrence of squeal instability. When (a — b) < 0, the Nyquist plot of f(w) crosses
into the unstable right-hand half of the complex plane. Within the simplest model for friction-excited vibration, with a single
degree of freedom oscillator, a Hopf bifurcation occurs at the frequency where this crossing happens. If the natural frequency
of the oscillator lies below the critical frequency @, of the bifurcation, unstable growing oscillation is predicted. Examples of
squeal occurrences have been shown, where the behaviour of f(w) seems to lend support to this simple picture. This success
makes it immediately plausible that the capability of the instantaneous f(w) function to track short-time transitions could be
an important new tool for understanding squeal.

A preliminary attempt has been presented to use Factor Analysis to probe possible connections between variation of the
different parameters. It appears likely that most of the variability can be attributed to the influence of two controlling factors,
but that the details of these two factors are different for the cases of velocity-weakening and velocity-strengthening friction, as
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indicated by the sign of the variable (a — b). This is strikingly illustrated by the different correlation patterns observed between
parameter (a — b) and L for the two different friction regimes. This result surely deserves further investigation.

In the authors’ opinion, the new methodology of tracking dynamic friction in a time-dependent manner opens up many
possible new research directions. It would be straightforward in principle to apply the approach to materials of more obvious
technological significance that Polycarbonate; for example brake-liner compounds. At a more fundamental level, the testing
methodology could be further enhanced to enable the identification of a f(w)-like function associated with deformation in the
direction normal to the contact surfaces: the same theoretical work motivating the original measurement of f(w) suggested that
this might be important [7]. Concurrently, as suggested by the results presented here, parameters such as surface temperature
should be added to the list of factors to measure.

It can be hoped that incorporating factors like temperature, wear and normal force fluctuation into the modelling would pro-
vide at least a partial explanation for some of the observed systematic trends and apparently random variation. Understanding
such “capricious” aspects of frictional behaviour has been an elusive goal of research for many years, and this new experimen-
tal tool has the potential to spark important progress. In a different avenue of theoretical development, the proposed concept
of measuring f(w) could be extended to larger conformal contact interfaces, to replicate the contact scenario of real applica-
tions and to explore whether new mechanisms for instability are then predicted. The more the testing methodology could be
improved, the more likely it is that further physical hints would emerge to explain the parameter variation and to validate
microphysical-based friction models.
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Appendix A. Estimation of contact stiffness

To check the magnitude of the tangential stiffness extracted from the measured f(w) functions it is useful to compare with
simple estimates to be found in the literature. One can envisage three contributions: the pin’s bulk shear stiffness, the interfacial
Hertz-Mindlin contact stiffness, and the interfacial stiffness derived from asperity contacts on rough surfaces.

A simple guess of the pin’s bulk stiffness can be obtained by assuming the pin to be a thick cylindrical cantilever rod subject
to shear deformation. The elastic compliance is then given by Ref. [55].
= CAc where c¢= 60 +v) for circular cross section (A1)
h 7+ 6v
where A is the area of the cylinder, c is the Timoshenko shear coefficient, h is the height of the pin and G is the shear modulus.

According to Mindlin [56] the contact compliance of a tangentially and normally loaded elastic hemisphere pressed against
arigid half-space can be expressed as

‘- < 4E ) (3R(1 - v)N0>l/3 (A2)
“\a+vwe-v 4E

where R is the radius of the hemisphere, Ny is the normal load, E is the Young’s modulus and v is Poisson’s ratio.
Finally, for a conformal contact satisfying the Greenwood-Williamson assumptions [57,58], the contact compliance of a tan-
gentially loaded rough surface pushed against a rigid half-space with no slip can be written

1-v)
2-v)s °

kp

k=2 (A3)

where o is the standard deviation of the asperity heights.
Note that all these contributions to tangential contact stiffness depend on the normal force Ny through a power law [59] with
the general form
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The parameters x and « are not known a priori, but each of the special cases just noted gives a particular value of the exponent
a. For the bulk stiffness, the value is zero (i.e. no dependence on Ny); for the Hertzian case the exponent is 1/3; and for the
Greenwood-Williamson case a linear proportionality is obtained, corresponding to @ = 1.

Appendix B. Critical frequency w,, for a SDOF system

The frequency response of dynamic friction is the required friction information which naturally enters in any linearised
stability analysis. The simplest example of such a stability analysis is presented in this appendix: the critical frequency at the
onset of instability for a single mass m, attached to a fixed base through a spring k and sliding on a belt driven at speed v;. At the
sliding interface, a frictional force F is generated which is assumed to follow the rate-and-rate law. The characteristic equation
of this system is obtained by retaining only the first order terms from a Taylor expansion of the perturbed equation of motion,
and reads as follows

1 1 1
m@ - o) whp@) (B

where a)g = k/m is the natural frequency of the system.

The onset of instability of the system in Eq. (B.1) occurs when one of the system poles crosses to the lower Fourier half-plane.
Taking into account the expression for the measured frictional response function (see Eq. (9)), the characteristic equation can
be rewritten as

Mm@ — %) = ~S(fep(@)) + iR (Bep(w)). (B2)

The applied perturbation will lead to an oscillatory decay or growth, depending on the sign of the imaginary part of Eq. (B.2).
The onset of instability is thus found by setting the imaginary part to zero:

iR (Pep()) = 0 (B3)
which leads, after some mathematical manipulation, to a Hopf bifurcation [54,60,61] occurring at the critical frequency
Y
g
2 ,'ss
o =——""— (B.4)
c f,v

For the given friction law and the undamped SDOF system, the critical “Hopf” frequency a)g occurs only if jés is negative. Note

that a)g merely depends on the frictional properties of the contact interface. It defines the frequency at which the measured
P(w) crosses into the right-hand half of the complex plane, as shown in Fig. 3b. An instability may then occur whenever the
resonance of the system lies below w.
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