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SUMMARY 

This thesis aims to provide insight into the necessary power system operation and control 
developments to facilitate a sustainable, safe and reliable electric power supply now and in 
the future. The primary objective is to enhance the interconnected power system situational 
awareness with the aim of reinforcing the reliability of power systems. First, the thesis 
elaborates on the existing and emerging operational challenges of modern power systems 
and identifies the required power system developments to overcome them. Next, it focuses 
on state-of-the-art Synchronised Measurement Technology (SMT) supported Wide-area 
Monitoring Protection and Control (WAMPAC) of power systems. In this context, a cyber-
physical experimental testbed for online evaluation of the emerging WAMPAC 
applications under realistic conditions is developed. The testbed consists of a real-time 
power system digital simulator and actual SMT components that are connected with the 
simulator as Hardware-In-Loop (HIL). As a part of the testbed, a new web-based SMT 
monitoring platform is developed for online monitoring of Phasor Measurement Unit (PMU) 
measured power grid dynamics and alarming purpose. Following, the reasons and the 
shortcomings of conventional software simulated bus measurements for WAMPAC 
application design and validation are discussed. To address the shortcomings and fill the 
scientific gap between the IEEE Std. C37.118-2005 (communication part) and IEEE Std. 
C37.118.2-2011 specifications and their implementation, a MATLAB supported Synchro-
measurement Application Development Framework (SADF) is developed. The SADF for 
the first time enables online receiving and parsing of PMU generated machine-readable 
messages into a human-friendly MATLAB format. In this context, a robust data receiver 
communication technique with integrated fall-back procedures, and an efficient online 
receiving and parsing methodology of the encapsulated machine-readable configuration and 
data frames are proposed. Next, to improve situational awareness of power systems, two 
SMT-supported algorithms are proposed. The first algorithm is suitable for online detection 
of disturbances, observed as excursions in PMU measurements, in AC and HVDC power 
grids. Notably, PMUs are utilised for the first time to deliver synchro-measurements of an 
HVDC grid. The proposed algorithm features adaptive thresholds for immunity to 
measurement variance, fast response, and low computational burden, making it suitable for 
near real-time operation, as a part of backup protection schemes and monitoring 
applications. For the evaluation purpose of the algorithm, in particular, to determine the 
associated disturbance detection time delay, noteworthy attention is paid to time-
synchronisation of the supporting systems of the testbed. Further, the second proposed 
algorithm is suitable for online identification of grouping changes of slow coherent 
generators in an interconnected power system. Hereby, a series of proposed solutions, 
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addressing unresolved and newly identified challenges, is compound into the adaptive 
algorithm, enabling robust and near-real-time tracking of grouping changes of slow 
coherent generators during quasi-steady-state and the electromechanical transient period 
following a disturbance. The algorithm, for the first time, detects and removes the 
interfering pre-event measurements in an observation window and adaptively tracks 
grouping changes of slow coherent generators, leading to improved accuracy and more 
robust results, respectively. Moreover, the improved similarity method leads to the 
identification of areas with different frequencies; meanwhile, the new AP preference 
adjustment method adaptively determines the optimal number of slow coherent groups and 
partitions the outlier generators as independent clusters. All together in combination with 
the novel adaptive observation window method, which determines the minimum number of 
samples to be processed for near real-time coherency identification, facilitates the design of 
fast-acting and adaptive emergency control schemes. Finally, in conclusions, the main 
findings of this thesis are summoned, and further research directions towards the Control 
Room of Future are presented. 
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SAMENVATTING 

Dit proefschrift heeft als doel inzicht te verschaffen in de noodzakelijke ontwikkelingen in 
de werking en het bedienen van het energiesysteem om een duurzame, veilige en 
betrouwbare elektrische energievoorziening nu en in de toekomst mogelijk te maken. Het 
primaire doel is om het situationele bewustzijn van het onderling verbonden elektrische 
energiesysteem te verbeteren met als doel de betrouwbaarheid van elektrische 
energiesystemen te vergroten. Ten eerste gaat het proefschrift in op de bestaande en in 
opkomst zijnde operationele uitdagingen van moderne elektrische energiesystemen en 
identificeert het de voor het elektrische energiesysteem vereiste ontwikkelingen om deze 
uitdagingen aan te kunnen. Vervolgens concentreert het zich op de meest geavanceerde 
Wide-area Monitoring Protection and Control (WAMPAC) ondersteund door 
Synchronised Measurement Technology (SMT) van elektrische energiesystemen. Een 
cyber-fysieke experimentele proefopstelling is in deze context ontwikkeld voor online 
evaluatie van de in opkomst zijnde WAMPAC-toepassingen onder realistische 
omstandigheden. De proefopstelling bestaat uit een real-time digitale simulator van een 
elektrisch energiesysteem en werkelijke SMT-componenten die met de simulator zijn 
verbonden als Hardware-In-Loop (HIL). Als onderdeel van de proefopstelling is een nieuw 
internet gebaseerd SMT-monitoringsplatform ontwikkeld voor de online monitoring van de 
door Phasor Measurement Unit (PMU) gemeten dynamiek van het elektrische 
energienetwerk en alarmsystemen. Hierop volgend worden de redenen voor en de 
tekortkomingen van conventionele met software gesimuleerde busmetingen voor het 
ontwerpen en valideren van WAMPAC-toepassingen besproken. Om de tekortkomingen 
aan te pakken en de wetenschappelijke kloof tussen de specificaties van IEEE Std. 
C37.118-2005 (communicatiedeel) en IEEE Std. C37.118.2-2011 en de implementatie 
daarvan te overbruggen, is een Synchro-measurement Application Development Framework 
(SADF) ontwikkeld die ondersteund wordt door MATLAB. De SADF maakt voor het eerst 
online ontvangst en ontleding mogelijk van door PMU gegenereerde voor een machine 
leesbare berichten in een mensvriendelijk MATLAB-formaat. In deze context worden een 
robuuste communicatietechniek voor gegevensontvangers met geïntegreerde 
uitwijkprocedures voorgesteld en een efficiënte online ontvangst- en ontleedmethodologie 
van de bijgesloten door een machine leesbare configuratie en gegevensframes. Vervolgens 
worden twee door SMT ondersteunde algoritmen voorgesteld om het situationeel 
bewustzijn van elektrische energiesystemen te verbeteren. Het eerste algoritme is geschikt 
voor de online detectie van storingen, waargenomen als afwijkingen in PMU-metingen, in 
AC- en HVDC-elektriciteitsnetwerken. Opmerkelijk is dat PMU's voor het eerst gebruikt 
worden om synchroonmetingen van een HVDC-netwerk te leveren. Het voorgestelde 
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algoritme beschikt over adaptieve drempelwaarden voor immuniteit voor meetafwijkingen, 
snelle respons en lage rekenlast, waardoor het geschikt is voor vrijwel real time 
functioneren, als onderdeel van back-up beveiligingsschems's en applicaties voor 
monitoring. Er wordt uitvoerig aandacht besteed aan tijdsynchronisatie van de 
ondersteunende systemen van de proefopstelling met het doel om het algoritme te evalueren, 
in het bijzonder om de gerelateerde vertraging in de storingsdetectie vast te stellen. Verder 
is het tweede voorgestelde algoritme geschikt voor de online identificatie van 
veranderingen in groepering van traag coherente generatoren in een onderling verbonden 
elektrisch energiesysteem. Hierbij is een reeks voorgestelde oplossingen, die onopgeloste 
en nieuw geïdentificeerde uitdagingen aanpakt, samengevoegd tot een adaptief algoritme, 
waardoor het mogelijk wordt om robuust en vrijwel real-time veranderingen in groepering 
van langzaam coherente generatoren te volgen tijdens een quasi-stationaire fase en tijdens 
de elektromechanische transitieperiode volgend op een storing. Het algoritme detecteert en 
verwijdert, voor het eerst, de interfererende metingen voorafgaand aan een gebeurtenis in 
een observatievenster en volgt adaptief veranderingen in groepering van langzaam 
coherente generatoren, hetgeen respectievelijk leidt tot een verbetering in nauwkeurigheid 
en robuustere resultaten. Bovendien leidt de verbeterde similariteitsmethode tot de 
identificatie van gebieden met verschillende frequenties; ondertussen bepaalt de nieuwe 
AP-methode voor het bijstellen van voorkeuren adaptief het optimale aantal traag coherente 
groepen en verdeelt de afwijkende generatoren als onafhankelijke clusters. Dit alles samen, 
in combinatie met de nieuwe adaptieve methode met het observatievenster, die het 
minimum aantal te verwerken monsters bepaalt voor vrijwel real-time identificatie van 
coherentie, vergemakkelijkt het ontwerp van snel in werking tredende en adaptieve 
schema’s voor noodbesturing. Tenslotte worden in de conclusies de belangrijkste 
bevindingen van dit proefschrift samengevat en worden verdere onderzoeken richting de 
Control Room of Future gepresenteerd. 
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CHAPTER 1 
 

INTRODUCTION  

The present electric power system (hereinafter referred to as power system), which 
represents the heart of the modern world, experiences substantial changes. For the good of 
our future, the energy transition drives the energy sector towards investments in clean 
energy technology and energy efficiency. Within this context, the conventional power 
generation centres, in particular fossil-fuel and nuclear power plants, are decommissioned 
and substituted for energy sources that are distributed (geographically dispersed and 
typically locally connected to a low voltage power system), sustainable (meets the needs of 
the present without compromising the ability of future generations to meet their own needs) 
and renewable (does not result in the depletion of the earth's resources), characterised by 
predominantly wind and solar. 

The ongoing energy transition brings not only conspicuous environmental and societal 
benefits, but the resulting increase in power system complexity leads to unprecedented 
power systems’ behaviour and imposes new operational challenges. The triggering fact is 
that there is a deficiency of crucial developments to support and prepare the power system 
operators for the existing and upcoming operational challenges, respectively. Especially, 
the limited observability of power system dynamic phenomena, limited situational 
awareness, and lack of coordinated protection and control schemes may lead to an inability 
to operate the power system in time adequately.  

Given the increasing number and severity of power system outages and large blackouts, 
there is a pressing need not only to identify incipient technological advances to meet the 
operational requirements of the today and future power systems but above all, at an early 
stage, to design an experimental testbed suitable for analyses on how the existing power 
systems accommodate the emerging developments thoroughly. This thesis provides an 
insight into the emerging operational challenges, addresses the required developments, and 
presents the developed cyber-physical experimental testbed. Besides, Synchronised 
Measurement Technology (SMT) supported algorithms are proposed to improve the 
situational awareness of power systems and facilitate the development of emergency 
control schemes. 
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1.1 THESIS BACKGROUND 

Ever growing world’s population and technological advances are propelling the global 
electric power demand at an unprecedented pace. Nowadays, electric power accounts for 
19 % of all consumed energy and is expected to grow up to 24 % until the year 2040 [1]. 
The increase in worldwide population leads to a double challenge that humanity needs to 
solve. The first is related to providing a sufficient amount of energy to support the living, 
while the second with the associated impact on the environment, in particular, climate 
change. 

1.1.1 TRADITIONAL POWER SYSTEM OPERATION AND CONTROL 

In a traditional power system, the transmission network is used as a backbone to transmit 
bulky volumes of electric power over large geographical distances, originally from fossil-
fuel, hydro, and nuclear generation sources to distribution networks connecting end-
consumers. In substations, connecting the transmission and distribution networks, the 
transmission network voltages are scaled down to the levels of the distribution network. 
The distribution network then further distributes electric power in one way directly to the 
end-consumers, as illustrated in the following Figure 1.1. 
 

 
Figure 1.1: Simplified illustration of a traditional power system. 
 
The primary function of a power system is to supply electric power with acceptable quality 
in a sufficient, reliable, and economically efficient manner. The following definitions are 
used to describe the functional aspects of a power system systematically: 
 

• Stability - “the ability of an electric power system, for a given initial operating 
condition, to regain a state of operating equilibrium after being subjected to a 
physical disturbance, with most system variables bounded so that practically the 
entire system remains intact.” [2] 
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• Reliability - “the probability of the power system performing its function adequately, 
for the period of time intended, under the operating conditions intended.” [3] 

 
• Adequacy - “the ability of the power system to supply the aggregated electric power 

and energy requirements of the customer at all times, taking into account scheduled 
and unscheduled outages of system components.” [2] 

 
• Security - “the ability of the power system to withstand sudden disturbances such as 

electric short circuits or nonanticipated loss of system components.” [2] 
 
• Resiliency - the ability of the power system to resist, absorb, respond to, adapt to 

and recover from a disturbance [4]. 
 
• Flexibility - the ability of the power system to deploy its resources with the aim to 

respond to changes that may affect the balance of supply and demand at all time, 
ensuring a stable and a secure operation [5], [6]. 

 
To summarise, in order to assure a sufficient level of power system reliability to deliver 
energy with specific quality, the power system must be most of the time flexible and secure, 
meaning that the power system can mitigate most unexpected supply and demand 
unbalances as well as abnormal system’s conditions, and regain its stable operation without 
violating the power system’s constraints and limitations of the hardware components [2]. 
To fulfil these requirements, the Transmission System Operator (TSO), a responsible 
authority for the operation and control of a transmission network, makes use of an Energy 
Management System (EMS). 

 ENERGY MANAGEMENT SYSTEM 

In a power system, the EMS, encompassing a collection of computerised systems, is used to 
maintain the transmission network stability, meanwhile guaranteeing a reliable, secure, and 
economically efficient energy generation and transmission [7]. 

During daily operation, the transmission network can be subjected to a wide range of 
unexpected disturbances, observed as sudden change or sequence of changes in system 
parameters from its nominal values. Disturbances include but are not limited to dips, swells, 
momentary interruptions, and oscillatory transients [8]. Typically, disturbances are caused 
by different events, such as switching operations, power swings, load steps, short circuit 
faults, lightning, and electrical failures of power system components to name a few. In 
order to prevent the occurrence of disturbances or to detect, arrest and mitigate the 
unanticipated one, and to restore the system to its normal operation, the power system 
operation and control make use of diverse monitoring, protection, and control systems [9]. 

Nowadays, typical protection and control schemes, disseminated in remote substations, 
are primarily based on pre-determined and non-adaptive execution sequences that take into 
account only local information [10]. In the case of events, such as short circuit faults or 
issues with voltage and frequency, the applied protection and control schemes attempt to 
safeguard the power system automatically. However, any resulting power network 
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contingencies (loss/failure of a vital element i.e., transformer, generation unit, or 
transmission line) or power network congestions (operation of a power network element 
above its nominal values) require further manual remedial control to mitigate the 
instabilities and restore the power system to its normal operation. For this purpose, a 
Supervisory Control And Data Acquisition (SCADA) system is used. 

 SUPERVISORY CONTROL AND DATA ACQUISITION 

SCADA encompasses various technologies and hardware components to enable local and 
remote power system monitoring and control, typically from a substation and a centralised 
control centre, respectively. The SCADA’s data acquisition involves a collection of the 
substation’s equipment parameter and process data. Only the most pertinent information is 
transferred through the supporting telecommunication infrastructure to the control centre’s 
computerised system or Master Terminal Unit (MTU), where the necessary data analyses 
are carried out to assess the power system state and health. In the case when a specific 
analysis parameter is operating outside of the predefined boundaries, the SCADA system 
triggers an alarm to notify the power system operators. Figure 1.2 shows a typical control 
room with computerised systems and several large screens displaying the one-line diagram 
and status of the operated power grid components. In case of detected disturbances or when 
a planned network reconfiguration takes place, the power system control room operators 
manually perform coordinated remedial actions, often in harmonisation with the remote 
substation, power plant and neighbouring power system operators. For this, the SCADA’s 
supervisory remote control is used to relay the power system operator’s control decisions to 
the targeted devices in the remote substations and power plants, thus enabling remote 
network reconfiguration and redispatch of the generating units [11].  
 

Figure 1.2: An example of a conventional SCADA-based control room, used by the power system operators to 
operate a power system (courtesy of IESO, Ontario). 
 

A typical SCADA monitoring system is based on two- to ten- second measurement 
update rate from the hardware components, placed in a remote substation. The 
measurements are timestamped at the substation’s main computerised system or Remote 
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Terminal Unit (RTU) rather than at the source, are typically not time-synchronised, and 
contain a small but nonzero time-skew (time differences due to telecommunication and 
time propagation delays, and timestamp quantisation). Besides, the limited availability of 
digital sensor devices in outdated hardware components often imposes a direct limitation 
concerning the monitoring functionality of the components. Hence, this limited power 
system monitoring in time and space has a direct impact on the observability of the power 
system dynamic phenomena. This limitation leads that the SCADA monitoring system, 
used in today’s control centre, requires a static state-estimation to estimate the 
undetermined power system parameters. The resulting information is further used in a 
contingency analysis and static security assessment applications to estimate the quasi-real-
time power system’s state and detect any violations of the system operation constraints. 
Typically, the related static state-estimation and power-flow analyses suffer from modelling 
inaccuracies and parametric uncertainties as well as they introduce a processing time delay 
in the range of tens of seconds to tens of minutes [11]. Consequently, the limited and non-
real-time situational awareness restrains preventive power system operation and control, 
and in case of unexpected disturbances drives the power system operators to prolong the 
remedial actions with restorative ones. 

1.1.2 EVOLVING POWER SYSTEMS AND EMERGING OPERATIONAL 

CHALLENGES 

In particular fossil-fuelled and coal-based energy generation for the production of 
electricity and heat, is currently the main source of greenhouse gas emissions contributing 
to the climate change globally [12], [13]. The level of carbon dioxide emissions and the 
resulting concentrations is now at the highest than ever in humankind's history [14]. This 
has a negative impact on the environment; in particular, the oceans are becoming more 
acidic. In turn, this leads to the mass extinction of the oceans' wild-life and plant kingdom, 
on which the existence of humankind depends for its nutrition and livelihood [15].  
 

“Humanity has the ability to make development sustainable - to ensure that it meets the 
needs of the present without compromising the ability of future generations to meet their 
own needs.” [16] 

 
To tackle the climate change and expedite the sustainable energy supply, the existing 

energy systems undergo a significant transformation with far-reaching implications in 
society, economy, and technology. The long-term strategy to tackle the anthropogenic 
impact on the environment is to limit global warming to 1.5 °C above preindustrial levels 
[13]. The main target is to reduce the worldwide greenhouse gas emissions by 40 % till the 
year 2030 and to below zero till the year 2100, and depletion of natural resources in the 
process of creating energy [13], [17]. 
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 ENERGY TRANSITION IN POWER SYSTEMS 

 

“The electricity sector is witnessing its most dramatic transformation since its birth 
more than a century ago.” [18] 
- Fatih Birol 
 
For the sake of our own good and generations to come, the electric power landscape is 
changing substantially. As illustrated in Figure 1.3, the traditional power systems undergo a 
major transformation from vast central generation towards heterogeneous, widely dispersed, 
yet globally interconnected power systems with large-scale integration of Distributed 
Energy Generation (DEG) [18]. 
 

 
Figure 1.3: Simplified illustration of a future electric power system. 

 
The conventional fossil-fuel and nuclear power plants are decommissioned and substituted 
for cost-competitive and scalable Renewable Energy Sources (RES), in particular solar, 
wind and tide, with the aim to reduce the greenhouse gasses released into the atmosphere. 
Long-term predictions suggest that RES will account for over 40 % of overall global 
electric power generation by the year 2040, compared to 25 % today [18]. Also, there is an 
increasing trend in active energy consumers with a typical small-scale RES power 
generation (hereinafter referred to as prosumers). The prosumers, often connected into 
quasi-self-sustainable communities, transform the energy market with the independent 
energy trade by the use of the Internet of Things (IoT) and cutting-edge blockchain 
technologies [19], [20]. Besides, the evolving Electric Vehicles (EV), a sustainable 
alternative to internal combustion engine vehicles, and emerging battery storage bring new 
load-profile patterns and with a bi-directional charging technology enable distributed load-
balancing support [21]. 
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 EMERGING CHALLENGES IN POWER SYSTEM OPERATION AND 

CONTROL  

 

“Today's electric power systems are continually increasing in complexity due to 
interconnection growth, the use of new technologies, and financial and regulatory 
constraints.” [22] 
 
The ongoing energy transition brings not only conspicuous environmental and societal 
benefits, but a resulting increase in power system complexity imposes new challenges to 
the power system operation and control. Figure 1.4 illustrates the most significant changes 
and emerging challenges. 
 

 
Figure 1.4: Emerging power system changes, which result in increased power system complexity and imposes new 
challenges to the power system operation (adapted from [23]). 

 
Traditionally, power system operation and control rely on the fully-controllable, i.e. 

dispatchable, large-scale conventional synchronous power generation to meet the energy 
demand at each time. Due to the electromechanical coupling between a synchronous 
generator and the remaining power system (unity of synchronous generators and loads), the 
generator inertia (kinetic energy stored in the rotational mass of a rotor) acts as an 
instantaneous reserve, which in case of an unbalance between the generation and demand 
(observed as a deviation in system frequency) instantly supplies or absorbs the electric 
energy to arrest the change in frequency (often referred to as inertial response). In other 
words, sufficient power system inertia provides an instant frequency support in case a 
disturbance has an adverse impact on power system stability [22], [24]. 

Unlike the conventional synchronous generation, the typical DEG like non-synchronous 
RES, connected to the power grid via the power electronic converter technology that 
decouples any electromechanical interaction between the input and output, do not provide 
the frequency support [24]. Even the state-of-the-art converters with synthetic inertia 
technology may not contribute enough because of a phase-locked loop related control delay 
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and errors due to harmonics [25]. Clearly, with an increasing share of non-synchronous 
RES and simultaneous decommission of the conventional synchronous generation, the 
available inertial response is decreasing. The latter in parallel increases the speed and the 
severity of frequency fluctuations, which in turn may jeopardise the power system stability 
following a disturbance [2], [26], [27], [28], [29]. For example, a generator trip may cause a 
significant drop in the system frequency, leading to primary protection operation and 
cascade tripping of generators as well as load shedding [30], [31]. Also, the increase 
variable RES may result in the increase of power quality issues, observed in voltage profile 
fluctuations, reverse power flows, and harmonics. These and limited reactive power support 
during faults of the RES converters may result in failed or undesired protection operation 
leading to disconnection of large power grid sections due to selectivity issues, and has an 
adverse effect on the power system reliability [26], [32], [33]. 

Moreover, the main issue with the integration of stochastic non-controllable DEG and 
weather-dependent RES is their unpredictability and variability in the generated energy. 
This raises uncertainty related to the security of power supply and operating/spinning 
reserve (available but not utilised power capacity) accordingly. In parallel, this may 
jeopardise power system security and, in case of a severe disturbance, may negatively affect 
the power system stability. Also, the EVs and prosumers impose new patterns in energy 
demand and supply. Hence, the forecasting of operating reserve capacity is of greater 
challenge and any mismatch could be very cost-intensive. 

The interconnection of neighbouring power systems into a large-scale power grid 
enables cross-border sharing of resources and market coupling to improve the power 
system reliability and social welfare, respectively. However, with the interconnection, the 
power systems are also sharing the consequences of their internally originated problems 
(i.e., faults, supply-demand imbalances, harmonics, and undamped oscillations), typically 
resulting in the volatility of frequency and power swings, and leading to inter-area 
oscillations. In case of significant energy import/export from/to the neighbouring power 
systems, a severe disturbance resulting in unplanned interconnected network splitting may 
significantly affect system stability. 

The ever-increasing global energy consumption (more than 126 % increase from the 
year 1990 to the year 2018 [34]) and bulky inter-region energy transmission from 
generation to consumption may cause power grid congestions at peak times due to capacity 
limitations of the existing grid infrastructure. As a result, a combination of the reduced 
power system operational security during peak times and the uncertainty related to 
operational reserve capacity makes the power systems more vulnerable to instabilities. 

Last but not least, the obsolete firmware of substation’s hardware components and 
outdated Information and Communications Technology (ICT) subsystems of the EMS 
impose often overlooked cyber-security breach that may lead to denial of service, man-in-
the-middle, and intrusion attacks, which can significantly affect the power system resiliency 
[35]. 

On the whole, if not thoroughly dealt with increasing challenges related to real-time 
operation and control of power systems, the aforementioned issues can lead to deterioration 
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of services, significant power quality issues, diminished lifespan of equipment, grid failures, 
cascading power outages, network splitting, and load shedding or in a worst-case scenario 
to a system-wide blackout [9]. Hence, a substantial adaptation of power system operation 
and control procedures and supporting systems is increasingly required to meet the existing 
and emerging operational challenges and safeguard the reliability of today and the future 
power systems, respectively. 

1.2 PROBLEM DEFINITION 

Typical EMS/SCADA supported control centre, used nowadays to operate the power 
system, was initially designed to meet the power system operation and control requirements 
defined in the late 1960s. However, in the last decade, the operational challenges have 
changed significantly as a result of the increased power system complexity (discussed in 
Section 1.1.2 - B).  

Despite the technological advances in digitalisation, high-speed telecommunication 
links, and increased computational capacity [36] (further discussed in Chapter 2), the 
developments of EMS/SCADA functionality (advances in power system operation and 
control procedures based on the identified requirements) are not in line with the power 
system changes. Current protection, monitoring, and control systems may be insufficient to 
meet increasingly complex operational challenges [10].  

As indicated in Figure 1.5, conventional EMS/SCADA functionality imposes an 
adverse control gap, seen in the time delay between the automatic primary protection 
operation and power system operators’ manual response in the control centre.  

 

 
Figure 1.5: Conventional EMS system control gap (adapted from [37]). 
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Especially, during unexpected disturbances, the lack of real-time (ability to react to input 
immediately) and thorough situational awareness tools drives the power system operators to 
conduct mitigation decisions based on their expertise, assumptions and past operational 
experiences, instead of on ground truth (information provided by direct observation, such as 
empirical evidence). Also, the response of the power system operators is primary remedial 
nature due to the lack of advanced prediction and decision-support systems that would 
identify possible future critical states and mitigation strategies in time, thus enable 
preventive power system operation and control. Besides, it exists a deficiency of practical 
opportunities to test and verify cutting-edge technologies thoroughly under realistic 
conditions in an isolated and controlled environment, before being implemented into 
existing power systems (further discussed in Chapter 2, paragraph 2.4). 

In fact, the literature [38], [39], [40], [41] suggests that the combination of severe 
weather conditions, increased share of DEG, human-errors, inadequate protection strategies, 
limited power system situational awareness, and lack of system-wide coordinated control 
schemes is in line with the increased level of disturbances leading to cascading power 
outages and catastrophic system-wide blackouts. Figure 1.6 shows the increasing number of 
power blackouts worldwide resulting in significant financial losses and social discomfort. 
 

 
Figure 1.6: Recent worldwide power outages and blackouts are compared with the year of occurrence (x-axis), 
duration (y-axis), and a number of people impacted (relative size of the circle) (adapted from [42]). 

 
In order to prevent future power disruptions, facilitate the transition towards carbon-

neutral energy generation, and ensure more flexible and resilient power system operation 
and control, meanwhile guaranteeing a safe, reliable and economically efficient energy 
supply, there is a pressing need for the development of: 
 

1. improved monitoring and real-time situational awareness system, to provide a 
comprehensive and detailed insight into the power system state and operating 
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boundaries, enabling an immediate disturbance detection and comprehensive event 
analysis in real-time; 

 
2. improved primary protection and advanced backup-protection system, which would 

self-adapt to the changing power system state in order to avoid the unnecessary 
operation in case of harmless disturbances, and enable rigorous wide-area protection 
by taking system-wide considerations; 

 
3. adaptive and coordinated emergency-control system, to in time execute a minimal 

number of the system-wide coordinated remedial actions to arrest and mitigate 
critical instabilities and bring the system to a stable state; 

 
4. advanced prediction and decision-support system, to enable proactive grid 

operation, reduce the response time, and improve operational decisions in means of 
system optimisation and contingency chance reduction; 

 
5. real-time cyber-physical experimental testbed, to enable the integration of physical 

and software components, and facilitate online testing and thorough evaluation of 
the emerging technologies in a closed-loop manner on digital models of real-world 
power grids, before being deployed in the field. 

1.3 RESEARCH OBJECTIVE AND APPROACH 

The research work in this thesis focuses on the most crucial early-stage improvements. In 
particular, to advance the first, the third and the fifth point of the list of required 
developments, proposed in the previous Section 1.2. Hence, the primary research objective 
of this thesis is: 
 
To enhance the interconnected power system situational awareness with the aim of 
reinforcing power systems reliability, and to develop a cyber-physical experimental testbed 
for online evaluation of the emerging WAMPAC applications under realistic conditions in 
real-time. 
 

In order to tackle this research challenge, the following research questions are answered 
in this thesis: 

1. What are the challenges and requirements for the operation, monitoring, control, 
and protection of large interconnected electric power systems with the high 
penetration of variable DEG? 

 
2. Given the need to provide uninterrupted power supply, now and in the future, how to 

attain a near real-time situational awareness with the objective of reinforcing the 
reliability of power systems? 

 
3. How can the performance of WAMPAC applications be thoroughly assessed and 

verified? 
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4. How can power system disturbances, resulting in voltage, current and frequency 
excursions, be online detected? 

 
5. How to online identify grouping changes of slow-coherent generators in a power 

system with the aim to increase the effectiveness of remedial-control schemes on 
power system stability? 

 
To tackle the research objective and answer the research questions, the research work of 
this thesis is divided into two parts. The first part involves the development of a cyber-
physical experimental testbed operating in real-time. This testbed is then utilised in the 
second part for the design and online evaluation of two measurement-supported algorithms, 
in particular for online disturbance detection and online identification of slow-coherent 
generators. 

At the start of this research work, no SMT supported real-time power system simulation 
testbed was available at disposal. Thus, in the first step, a new cyber-physical experimental 
testbed is developed, used as the groundwork for further developments of this thesis. For 
this, an RTDS power system simulator and WANem telecommunication network emulator 
are used as a co-simulation in real-time. To simulate power system phenomena, the IEEE 
39-bus transmission power system benchmark model and custom-designed four-terminal 
Modular Multilevel Converter (MMC) based High-Voltage Direct Current (HVDC) and 
Alternating Current (AC) transmission power system model are used. Further, the SMT-
components are integrated into the testbed as software- and hardware-in-the-loop to provide 
realistic observability of the simulated power system phenomena for the design of the 
measurement-supported algorithms. 

For near real-time monitoring of Phasor Measurement Unit (PMU) measured power 
system quantities and alarming, the second step involves the development of an SMT 
monitoring software platform. 

In order to bridge the scientific gap, and to enable a simplified design, as well as to 
facilitate online validation of SMT supported applications under realistic conditions, the 
third step is applied to develop a MATLAB based Synchro-measurement Application 
Development Framework (SADF) software library, used further as a framework for the 
algorithms’ design of step four and five.  

To improve the power system situational awareness and backup-protection schemes the 
fourth step is applied to develop an SMT supported algorithm for online disturbance 
detection in AC and HVDC power girds. 

Finally, the fifth step involves the development of an algorithm for online tracking of 
grouping changes of slow-coherent generators following a disturbance, intending to 
improve the power system further situational awareness and to increase the effectiveness of 
the remedial control on the system stability. This step first identifies the related challenges, 
which are subsequently elucidated and overcome. 
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1.4 THESIS OUTLINE 

As indicated in Figure 1.7, the structure of this thesis reflects an integral approach, where 
Chapter 2 develops the cyber-physical experimental testbed as groundwork. On top of that, 
Chapter 3 further builds the SADF, which is then utilised in Chapter 4 and Chapter 5 for 
the design and validation of the algorithms for online disturbance detection and online 
generator coherency identification, respectively.  
 

 
Figure 1.7: This thesis outline, indicating the integral approach of the conducted research work. 

 
Each of the technical chapters (Chapters 2 - 5) starts with the topic-specific introduction 

presenting the state-of-the-art, followed by the chapter-specific scientific contribution, 
result and analysis sections, and ending with the conclusions of main findings and further 
research directions. In summary: 
 
Chapter 2 presents the rationale behind power system monitoring with high resolution in 
time and space. It provides a detailed explanation of the adopted state-of-the-art SMT. This 
chapter further highlights WAMPAC applications and provides insight into the current 
research. The second half of the chapter presents the developed SMT supported 
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WAMPAC-ready cyber-physical experimental testbed, its conceptual architecture and the 
implemented hardware and software components. In this context, the developed web-based 
SMT monitoring platform is presented. 
 
Chapter 3 starts with a discussion on the shortcomings of conventional software simulated 
bus measurements for WAMPAC application design and validation. It fills the scientific 
gap between the IEEE Std. C37.118.2-2011 specifications and its implementation by 
presenting the developed SADF software library, enabling online receiving and parsing of 
IEEE Std. C37.118-2005 and C37.118.2-2011 specified machine-readable messages into a 
human-friendly format. In this context, two methods are proposed: (i) a robust data receiver 
communication technique with integrated fall-back procedures, and (ii) an efficient online 
receiving and parsing methodology of the encapsulated machine-readable configuration and 
data frames. At the end of the chapter, the proposed SADF is assessed and verified against 
the IEEE Std. C37.118-2005 (communication part) and C37.118.2-2011 specifications by 
using the cyber-physical experimental testbed. 

 
Chapter 4 starts with an analysis of state-of-the-art disturbance detection methods and 
presents the remaining challenges to be addressed. In the second part, a new SMT 
supported online algorithm for adaptive detection of disturbances in AC and HVDC power 
systems is presented. As demonstrated in this chapter, PMUs can be utilised to deliver time-
synchronised measurements of an HVDC power grid. Finally, the chapter finishes with a 
detailed performance evaluation of the proposed disturbance detection algorithm using the 
developed cyber-physical experimental testbed and the SADF. Notably, particular attention 
is given to time-synchronisation of the supporting systems for an adequate determination of 
the disturbance detection time delay. 
 
Chapter 5, in its first part, presents the analysis of state-of-the-art methods for the 
identification of grouping changes of coherent generators in an interconnected power 
system and identifies the remaining challenges. The second part of the chapter presents a 
series of advanced developed solutions, compound into the algorithm for robust and near-
real-time tracking of grouping changes of slow-coherent generators during quasi-steady-
state and the electromechanical transient period following a disturbance. Finally, the 
proposed algorithm is compared to a benchmarked method that tackles the same challenge. 
For validation and the comparison, the cyber-physical experimental testbed and the SADF 
are used. 
 
Chapter 6 recaps the conclusions and outlines the main findings and based on the 
conducted research proposes further research directions. 
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CHAPTER 2 
 

CYBER-PHYSICAL        

EXPERIMENTAL TESTBED 

As elaborated in Chapter 1, the power system complexity and the number of large-scale 
power system blackouts have increased significantly in recent years. Motivated by these 
facts, there has been a notable increase in scientific research and related technological 
developments to advance the power system operation and planning [36]. In the first part, 
this chapter elaborates on the state-of-the-art SMT technology, existing WAMPAC 
applications, and related worldwide implementations. In the second part, this chapter 
presents the developed SMT supported cyber-physical experimental testbed for the design 
and online evaluation of WAMPAC applications and SMT components under realistic 
conditions in real-time. 

2.1  INTRODUCTION 

The recent advances in terms of diverse sensors to monitor hardware components with high 
resolution in time; increased functional and processing capacities of substations’ high-speed 
microprocessor-based Intelligent Electronic Devices (IED); fast and reliable 
telecommunication links; and scalable software-platforms for collection and distribution of 
data, have created new opportunities for advances in the design, operation, and planning of 
a power system [10], [43], [44]. Particularly, the advent of SMT, which enabled 
unprecedented observability of power system phenomena, drives the research and industry 
towards investments in WAMPAC [45]. WAMPAC applications are favourable to ensure a 
more resilient, secure, and efficient operation of the power system through sophisticated 
utilisation of measurement data from geographically dispersed sensor devices into high-
value operational and planning information. 

To assure that the WAMPAC applications perform adequately during most critical 
power system disturbances, such as contingencies, thorough assessment and validation of 
the WAMPAC system is required beforehand. For this purpose, a WAMPAC-ready cyber-
physical experimental testbed is built, which is used in this thesis for the design and online 
assessment of the remaining developments, presented in the following chapters. 
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2.2 SYNCHRONISED MEASUREMENT TECHNOLOGY 

SMT is revolutionary by its design since it makes use of a common time source for precise 
sampling and timestamping of measurements at the source. This enables time-synchronised 
measurements (hereinafter referred to as synchro-measurements) at predefined instants in 
time from grid-wide remote locations. In combination with remote data acquisition, the 
synchro-measurements from the remote locations can be used to ensemble a precise 
measurement snapshot of a power system state in time. This holistic view of a power 
system state makes the SMT applicable for the use in advanced WAMPAC applications of 
an interconnected power system, particularly [46]. In contrast, the latter cannot be attained 
by the use of conventional SCADA monitoring only.  

Historically, SMT concept was introduced in 1983 by the use of positive-sequence 
voltage and current phasor measurements for protection purposes [47]. This commenced 
the design of the first PMU prototype, built in the early 1980s, which in turn lead to the 
adaptation of the PMU technology by industry in 1991. At present, the IEEE Std. C37.118 
based PMU technology is one of the widely adopted for SMT [48]. Figure 2.1 presents a 
typical IEEE Std. C37.118 based wide-area SMT system, encompassing multiple power 
utilities, comprises of numerous devices that are connected into a hierarchically organised 
network.  

 

 
Figure 2.1: Synchronised Measurement Technology architecture. 
 
As illustrated in Figure 2.1, the hierarchically bottom consists of geographically dispersed 
PMUs, typically located in power system substations, receiving feeder’s voltage and current 
signals, provided by instrument transformers or transducers. Supported by precise time 
synchronisation, the PMUs send their synchro-measurements over ICT infrastructure [7] to 
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regional PDCs. A PDC works as a data receiver, which collects and merges synchro-
measurements into a single data stream, further sent to a hierarchically higher level PDC 
(super PDC). Similarly, a super PDC collects and pre-processes the synchro-measurements 
received from underlying PMUs and/or PDCs and sends the aggregated data stream to an 
application data acquisition in control centre for a final analysis, and to an external SMT 
system of a neighbouring power utility, if applicable. 

2.2.1 PHASOR MEASUREMENT UNIT 

A PMU is a keystone of SMT since it serves a source of time-synchronised measurements. 
Unique about the PMU technology is that it estimates the time-referenced phasor, often 
denoted to as a synchrophasor, of a sinusoidal signal (hereinafter referred to as waveform) 
from the voltage and current PMU input channels [49]. According to the definition in [50]: 
 

• a phasor is the “complex equivalent of a sinusoidal wave quantity such that the 
complex modulus is the cosine wave amplitude, and the complex angle (in polar 
form) is the cosine wave phase angle”, while; 

 
• a synchrophasor is the “phasor calculated from data samples using a standard time 

signal as the reference for the measurement”. 

 
In other words, a synchrophasor is the complex representation of a pure waveform with 
respect to the common time reference. For the time referencing purpose, PMU uses an 
internal clock, which is time-synchronised to the external time reference source, typically in 
Universal Time Coordinated (UTC) format. Moreover, the clock of a PMU is typically used 
for precise Analog-to-Digital Converter (ADC) sampling of the PMU input channels, 
synchrophasor estimation, and timestamping of the synchro-measurements on the PMU 
output. 

 SYNCHROPHASOR ESTIMATION 

In a power system during steady-state, a pure waveform with a nominal system component 
only (50 Hz or 60 Hz) can be defined with the following static signal model [50]: 

𝑥ሺ𝑡ሻ  ൌ 𝐴଴ 𝑐𝑜𝑠ሺ2𝜋𝑓଴𝑡 ൅ 𝜑଴ ሻ (2.1)

where: 
• 𝐴଴ is the peak amplitude of a waveform;  
• 𝑓଴ is the nominal frequency; 
• 𝜑଴  is the initial phase shift at 𝑡 ൌ 0; 
• 𝑡 defines a time instant. 
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The equivalent synchrophasor representation of the waveform in (2.1) can be expressed 
as: 

𝑥ሺ𝑡ሻ ↔ 𝑋 ൌ  
𝐴଴

√2
𝑒௝ఝబ ൌ

𝐴଴

√2
ሺ𝑐𝑜𝑠 𝜑଴ ൅ 𝑗 𝑠𝑖𝑛 𝜑଴ሻ ൌ 𝑋௥ ൅ 𝑗𝑋௜ (2.2)

where: 
• Xr and Xi represent real and imaginary parts of the corresponding phasor 𝑋  in 

rectangular form with the Root Mean Square (RMS) magnitude of the waveform 
peak;  

• 𝜑଴ is the initial phase angle offset from a reference cosine function pulsating at the 
nominal power system frequency (50 Hz or 60 Hz) [51].  

For example, as illustrated in Figure 2.2, a waveform (mind Figure 2.2 - left) can be 
represented as a synchrophasor (mind Figure 2.2 - right) with the RMS magnitude of the 
waveform peak, where the synchrophasor phase angle is the angle between the waveform 
peak and the predefined moment in time, disciplined by a common time reference. 
 

 
Figure 2.2: Left – waveform of interest; right - resulting synchrophasor representation. Note, the phase angle of 
the synchrophasor is arbitrary, as it depends upon the axis t0, disciplined by the common time reference, and the 
length of the synchrophasor is equal to the RMS value of the waveform (adapted from [49]). 
 

Nevertheless, the above-presented synchrophasor representation is only possible for a 
pure waveform that is unchanging for all time. However, during the daily operation of a 
power system, PMUs are exposed to a broad spectrum of power system imposed 
phenomena, observed as variations in frequency and magnitude of a waveform due to 
unbalances, electromechanical oscillations, harmonics, electromagnetic transients, and 
other high-frequency components such as noise [52], [53], [54] to name a few. Hence, to 
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address these phenomena, the signal model in (2.1) is extended with the following more 
general dynamic signal model, defined in [51] as: 

𝑥ሺ𝑡ሻ ൌ 𝐴଴ሺ𝑡ሻ ቀ1 ൅  𝜀஺బ
ሺ𝑡ሻቁ ∙ 𝑐𝑜𝑠 ቀ2𝜋𝑓଴ሺ𝑡ሻ𝑡 ൅ 𝜑଴ ൅ 𝜀ఝబ

ሺ𝑡ሻቁ ൅ 𝜂ሺ𝑡ሻ ൅ 𝛾ሺ𝑡ሻ  ൅  𝜈ሺ𝑡ሻ (2.3)

where: 
• 𝐴଴ሺ𝑡ሻ and 𝑓଴ሺ𝑡ሻ are the peak amplitude and frequency, respectively, of time-varying 

fundamental tone component; 
• 𝜀஺బ

ሺ𝑡ሻ is the amplitude fluctuation in time of the fundamental tone component at 𝑡 

time (e.g., amplitude modulation);  
• 𝜀ఝబ  represents the fluctuations in phase and frequency of the fundamental 

component at 𝑡 time (e.g., phase modulation, frequency ramp); 
• 𝜂ሺ𝑡ሻ models narrow-band tone components (e.g., harmonic and/or inter-harmonic 

components) as: 

𝜂ሺ𝑡ሻ ൌ ෍ 𝐴௛ሺ𝑡ሻ ቀ1 ൅ 𝜀஺೓
ሺ𝑡ሻቁ ∙ 𝑐𝑜𝑠 ቀ2𝜋𝑓௛ሺ𝑡ሻ𝑡 ൅ 𝜑௛ ൅ 𝜀ఝ೓

ሺ𝑡ሻቁ ; ℎ ൌ
𝑓௛

𝑓௢
;  ℎ ∈ ℝ

௛

 (2.4)

with A୦ሺtሻ  and f୦ሺtሻ  being the amplitude and frequency, respectively, of time-
varying harmonic/inter-harmonic components; ℎ is the tone order; 𝜑௛  is the initial 
phase; 𝜀஺೓

ሺ𝑡ሻ is the amplitude fluctuation in time of the harmonic/inter-harmonic 

component at 𝑡 time; 𝜀ఝబ represents the fluctuations in phase and frequency of the 

harmonic/inter-harmonic component at t time. 
• 𝛾ሺ𝑡ሻ models dynamic wide-band disturbances (e.g., decaying DC components) as: 

𝛾ሺ𝑡ሻ ൌ 𝐴஽஼𝑒ି௧ ఛൗ  (2.5)

with 𝐴஽஼ being the initial amplitude of a DC component; and 𝜏 the time constant 
characterising the component; 

• 𝜈ሺ𝑡ሻ accounts for a wide-band grid noise. 

 
Typically, PMUs report the synchrophasors of a fundamental frequency component 

only. For this, it is necessary to extract the frequency component of interest and then 
represent it by a synchrophasor. Also in practice, the synchrophasors are considered only on 
a limited time span of a waveform, also known as an observation window [50]. Thus in 
simplified terms, to transform the time domain waveform samples of an observation 
window into a frequency domain synchrophasor of the fundamental frequency component, 
ADC sampling of the waveform on the PMU input following Discrete Fourier Transform 
(DFT) mathematical formulation are typically performed as [49]: 
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where: 
• 𝑥ሾnሿ  is a discrete-time series vector containing N waveform samples over the 

observation window interval 𝑁𝑇௦ (typically one or two periods) [51]: 

𝑥ሾnሿ ∶ൌ ሼ 𝑥ሺ𝑡ሻ  ൅  𝜌ሺ𝑡ሻ, 𝑡 ൌ 𝑛𝑇௦, 𝑛 ൌ ሾ 0, … , 𝑁 െ 1 ሿ ∈ ℕ  ሽ (2.7)

with 𝑇௦  being the sampling time of the ADC; and 𝜌  accounts for wide-band 
measurement noise inherent in the data-acquisition process of a PMU. 

 
The resulting synchrophasor 𝑋 of a fundamental tone component in (2.6) has the phase 
angle 𝜑 equal to the angle between the time when the first sample is taken (corresponding 
to n = 0) and the peak of the input waveform [49]. Notably, for the sake of accuracy, it is 
important to time-align the sample moment of the first sample (n = 0) in the observation 
window with a referenced cosine function of the nominal system frequency, disciplined a 
common time reference. 

Basically, the DFT based mathematical formulation in (2.6) can be implemented in a 
PMU device as the stream mixer between the waveform samples on the PMU input and in-
time corresponding cosine and sine coefficients of the nominal system frequency, 
disciplined by the common time reference. Figure 2.3 shows the diagram of the 
computations needed to determine the synchrophasor of a fundamental component as an 
output of the tapped-delay line of a Finite Impulse Response (FIR) filter. 
 

 
Figure 2.3: Basic implementation of a DFT based synchrophasor estimation algorithm as an FIR filter bank 
(adapted from [55]). 
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Nevertheless, the different phenomena modelled in (2.3) in combination with ADC 
sampling and windowing can deteriorate the accuracy of the synchrophasor estimation 
significantly. To suppress this adverse effect, a complex adaptation of synchrophasor 
estimation processes is reported in the literature [56], [57]. However, it is important to note 
that the PMU inherited observation window and the related synchrophasor processing, 
introduce an unavoidable delay in the PMU output. Particularly, the resource expensive 
operations connected with the complex synchrophasor estimation algorithms may even 
prevent the PMU from online operation due to the hardware limitations (processing speed) 
[58]. Therefore, a trade-off between the synchrophasor estimation algorithm’s complexity, 
accuracy, and a PMU reporting rate is often considered. 

 OVERVIEW OF PMU STANDARDS  

Over the years, common standards were developed in order to achieve interoperability 
among the PMU devices of different vendors [48]. Historically, the first PMU standard 
IEEE Std. 1344-1995 [59] was issued in 1995, defining time synchronisation and sampling 
requirements for the synchrophasor estimation. The standard addressed the required formats 
for time synchronisation and synchro-measurement data reporting based on the existing 
COMTRADE - IEEE Std. C37.111-1991 specification. However, this standard did not 
include measurement requirements and accuracy during nominal and off-nominal power 
system conditions. 

In 2005, the first standard was superseded by IEEE Std. C37.118-2005 [60], which also 
addressed PMU response during off-nominal frequency conditions, and introduced a Total 
Vector Error (TVE) as a concept to addresses the measurement accuracy. 

Next, in 2011, the IEEE Std. C37.118-2005 was split into two sub-standards as a result 
of joint cooperation between IEEE an IET communities. The resulting IEEE Std. 
C37.118.1-2011 [50] focused on the measurement accuracy and dynamic performance 
under power system transients, while the IEEE Std. C37.118.2-2011 [61] focused on the 
communication requirements for data exchange only. Additionally in 2012, as a result of 
the cooperation, IEC TR 61850-90-5:2012 [62] specification was issued defining synchro-
measurement data transfer in IEC 61850 based systems. As compared with the previous 
versions, the IEEE Std. C37.118.1-2011 introduced two PMU performance classes, P class 
and M class, as well as their corresponding dynamic performance requirements. The P class 
PMU is targeted for protection and control applications, and features minimum filtering and 
measurement delay involved in the process of synchrophasor estimation to facilitate the fast 
response but in turn sacrifices on the accuracy. On the other hand, the M class PMU is 
mainly targeted for power system monitoring applications to achieve greater precision in 
case of out-of-band signals, but results in longer measurement delay and slower 
measurement response due to involved significant filtering and uses longer observation 
window. Additionally, the IEEE Std. C37.118.1-2011 specified the frequency and Rate-Of-
Change-Of-Frequency (ROCOF) measurements as part of PMU output. Also, IEEE Std. 
C37.118.2-2011 added a new configuration frame CFG-3 for extended PMU configuration 
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reporting, and defined the time quality codes in data frames to report any inconsistencies 
and faults with the critical PMU time synchronisation. 

Lastly, in 2014, IEEE Std. C37.118.1a-2014 [63] amendment was issued with relaxed 
measurement performance requirements compared to IEEE Std. C37.118.1-2011 
specifications. 

 BASIC PMU FUNCTIONALITY 
According to the most adopted IEEE Std. C37.118.1-2011, a PMU device, as depicted in 
Figure 2.4 and used in this thesis, provides synchro-measurements of: 

 
• voltage synchrophasors from analogue voltage input channels (per three-phase; 

positive, negative and zero symmetrical components); 
 
• current synchrophasors from analogue current input channels (per three-phase; 

positive, negative and zero symmetrical components); 
 
• system frequency of the main tone component, determined typically by using 

positive sequence voltage angle; 
 
• ROCOF of the corresponding frequency; 
 
• single point-on-wave, RMS or peak of signal sample measurements of analogue 

input channels (e.g., rotor speed, sampled control signal or value); 
 
• Boolean status indicators of digital input channels (e.g., breaker position, switchgear 

position); 
 

with the following user-selectable reporting rate in frames per second (fps): 

nominal system frequency 50 Hz 60 Hz 

reporting rate [fps] 10 25 50 100 250 10 12 15 20 30 60 120 240 
 

 standard defined optional 

 

 
Figure 2.4: GE (former Alstom) MiCOM Agile P847 PMU (courtesy of GE). 

 
Conventionally, the PMU functions are implemented into a specialised hardware 

platform, designed to deliver single functionality only. However, the availability of cost-
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efficient multifunctional IEDs with high-processing power enabled the realisation of PMU 
functions as an IED embedded software package. In this case, PMUs can be implemented 
alongside digital fault recorders, protection relays, digital disturbance recorders, which in 
turn leads to new implementation challenges [64]. 

 PMU AND SCADA COMPARISON 

Historically, PMU technology provides unprecedented power system observability 
compared to existing SCADA monitoring. Notably, the relative angle information of a 
synchrophasor, precise timestamping at the source, and higher reporting rates lead that the 
synchro-measurements can be time-aligned and ensembled into a comprehensive high-
resolution snapshot of the power system state in time. Table 2.1 summarises the key 
differences between PMU provided measurements and conventional SCADA 
measurements [65]. 
 

 

2.2.2 TIME SYNCHRONISATION 

Precise time synchronisation is one of the most critical aspects in SMT to consider since it 
is of fundamental importance for the synchro-measurement accuracy. For example, a time 
accuracy of 1 µs results in synchrophasor phase angle error of 0.02 °, which is still within 
the TVE permitted range [66]. In case of significant time synchronisation errors, the 
performance of SMT supported applications may be affected, leading to devastating 
consequences such as power outages and blackouts. For a precise time-synchronisation in 
ns range, SMT can be supported by wireless or wired time propagation solutions.  

The most adopted wireless-based time propagation solutions are based on Global 
Navigation Satellite System (GNSS), such as Global Positioning System (GPS), Galileo, 
GLObal NAvigation Satellite System (GLONASS), and Beidou to name a few. In this case, 
a GNSS receiver, integrated into the PMU, determines time-based on its location and one 

TABLE 2.1  

Comparison between SCADA in PMU measurements 

Attribute SCADA PMU 

resolution 1 sample every 2 - 10 s 10 - 250 samples/s 

observability 
quasi-steady state, typically up to 

0.133 Hz 
dynamic behaviour, typically up to 25 Hz 

measurements 
V, I, analogue values,  

Boolean status 
V, I, frequency, ROCOF, analogue values, 

Boolean status 

time synchronisation no yes 

measurement 
timestamp 

at a substation’s RTU or  
central MTU 

at the source 

relative phase angle no yes 

focus local monitoring wide-area monitoring 
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PPS signal received from the GNSS time reference system, which contains high-precision 
atomic clocks in each of the constellation satellite. The main advantage of wireless 
solutions is in low-cost of implementation. On the contrary, wireless solutions are prone to 
effortless cyber-attacks such as signal jamming (broad-band transmitter to interfere and 
block GNNS signal) and spoofing (false GNNS transmitter to fake location), which is an 
important factor to consider. 

On the other hand, the wired-based terrestrial solutions are more cyber-secure by default, 
but typically require specialised cost-intensive equipment and network infrastructure to 
distribute time. Among them, the most adopted is the Inter-Range Instrumentation Group 
code B (IRIG-B) in combination with PPS to achieve the required level of time accuracy 
[67]. Typically, the IRIG-B runs over coaxial cable, while the PPS uses a fibre-optic based 
network. However, one of the most practical wired-based solutions is a Precise Time 
Protocol (PTP) version 2, specified in IEEE Std. 1588-2008 [68], which runs over an L2 
Ethernet ICT network. The basic principle of the PTP includes two connected devices. The 
first device is typically a standalone atomic clock or a high-end GNSS disciplined receiver, 
named as Master Clock to provide local time reference. The second target device 
(PMU/IED) contains a Slave Clock that in steps synchronises to the Master Clock, taking 
the network time propagation delay into account, leading to improved accuracy. The PTP in 
combination with the Power Profile, specified in IEEE Std. C37.238-2017 [69], makes a 
tailored time dissemination solution for mission-critical protection, control, automation, and 
data communication applications. Figure 2.5 presents a GPS disciplined PTP Master Clock, 
adopted in this thesis. Furthermore, in recent years, an extended PTP version 3 (PTPv3), 
also named as White Rabbit (WR), was developed [70]. In contrasts to the native PTP, the 
WR runs exclusively over fibre-optic based Synchronous Ethernet (SyncE), leading to 
improved sub-nanosecond accuracy of picoseconds precision in time-synchronisation [71]. 
The latter makes WR superior compared to most adopted GPS and PTP, especially in case 
of sensitive PMU applications such as monitoring of angle deviations in an electrically 
short connected grid for example [72].  
 

 
Figure 2.5: GE Reason RT430 GPS disciplined time clock with PTP, IRIG-B, and PPS outputs (courtesy of GE). 
 

2.2.3 PHASOR DATA CONCENTRATOR 

In the intermediate layer of SMT architecture (mind Figure 2.1), a PDC is used as a 
synchro-measurement data stream collector that receives the synchro-measurements from 



 

2 

 

Cyber-Physical Experimental Testbed  25 

 

 

numerous hierarchically lower level PMU and/or PDC data sources. It performs quality 
checks, time aligns and merges synchro-measurements into a single data stream based on 
measurement’s timestamps and PDC’s internal rules. The aggregated synchro-measurement 
data stream is then sent to the hierarchically higher-level information systems, such as 
super PDC or applications’ data acquisition of the control centre for a final analysis. 
According to the most adopted IEEE Std. C37.244-2013 [73] specification, which serves as 
a guide for PDC design, its prime role is to: 

 
• receive the synchro-measurements from multiple sources; 
 
• buffer input data streams to accommodate differing receiving times; 
 
• perform data quality and integrity validation; 
 
• determine the latency of incoming data streams; 
 
• convert the received data into a unison format and sample rate; 
 
• perform simple mathematical operations and data adjustments; 
 
• combine all the received measurements belonging to specific timestamp into a single 

data frame; 
 
• forward the combined data stream to higher information systems according to the 

desired streaming specification, typically based on IEEE Std. C37.118.2-2011 [61]; 
 
• process the data for local visualisation, alarming and reporting; 
 
• locally store the data for archiving. 

 
Supported by a common time reference, PDC uses an internal processing logic for 

efficient data buffering and aggregation to minimise the associated processing delay (PDC 
waiting time) and incompleteness of the outgoing data stream (incoming synchro-
measurement data loss due to telecommunication latencies for example). The PDC 
functions are implemented either as a software program to be run a Windows or Linux 
operating system (OS) based computer, or embedded into a specialised hardware platform, 
as illustrated in Figure 2.6. 
 

 
Figure 2.6: SEL-3373 PDC, implemented as a standalone device (courtesy of SEL). 

 
During the designing phase of an SMT based system and supporting applications, an 

important factor to consider is the end-to-end synchrophasor data latency, represented as a 
sum of the latencies imposed by the individual elements of an SMT network. The 
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synchrophasor data latency can significantly affect the ability of specific SMT supported 
applications to perform as desired, in particular fast emergency control ones [74]. In general, 
a PDC reporting latency can substantially contribute to the overall synchrophasor data 
latency, since it mainly depends on the PDC internal logic and settings with respect to the 
telecommunication network characteristics (delay and the jitter of individual 
communication paths) of incoming data streams. Figure 2.7 presents an example SMT 
system with corresponding data latencies decomposed in its individual contributions, where: 

 
• PMU measurement reporting latency is “the time delay from when an event occurs 

on the power system to the time that it is reported in data. This latency includes 
many factors, such as the window over which data is gathered to make a 
measurement, the estimation method, measurement filtering, the PMU processing 
time, and where the event occurs within the reporting interval” [50]; 

 
• telecommunication network latency is “the time difference between the instant a 

PMU has transmitted a data frame on its physical channel and the instant the same 
data frame hits the PDC network interface” [75]; 

 
• PDC latency is “the time difference between the instant a time-aligned dataset is 

pushed to the supplied applications and the instant the first message with a given 
time-stamp hits the PDC. The PDC latency is composed of two contributions:  

 

• the PDC wait time that starts when the first message with a specific time-stamp 
enters the PDC and ends when the last one arrives or the associated timeout 
expires;  

 

•  the PDC processing time, i.e., the amount of time needed by the PDC to 
complete the production of an aggregated dataset” [75]. 

 

 
Figure 2.7: Example of a synchrophasor system with related data latencies decomposed in its individual 
contributions (adapted from [73]). 
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2.2.4 WIDE AREA TELECOMMUNICATION NETWORK 

In a power system, the ICT infrastructure, connecting the remote substations and the control 
centre into a Wide Area Network (WAN), is an indispensable element of an SMT for 
remote data acquisition. During WAMPAC system design (further discussed in Section 
2.3.3), the ICT infrastructure is an important aspect to consider due to its mission-critical 
services that supports [76], [77], [78]. Typically, for a reliable transfer of data, the ICT 
network utilises Quality of Service (QoS) traffic engineering mechanisms to: 

 
• provide the required bandwidth and minimise the end-to-end packet delay 

(telecommunication latency); 
 
• prevent loss of packets; 
 
• avoid and manage potential traffic congestions; 
 
• support traffic flow shaping; 
 
• prioritise the traffic flows of mission-critical applications to maintain the required 

Service Level Agreement (SLA) parameters; 
 
• maintain high availability of ICT services. 

 
Currently, Internet Protocol/Multiprotocol Label Switching (IP/MPLS) and Carrier 

Ethernet technologies, which run over private fibre-optic-based networks to benefit of full 
control, are one of the most adapted due to their matureness, ability to provide a wide range 
of ICT services and mechanisms with a single technology, and active support of IETF, 
IEEE and ITU standardisation communities.  

Nevertheless, the ongoing trend in power system digitalisation brings not only new 
benefits and opportunities for power system operation, but the resulting increase in digital 
solutions imposes new ICT requirements and challenges. In particular, to timely address the 
cyber-security risks and vulnerabilities that the digital solutions impose. [79]. For example, 
a cyber-attack on a telecommunication network for SMT may include an interruption attack 
(denial of service), a man-in-the-middle attack, a reconnaissance attack, data spoofing, and 
fabrication attacks such as packet and malicious code injection [80]. It is of crucial 
importance to enforce adequate cyber-security management from end-to-end, starting from 
the PMUs in substations, ICT infrastructure, data storage, all the way to the application 
layer, in order timely prevent cyber-attacks and mitigate cyber-treats in the earliest stage. 

2.3 WIDE AREA MONITORING PROTECTION AND CONTROL 

A WAMPAC refers to a framework of digital solutions, and advanced measurement 
supported applications to mitigate the propagation of large disturbances in an 
interconnected power system, particularly [45]. WAMPAC is both revolutionary and 
evolutionary since it leverages the information from grid-wide remote locations for the use 
in advanced situational awareness applications, and system-wide coordinated protection 
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and control schemes to improve the power system operation of today, while providing 
capabilities for future improvements [81], [82].  

WAMPAC system encompasses elements tailored according to the requirements of 
preferred WAMPAC applications. Generally, it consists of geographically distributed data 
sources and sinks, local data acquisition and processing systems, a high-speed wide-area 
telecommunication network for remote data acquisition and sharing, and finally, a 
distributed or centralised data processing and visualisation platforms. Typically, a 
WAMPAC system leverages the SMT as a key building block to deliver synchro-
measurements of electrical quantities and other parameters from grid-wide remote locations 
[45], [49], [83], [84]. It also utilises the information provided by SCADA monitoring to 
gain additional insight into the power system operating state and component status. Recent 
advances in cloud computing and data analytics enabled the design of cost-effective 
WAMPAC systems and related applications, respectively. For example, Figure 2.8 
illustrates the conceptual scheme of an advanced digital system enabling the design of local 
and wide-area intelligence, disseminated between multiple IEDs locally in a substation, or 
between multiple substations and/or control centres. 

 

 
Figure 2.8: Advanced digital system main building blocks and information flow (adapted from [43]). 
 

2.3.1 STATE-OF-THE-ART WAMPAC APPLICATIONS 

The advent of SMT triggered the development of WAMPAC applications to enhance the 
power system operation and planning, and address the emerging challenges at the 
interface between TSO operators, power plant operators, large industrial consumers, DSO 
operators, regulatory authorities, and remaining stakeholders [85]. For this purpose, a 
wide spectrum of SMT supported applications has been developed, ranging from tools to 
improve situational awareness up to advanced fully automated system integrity protection 
schemes (SIPS) [65], [82], [86]. In general, the state-of-the-art WAMPAC applications 
can be congregated into three groups, based on the nature of the addressed challenges. 

Applications belonging to the first group provide situational awareness and aim to 
improve the power system dynamic performance in the long run. Typical examples are: 
dynamic state estimation for a comprehensive power system observability and detection 
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of congestions in near real-time [87]; online grid vulnerability assessment such as 
dynamic security assessment [88] and dynamic stability assessment [89]; online 
oscillation monitoring [90]; dynamic thermal rating to improve grid efficiency and better 
manage congestions [30], [91], [92]; online tuning of hardware equipment parameters 
[93], [94] and Power System Stabilisers (PSSs) [78]; online inertia estimation [95]; and 
online tuning of the power system dynamic models [96]. 

The second group forms a set of pre-contingency applications for detection and 
mitigation of anomalies, for example: immediate disturbance detection [97], localisation 
[98] and classification [99]; instability detection [100], grid stress monitoring [101]; 
hardware performance monitoring to quickly diagnose problems [102], and online tuning 
of protection equipment parameters based on the present system state [94], [103].  

Finally, the third group consists of applications tailored for post-contingency in order 
to reduce the adverse impact of the events and improve the system restoration [104]. For 
example, synchro-measurement supported protection schemes can be used to enhance 
differential protection and backup protection schemes [105], [106]; and detect and classify 
the line faults [107], [108]. Moreover, to mitigate severe events, improve system resiliency 
and security of supply, the SIPS have been developed. Their purpose is to detect critical 
instabilities, arrest the disturbance propagation, and restore the system to stable operation 
with minimal consequences [33], [109]. The most prominent SIPS applications are 
islanding detection [110], [111]; Intentional Controlled Islanding (ICI) [112], [113]; and 
adaptive under frequency load shedding [114]. Lastly, to speed up the system restoration, 
applications for resynchronisation [115] and post-event forensic analysis [116], [117] can 
be used. 

2.3.2 EXISTING WAMPAC SYSTEMS WORLDWIDE  

In the last two decades, catastrophic blackouts have stimulated electric power utilities 
worldwide to invest in WAMPAC systems [48]. In the first stage, the pilot projects mostly 
consisted of several deployed PMUs across the power grid for basic monitoring purposes, 
which in turn triggered the development of situational awareness, closed-loop-control, and 
protection applications. Table 2.2 presents the existing implementations of WAMPAC 
applications worldwide.  
 

TABLE 2.2 

Summary of WAMPAC applications in use worldwide 

Region Implemented applications 

Continental Europe [48], [85], [118], [119]  
 
 
 
 
 
 
 

 dynamic stability assessment 

 load monitoring 

 disturbance detection and analysis 

 power plant oscillation monitoring 

 dynamic thermal rating 
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  intentional islanding  

 resynchronisation for restoration purposes 

 dynamic model tuning 

Nordic countries [119], [120], [121]  islanding detection and network splitting 

 automated load and generation shedding 

 resynchronisation assistance 

 oscillation monitoring and control 

 dynamic model tuning 

 disturbance detection and analysis 

North America [46], [48], [119]  dynamic stability assessment 

 improved state estimator 

 oscillation monitoring and control 

 islanding detection 

 resynchronisation assistance 

 disturbance detection and analysis 

Mexico [48], [119]   oscillation monitoring and control 

 monitoring of protection systems 

 post-event analysis 

Brazil [48], [119]  oscillation monitoring 

 stress monitoring 

 resynchronisation assistance 

China [46], [48], [119]  oscillation monitoring and control 

 dynamic state estimator 

 dynamic security assessment 

 adaptive protection 

 emergency control 

India [46], [48], [119], [122], [123]   dynamic security assessment 

 disturbance detection and analysis 

 islanding detection and network splitting 

 resynchronisation assistance 

 dynamic model tuning 

 stress monitoring 

 oscillation monitoring 

Russia [48], [119]  oscillation monitoring and control 

 system performance monitoring and analysis 

 dynamic model tuning 
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2.3.3 WAMPAC SYSTEM IMPLEMENTATION CHALLENGES 

As discussed in Section 2.3, a WAMPAC system consists of predominantly digital 
solutions, which need to be carefully orchestrated to meet the strict application 
requirements for their desired outcome. Therefore, during a WAMPAC system design, the 
following aspects are essential to be considered since they can significantly affect the 
performance of mission-critical WAMPAC applications [46], [124]:  

 
• quality of PMU related instrumentation transformers and wiring; 
 
• response and saturation of instrumentation transformers in case of transients; 
 
• time synchronisation accuracy and its reliability; 
 
• PMU placement for sufficient system-wide observability; 
 
• PMU class, measurement delay, and optimal reporting rate; 
 
• PMU measurement accuracy and its reliability under power system dynamics; 
 
• PMU response in case of transients; 
 
• ICT related telecommunication delay, and packet loss, corruption, misordering, 

duplication, and their variability; 
 
• PDC reliability and its processing time delay; 
 
• application’s data acquisition time delay; 
 
• application’s reliability in case of bad data; 
 
• application’s processing time delay and resulting closed-loop-control time delay; 
 
• response time delay of actuators; 
 
• integration of the applications into existing control rooms procedures; 
 
• thorough validation of the application and training of the power system control room 

operators under nominal and off-nominal power system conditions; 
 
• vulnerability and sensitivity of the supporting ICT systems to cyber threats and 

attacks. 
 

2.4 WAMPAC-READY CYBER-PHYSICAL EXPERIMENTAL 

TESTBED 

To assure that the WAMPAC applications perform adequately during most critical power 
system events, an extensive and thorough validation of the SMT components and 
WAMPAC applications under realistic power system conditions is required. Despite the 
evident benefits of WAMPAC applications for power system operation, in particular, to 
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strengthen the power system stability and resiliency, the existing WAMPAC applications 
are often used as ancillary stand-by tools with limited utilisation in existing control room 
procedures. One of the main reasons for this is the lack of detailed validation of WAMPAC 
applications on actual power system models and thorough training of power system 
operators, which leads to a reasonable mistrust of outside experts. To serve these purposes, 
a WAMPAC-ready cyber-physical experimental testbed is developed, enabling simplified 
design and online evaluation of closed-loop WAMPAC applications and validation of SMT 
components under realistic conditions. 

2.4.1 MOTIVATIONS FOR THE TESTBED 

The advent of SMT and fast telecommunication infrastructure enabled the development and 
implementation of WAMPAC applications. With this, the traditional power systems 
evolved into complex Cyber-Physical Systems (CPSs), encompassing a complex interaction 
between diverse research domains, belonging to a power system, ICT, signal processing, 
and control theory. For a reliable and effective operation of WAMPAC applications, a 
number of supporting systems (instrumentation, SMT, WAN, application’s data acquisition 
and processing, RTU and remote actuator) need to be orchestrated. Hence, the adequate 
performance of a specific WAMPAC application depends on several factors, spread across 
multiple domains interacting in a closed-loop manner. Therefore, for the thorough 
validation of mission-critical WAMPAC applications, one should consider the closely 
related domains holistically [125]. 

It is clear that the real power systems cannot be used for testing and validation of 
mission-critical WAMPAC applications, particularly, since this may in the worst case lead 
to significant financial loss and societal discomfort. Hence, often as an alternative, a twist 
of conventional software simulation tools is used for this purpose. Typically, the main 
limitation of the conventional software-based simulation tools is that they specialise in one 
domain only and simplify or neglect the remaining domains, leading to suboptimal results 
[125]. To address this, the researchers couple together conventional software tools into a 
co-simulation environment [125]. The main challenge is to unite continuous and discrete 
simulation tools, such as power system and ICT simulators, respectively. In this case, 
demanding issues related to an exact time synchronisation and simulation time-step, 
initialisation, and variable data exchange need to be solved typically.  

Despite the significant potential of software-based co-simulation environments, the 
WAMPAC implementation aspects presented in Section 2.3.3 cannot be investigated in 
detail due to a lack of software tools for this purpose. For this reason, the conventional 
purely software-based co-simulation environments are not applicable at this moment in 
time for the thorough validation purpose of WAMPAC applications. To bridge the gap, a 
CPS simulation platform can be used to seamlessly integrate hardware, software, and 
computational and physical components of virtual and physical processes [126].  

The main goal of a CPS simulation platform is to integrate real, simulated and emulated 
components of a multi-domain system with a purpose to accurately recreate the phenomena 
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of a real-world system under investigation in a fully controlled, isolated and typically 
down-scaled environment. The main benefit of a CPS simulation platform compared to a 
conventional software-based co-simulation environment is the ability to thoroughly assess 
the system of interest as a whole or per specific domain in detail. This is particularly 
important during proof-of-concept analysis and experimental validation of different 
hardware and software solutions [127]. 

2.4.2 STATE-OF-THE-ART  

Coupling of real-time digital simulators for CPS simulation has received considerable 
attention from research due to its unique ability to characterise the modern power system in 
detail. One of the distinctive features of real-time digital power system simulators is their 
real-time operation, meaning that the algebraic equations of a power system model are 
solved successively in discrete time steps, matching the real-world clock [105]. The main 
challenge is to generate a continuous output with small enough discrete steps to maintain 
the desired resolution of the output under given processing power constraints. 

Several Hardware-In-the-Loop (HIL) testbeds for SMT components performance and 
compliance validation have been demonstrated in [128] and [129], which make use of 
RTDS power system digital simulator and voltage and current amplifiers to simulate and fed 
the signal of appropriate levels to the device under test, respectively. Similarly, authors in 
[130] and [131] make use of LabView simulation environment for automated testing of 
PMUs. Nevertheless, both simulation platforms suffer from uncertainty related to the 
accuracy of the actual waveform signal, fed to the PMU under test. Finally, authors in [132] 
presented the platform for metrological characterisation of a PMU calibrator, used for low 
uncertainty PMU compliance validation purposes. In [133], a testbed for automatic 
determination of PMU measurement latency is presented, by comparing the measurement 
timestamp and the time of a received PMU data frame. To tests the measurement supported 
applications, the authors in [134] present a cyber-physical simulation platform as a co-
simulation between EPS and ICT simulation environments using RTDS and Riverbed 
Modeler (former OPNET) in combination with Lab View PXI for data analysis. Similarly, 
the authors in [135] make use of RTDS, simulated and real PMUs connected as HIL, to 
design an SMT supported testbed. The platform lacks components for ICT simulation and 
SMT supported application design. In [136] authors presented an RTDS based WAMPAC 
testbed, where they use real PMUs, Riverbed Modeler, and OpenPDC software for synchro-
measurement aggregation. Similarly, the testbed lacks components for SMT supported 
application design. Finally, authors in [137] and [138] presented a LabVIEW-based 
synchrophasor software development toolkit for simplified SMT supported application 
design, named as BabelFish. The toolkit is then utilised in [139] as a part of their 
WAMPAC system development testbed, based on Opal-RT eMEGAsim real-time simulator, 
real and simulated PMUs, and OpenPDC software. Likewise, in [127], the authors used 
Opal-RT's simulator to simulate the power system and PMUs, connected with CORE open-
source ICT simulator to OpenPDC. The letter testbed lacks components for SMT supported 
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application design. Recently, in [140], an SMT supported cyber-physical testbed based on 
RTDS is presented, which is used for cybersecurity and vulnerability assessment. Also, this 
testbed lacks components for SMT supported application design. 

Hence, it can be summarised, that the existing testbeds often utilise RTDS or LabVIEW 
simulation platforms; use simulated or real PMUs; typically make use of a software-based 
OpenPDC PDC; and a commercially available Riverbed Modeler ICT network simulator. 
Yet, for online synchro-measurement data stream processing, only a limited set of tools is 
available, among them only the LabVIEW based BableFish can be used for online synchro-
measurement parsing in user-defined WAMPAC applications. 

However, at the start of this thesis research work, no SMT supported real-time power 
system simulation testbed was available at disposal. To serve this purpose, a WAMPAC-
ready cyber-physical experimental testbed is developed, as a real-time co-simulation 
between an SMT supported power system model, an ICT infrastructure, and a WAMPAC 
application development framework. 

2.4.3 COMPONENTS OF THE TESTBED  

As illustrated in Figure 2.9, the developed real-time WAMPAC-ready cyber-physical 
experimental testbed represents a CPS simulator due to its tight coupling between simulated 
electric power system components, real and simulated SMT components, simulated 
telecommunication network characteristics, and software components for WAMPAC 
application design. The testbed’s main functions can be summarised into the following four 
groups:  
 

• power system simulation, for analysis of electromagnetic transient phenomena, 
empowering parallel digital processing for real-time operation of the targeted 
platform, equipped with numerous analogue and digital inputs and outputs (IO) 
interfaces for direct interconnection and data exchange with external devices and 
other systems; 

 
• SMT based power system observability, by using simulated and real PMUs, and 

software-based PDCs that are interfaced as HIL and Software-In-the-Loop (SIL); 
 
• telecommunication network simulation, empowering an ICT emulator and simulator, 

connected to the testbed as SIL, to resemble telecommunication characteristics of 
WAN; 

 
• WAMPAC application development framework, empowering user-friendly 

programming environment for a simplified design and online validation of closed-
loop WAMPAC applications. 

 
In particular, the real-time operation and closed-loop interaction between the testbed’s 
components enable comprehensive development and a thorough evaluation of closed-loop 
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applications. The remaining of this section presents the technical overview of the testbed 
used components. 

 
Figure 2.9: WAMPAC-ready testbed for online validation of closed-loop applications. 

 

 POWER SYSTEM SIMULATION 

In order to simulate power system phenomena in real-time, an RTDS digital power system 
simulator is utilised. The RTDS is used for precise modelling and thorough analysis of 
electromagnetic transient phenomena from DC up to 3 kHz utilising a sum of specialised 
hardware and software components [141]. It was initially developed by Manitoba HVDC 
Research Centre in the 1980s for HIL testing and validation of protection equipment under 
realistic conditions [142]. Typically, RTDS produces a continuous output with a 35 µs 
discrete time step, leading that the RTDS generated signals on its output are comparable to 
the signals of a real-world power system. The RTDS includes an RSCAD software tool, 
used for power system modelling with a Graphical User Interface (GUI) and a broad 
spectrum of available libraries to model power system components, substation equipment, 
and control logic. The latter in combination with the modular design and distinguished real-
time operation makes the RTDS platform particularly suitable for fast prototyping and 
evaluation of a wide range of power system applications, and HIL performance and 
compliance testing of substation’s hardware components like PMUs, relays, circuit breakers, 
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and power electronic converters for example. For this purpose, the simulated power system 
model quantities (voltage and current waveforms), feedback signals and control commands 
(protection relay status, circuit breaker trip commands) are exchanged in real-time between 
the RTDS and HIL devices under test via numerous analogue and digital IO interfaces, such 
as GTAO, GTAI, GTDA and GTDI for example [141]. Additionally, by using RSCAD 
Runtime software program or GTNETx2 based standardised telecommunication protocols 
(UDP, TCP, Modbus, IEEE Std. C37.118, IET 61059 SV, IET 61059 GOOSE, IET 61059 
MMS) it is possible to change any setpoint or power system topology remotely, and 
send/receive the simulation specific data to/from the other systems [141]. 

For this thesis related simulation of electromagnetic transient phenomena, two power 
system models, detailed in Chapter 4 and Chapter 5, are simulated in RTDS by using 
RSCAD Draft and Runtime software programs for modelling and real-time execution, 
respectively. The simulations are executed on two PB5 based RTDS racks (rack-3 and rack-
4) and interfaced with SMT components as HIL and SIL. Figure 2.10 presents the 
laboratory setup, utilised in this thesis. 
 

Figure 2.10: Digital power system simulator interfaced with PMUs as HIL via digital to analogue converter 
outputs and current and voltage amplifiers. 
 

 SMT-BASED POWER SYSTEM OBSERVABILITY 

The developed WAMPAC-ready experimental testbed (see Figure 2.8 and Figure 2.9) 
includes SMT components for near real-time observability of the RTDS simulated power 
system models. For this purpose, two GE (former Alstom) MiCOM Agile P847 P-class 
hardware PMUs are connected to the RTDS via GTAO interfaces as HIL. Each of the PMUs 
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is capable of measuring two current and two voltage channels, in total providing four 
synchro-measurement data streams according to IEEE Std. C37.118.2-2011. Hereby, two 
high-precision Omicron CMS-156 amplifiers are used to amplify the 5 V output signals 
from an RTDS GTAO card to 110 V and 5 A voltage and current signals, respectively, for 
direct feeding to the corresponding voltage and current channels of the PMUs. In addition, 
up to 48 RTDS embedded P class PMUs data streams, provided by the two RTDS GTNETx2 
cards are used simultaneously. For time alignment and aggregation of the PMU data 
streams, an OpenPDC and SEL-5073 software-based PDCs are used. Herby, the OpenPDC 
is used to online store the PMU provided data into a MySQL database, mainly for online 
monitoring purpose (see Section 2.4.3 - D), while the SEL-5073 PDC is used to forward the 
aggregated data stream to the MATLAB based Synchro-measurement Application 
Development Framework (SADF) for online synchro-measurement data processing in user-
defined WAMPAC applications.  

Moreover, to provide time synchronisation between all the testbed components, a GE 
RT430 GPS disciplined grandmaster clock is used, which provides time accuracy within 
100 ns (peak), with the time drift less than 0.1 ppm in case an external GPS reference signal 
is lost. Hereby, the IRIG-B and PPS signals are fed to the hardware PMUs via coaxial and 
fibre-optic cables, respectively, while the PTP is distributed via L2 Ethernet-based LAN to 
the computers running PDCs and SADF. To time synchronise the computers, a Greyware 
Domain Time II based PTP software client and an Oregano Systems syn1588-PCIe based 
PTP hardware client are used. 

 TELECOMMUNICATION NETWORK SIMULATION 

To simulate substation and system-wide telecommunication network characteristics, a 
WANem network emulator and ns-3 ICT simulator are used as SIL. The WANem is used to 
real-time emulate specified telecommunication delay, jitter, packet loss, and data 
throughput for each telecommunication channel. Besides, ns-3 network simulator can be 
used to investigate ICT network-related phenomena (link and node data-congestions, jitter, 
delay, packet drop, etc.) and to assess the cyber-security vulnerabilities (false data injection, 
buffer overflows, and device misconfiguration). By using the aforementioned ICT network 
tools, each communication channel can be characterised with its unique ICT performance 
characteristics that can emulate the real LAN and WAN conditions from the field. 

 WAMPAC APPLICATION DEVELOPMENT FRAMEWORK  

At the start of the research work of this thesis, there existed a lack of available user-friendly 
tools for the rapid prototyping of WAMPAC applications. Therefore, a SADF is developed 
to enable simplified design and promote thorough validation of WAMPAC applications 
under realistic conditions. The SADF’s functionality and structure are presented in detail in 
the next Chapter 3. 
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2.4.4 VALIDATION OF THE TESTBED 

As a part of the WAMPAC-ready experimental testbed, a web-based online SMT 
monitoring platform is developed (see Figure 2.11) for the online monitoring of PMU 
measured power grid dynamics, simulated in RTDS. The monitoring platform is used for 
online visualisation of the PMU measurements, abnormal event detection in PMU 
measurements and alarming, line ampacity monitoring, and data export for offline analysis.  
 

 
Figure 2.11: Web-based online SMT monitoring platform for real-time monitoring of EPS. 

 
The monitoring platform is a web-based application, running on the top of an Ubuntu 

operating system (OS). It connects to the MySQL database and in online fashion retrieves 
the stored PMU measurements, continuously populated by the OpenPDC. The platform 
backend (the part of the platform that is not directly accessed by a user, typically 
responsible for storing and manipulating data) is built using JavaScript and PHP 
programming languages, while the frontend (the part of the platform that is directly 
accessed by a user, typically responsible for displaying of the processed data) is based on 
HTML markup language with CCS and JQuery support. This makes the monitoring 
platform cross-device (computer, tablet, smartphone) compatible and intuitive to navigate, 
as illustrated in Figure 2.12. 
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Figure 2.12: Real-time monitoring of active and reactive power. 

 

2.5 CONCLUDING REMARKS  

This chapter discussed the rationale behind the power system monitoring with high 
resolution in time and space. It presented the SMT, its benefits compared to the traditional 
SCADA system, state-of-the-art WAMPAC applications, and important implementation 
aspects to consider when designing WAMPAC applications. Moreover, the chapter 
highlighted the crucial requirement to extensively validate the emerging WAMPAC 
applications under realistic conditions before being implemented in the real-world power 
grids. 

The primary objective of this chapter research work is first to stress the limitations of 
the conventional software-based simulators for WAMPAC application design and 
evaluation, and second to motivate the need to develop a realistic CPS for this purpose. The 
main goal of this chapter research work was to design an SMT supported testbed for the 
formation of realistic synchro-measurements and their direct use in user-defined 
applications. One of the major contributions of this chapter is the developed WAMPAC-
ready cyber-physical experimental testbed. 

The developed testbed enabled the online assessment and validation of SMT 
components and emerging closed-loop WAMPAC applications under realistic conditions in 
real-time. For this purpose, a combination of simulated, emulated, and real hardware and 
software components were used in order to attain the most realistic conditions in a fully 
controlled, down-scaled and isolated simulation environment. Also, the testbed can serve as 
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a powerful tool for training activities of power system operators on actual grid models and 
educational coursework. 

To verify the developed testbed, a web-based SMT monitoring platform is developed. 
The web-based platform is suitable for online monitoring of PMU measured dynamics and 
is particularly useful for demonstration purposes of the testbed. 

Moreover, to facilitate the simplified design and online use of synchro-measurement 
data in user-defined WAMPAC applications, a MATLAB based SADF software library was 
developed, which is further detailed in the next Chapter 3. In conclusion, this chapter 
developed the WAMPAC-ready experimental testbed that will serve as the groundwork of 
Chapter 3, Chapter 4 and Chapter 5 related developments. 
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CHAPTER 3 
 

SYNCHRO-MEASUREMENT 

APPLICATION DEVELOPMENT 

FRAMEWORK  

To enable seamless integration between an SMT supported power system and user-defined 
WAMPAC applications, this chapter develops MATLAB supported SADF software library. 
It provides the missing link between the IEEE Std. C37.118.2-2011 specification and its 
implementation. In the first part, this chapter discusses the limitations concerning the use of 
conventional software-based simulation tools for the development of WAMPAC 
applications. It continues with a presentation of the state-of-the-art tools for SMT stream 
parsing and processing, followed by an overview of the IEEE Std. C37.118.2-2011 
specification. In the second part, this chapter presents the developed SADF library, its 
structure, and the proposed communication and parsing methodology. Moreover, it presents 
the results of SADF compliance, interoperability, and execution performance evaluation 
using Chapter 2 developed cyber-physical testbed. Finally, a SADF build-in example 
application is demonstrated and the chapter conclusions are presented. 

3.1 INTRODUCTION 

As discussed in Chapter 2, the IEEE Std. C37.118.2-2011 has evolved as one of the widely 
deployed communication protocol for synchro-measurement data exchange in an SMT 
supported power system. Nevertheless, there exists a lack of user-friendly tools for 
development and seamless integration of SMT supported WAMPAC applications. In fact, 
at the beginning of this research work, no MATLAB supported synchro-measurement parser 
was available. Hence, this chapter presents the developed SADF, a complete IEEE Std. 
C37.118.2-2011 supported implementation in MATLAB programming environment. 

The SADF enables a simplified design, and the online validation of SMT supported 
WAMPAC applications. For the first time, it enables online receiving and parsing of IEEE 
Std. C37.118-2005 and IEEE Std. C37.118.2-2011 based machine-readable messages into a 
human-readable MATLAB format, as illustrated in Figure 3.1. This research work provides 
the implementation procedures of IEEE Std. C37.118-2005 (communication part) and IEEE  
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Figure 3.1: Overview of the SADF. 

 
Std. C37.118.2-2011 specifications by proposing a robust communication technique and 
efficient synchro-measurement data parsing method. 

In the first place, the SADF library is developed to promote the simplified design and 
online validation of advanced WAMPAC applications under realistic conditions. Also, the 
SADF library can be utilised as a part of a PMU/PDC metrological characterisation and 
IEEE Std. C37.118 compliance validation [143], as a tool to receive and compare the “true” 
synchro-measurements, produced by a reference PMU, with the synchro-measurements of a 
PMU under test. Combining SADF library with MATLAB functions for signal processing 
and visualisation allows mastering the design of complex WAMPAC applications. 

MATLAB programming suite is a powerful engineering computing toolbox, supported 
by various build-in mathematical, signal processing, and visualisation functions. It is cross-
OS compatible (Windows, Mac, Unix) and can be interfaced with programs written in C, 
C++, Java, Fortran, and Python. MATLAB has been a de facto programming language for 
research worldwide and has extended online community support [144]. 

3.1.1 MOTIVATIONS FOR THE SADF 

The typical IEEE Std. C37.118 based data exchange is in machine-readable representation 
(binary format) to efficiently transfer the data between electronic devices [60], [61]. The 
binary format is tough to interpret for humans. Researchers often need to deal with the lack 
of available user-friendly tools for online synchro-measurement data acquisition to design 
and online validate WAMPAC applications. This is one of the reasons why many 
researchers prefer to work on pre-processed measurements, typically Comma Separated 
Value (CSV) format and stored by a PDC, primarily designed for offline analysis. However, 
by taking this approach, the measurements are available in the user-defined applications 
with processing delay concerning the write/read operations to/from a file or database. This 
can have a negative impact on the performance of the closed-loop WAMPAC applications, 
which require fast response and can consequently endanger secure power system operation. 
Hence, to enable seamless integration between the SMT supported power system and user-
defined WAMPAC applications, the SADF is developed to enable online and direct use of 
synchro-measurements in the MATLAB programming environment. 
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Additionally, many of the available synchro-measurement based scientific papers make 
use of conventional software simulated bus measurements rather than real PMU provided 
synchro-measurements. It is important to note that in reality, the synchro-measurements are 
affected by transients [52], harmonics [54], and system-imposed high frequency 
components [53]; instrument transformers errors [145]; PMU analog filtering, sampling, 
and windowing [146], [147], [148] [149]. Therefore, the real PMU provided synchro-
measurements can dramatically differ from typical bus measurements, obtained by using 
conventional software simulation tools. As a result, the performance of existing WAMPAC 
applications, published in scientific papers, may negatively differ in case actual synchro-
measurements are utilised and it may in a worst-case scenario lead to a complete power 
system blackout. To promote extensive evaluation under realistic conditions, the developed 
SADF enabled the simplified design and online validation of advanced (closed-loop) 
WAMPAC applications. 

3.1.2 STATE-OF-THE-ART 

In the last two decades, the SMT solutions and WAMPAC applications have gained 
increased attention from research and industry. In [150] and [151], authors present the 
implementation of IEEE Std. C37.118-2005 (communication part) specification for 
PMU/PDC emulation purposes as an open-source application using C and Python 
programming language, respectively. However, their published work has several 
limitations, including: (i) lack of IEEE Std. C37.118.2-2011 support, (ii) lack of UDP 
connection protocol support and spontaneous communication mode, (iii) detailed 
performance evaluation is missing. The Grid Protection Alliance [152] developed a Time-
Series Framework for managing of synchro-measurement data and implemented as an 
open-source library in .NET, Java, C++ programming languages. Despite the big potential, 
the library has not been vastly utilised in research, mainly due to proficient programming 
required. The PMU Connection Tester and OpenPDC are currently being one of the most 
used open-source applications built on top of TimeSeriesFramework and are designed for 
PMU connectivity testing and aggregation of synchro-measurement streams, respectively 
[152]. For the first time, a LabVIEW based synchrophasor software development toolkit 
(named as BableFish) was developed [138] to online receive IEEE Std. C37.118.2-2011 
data stream in a LabVIEW environment. However, their work is limited to the LabVIEW 
and can receive only TCP/IP data stream in commanded mode only. 

3.2 OVERVIEW OF IEEE STD. C37.118.2-2011 

Over the recent years the IEEE Std. C37.118 family has evolved as one of the widely 
deployed among SMT supported power system components. This chapter focuses on the 
implementation procedures regarding the IEEE Std. C37.118.2-2011 that is backwards 
compatible with IEEE Std. C37.118-2005 (communication part). Therefore in this chapter, 
only the communication part is further addressed. 
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3.2.1 COMMUNICATION FRAMEWORK 

The IEEE Std. C37.118.2-2011 defines synchro-measurement messaging framework 
(application layer) requirements, including message types, use, contents and data formats. It 
does not put any restrictions on a utilised communication medium, and transport protocol 
since they are typically application dependent. Initially, the standard was designed for RS-
232 serial communication, but the past implementations show the great success of fast 
fibre-optic based Internet Protocol (IP) telecommunication networks, utilising Transmission 
Control Protocol over IP (TCP/IP) and/or User Datagram Protocol (UDP). 

 TRANSMISSION CONTROL PROTOCOL  

TCP/IP is a connection-oriented (one-to-one, bidirectional) data exchange protocol and is 
suited for applications that require high reliability of data transfer, while transmission time 
(latency) is relatively less critical. The TCP/IP stack guarantees that data arrives at the final 
destination (application layer), remains intact, and in the same order in which it was sent. 
As a consequence, a continuous PMU/PDC measurement data stream utilising TCP/IP may 
experience retransmission interruptions in case of corrupted and out-of-order received 
TCP/IP packets on the receiving side [153].  

 USER DATAGRAM PROTOCOL 

In contrast to TCP, UDP is a simpler connectionless (one-to-one/many, unidirectional) data 
exchange protocol and is suited for applications that meet fast and efficient transmission of 
data. UDP does not guarantee the arrival of the packets to the final destination and has no 
inherent delivery order as all packets are independent of each other. If data ordering and 
recovery are required, it has to be managed by the application layer on the server and client-
side [154]. In SMT, UDP is often preferred since data transmission is faster (smaller 
overhead size) and continuous compared to TCP/IP. 

3.2.2 COMMUNICATION MODE 

Synchro-measurement data exchange is server-client oriented, using either commanded or 
spontaneous mode of communication. In the commanded mode (bidirectional server-client 
communication), a hierarchy higher level PDC or application data acquisition (further 
referred to as receiver) initiates a connection with PMU/PDC data source device (further 
referred to as sender) and takes control of configuration and measurement data exchange. 
Hereby, the receiver sends specific data request commands to the sender, which afterwards 
replies with requested data. On the other hand, in spontaneous mode (unidirectional server-
client communication) configuration and measurement data exchange is initiated by the 
sender in a continuous way without any negotiation with the receiver.  

Moreover, synchro-measurement data exchange can be either unicast (between a sender 
and a receiver), multicast (between a sender and group of receivers, via one data stream), or 
broadcast (between a sender and all network nodes). Typically, unicast is utilised for one 
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domain network, while multicast is suitable for synchro-measurement data exchange 
between different synchro-measurement domains. Broadcast is utilised only in special 
cases since it is resources expensive. 

3.2.3 FRAME STRUCTURE AND MESSAGE TYPE 

The IEEE Std. C37.118.2-2011 specifies the basic structure of a frame and four types of 
messages for synchro-measurement configuration and data transmission. These are data, 
configuration, header, and command. Typically, the first three message types are sent from 
a sender as the response on a received command message, initiated by a receiver.  

 FRAME STRUCTURE 

All four message types start and end up with the predefined header and footer respectively, 
forming together a frame. Header and footer contain a set of parameters, referred to as 
fields as illustrated in Figure 3.2. 
 

 
Figure 3.2: DATA message frame structure. 

 
Each frame first starts with a SYNC (2-byte) field, used to identify frame type (bits 6-4), 
and utilised synchro-measurement standard version (bits 3-0). It continues with a 
FRAMESIZE (2-byte), defining total frame size in bytes. Further, an IDCODE (2-byte) 
field defines a unique identification number of a frame originating device or destination 
device in case of a command message. Next, a Second Of Century (SOC) (4-byte) and a 
Fraction of a Second (FRACSEC) (4-byte) fields together define measurement timestamp 
or transmission time for the non-DATA messages. Hence, the timestamp is given by:  

𝑇𝑖𝑚𝑒𝑆𝑡𝑎𝑚𝑝 ൌ  𝑆𝑂𝐶 ൅ 𝐹𝑅𝐴𝐶𝑆𝐸𝐶 / 𝑇𝐼𝑀𝐸_𝐵𝐴𝑆𝐸 (3.1) 

where TIME_BASE integer determines the maximum time resolution in ticks.  
Additionally, a FRACSEC contains 8-bit time quality flags to indicate the quality of 

time at the source plus indication of leap second status. Finally, the content of a frame 
(DATA 1 - N) field is encapsulated and terminated with a CHK (2-byte) field, containing 
Cyclic Redundancy Check (CRC) for transmission-error detecting. 

 DATA MESSAGE 

DATA messages are primarily used during synchro-measurement data exchange and 
contain a set of measurements at the precisely determined moment in time. Each DATA 
message contains at least one encapsulated PMU measurement block (set of measurements 
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and control flags of a single PMU measurement stream). A PMU device can send only one 
(its own) encapsulated measurement block, while a PDC device typically sends multiple 
encapsulated measurement blocks in a single DATA frame from hierarchically underlying 
PMUs and/or PDCs. It is important to note that the DATA frame content cannot be 
interpreted without info obtained from a configuration message beforehand.  

 As illustrated in Figure 3.2, a single measurement block (DATA-1) includes time and 
measurement quality information (STAT), estimated synchrophasors (PHASOR), system 
frequency (FREQ), rate-of-change-of-frequency (ROCOF), analogue values (ANALOG), 
and digital Boolean status words (DIGITAL).  

 CONFIGURATION MESSAGE 

A configuration message is used to inform the receiver about the sender related 
capabilities, metadata, and configuration structure of DATA messages being reported. 
Typically, it is sent during connection initialisation period and before first DATA is sent to 
permit the receiver to properly separate and interpret measurement identities of DATA 
frames. The standard defines three types of configuration frames: CFG-1, CFG-2, and 
CFG-3 (optional).  

A CFG-1 denotes a PMU/PDC full reporting capability and is used in exceptional 
occasions. Further CFG-2 and CFG-3 indicate a PMU/PDC configuration structure of 
DATA frame currently being reported. It includes station identification number and name, 
phasor and analogue total number and channel names, measurements reported formats and 
scaling factors, default digital status positions, reporting rate, nominal system frequency, 
and configuration change number identification. Additionally, CFG-3 introduces variable 
frame length, metadata related to phasor and analogue values offset, a synchrophasor 
estimation algorithm window length and group delay, and geographical properties of the 
PMU. 

 HEADER MESSAGE 

A header HDR message is primarily used to inform one about a PMU installation location, 
measurement properties, filtering applied, reporting rate, and other user-defined metadata. 
Unique about the HDR message is that its content is in a human-readable ASCII format. 

 COMMAND MESSAGE 

A command CMD message is used exclusively in commanded mode to send instructions 
from the receiver to the sender. Typically, after the sender receives the instruction, it 
responds with a requested action. Commands which the receiver can send to the sender are: 
“send CFG-1”, “send CFG-2”, “send CFG-3”, “send HDR”, “turn on DATA”, and “turn off 
DATA”. 
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3.2.4 TYPICAL DATA EXCHANGE 

All message types (except HDR) are transmitted in machine-readable format (binary 
representation) to transfer data between SMT devices efficiently. Data transmission of a 
message frame always starts with SYNC and ends with a CHK field (see Figure 3.2). Data 
is transmitted using big-endian, i.e. most significant byte first.  

 SPONTANEOUS MODE 

In spontaneous communication mode, the sender typically sends DATA messages to the 
receiver continuously, as illustrated in Figure 3.3 (mind the orange circle with 1). DATA 
messages are sent with a reporting rate as specified in a sender configuration settings. 
Additionally every minute rollover it sends a CFG-2/CFG-3 message (mind the orange 
circle with 2) to inform a receiver about DATA message structure currently being reported. 
 

 
Figure 3.3: Spontaneous mode communication data exchange. 

 

 COMMANDED MODE 

In commanded communication mode (Figure 3.4), the receiver typically starts with sending 
a “send CFG-2” or “send CFG-3” configuration message to the sender (mind the orange 
circle with 1). After a sender receives a command, it responses with a requested 
configuration message (mind the orange circle with 2). Further, after the receiver 
successfully receives the configuration message, it sends to the sender a “turn on DATA” 
(mind the orange circle with 3) command. Afterwards, the sender starts sending DATA 
frames (mind the orange circle with 4) to the receiver in continuous and equally time 
spaced intervals, as specified in device configuration (reporting rate). Finally, in case data 
exchange should be terminated, the receiver sends a “turn off DATA” command (mind the 
orange circle with 5) to the sender, which stops sending DATA messages immediately after 
receiving the command. 
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Figure 3.4: Commanded mode communication data exchange. 

 

3.3 STRUCTURE OF SADF SOFTWARE LIBRARY 

The SADF library comprises of developed scripts in MATLAB programming language to 
online receive and in real-time validate, parse, interpret, and store synchro-measurements 
into a human-friendly format in MATLAB Workspace, making it available for user-defined 
WAMPAC applications. Illustrated in Figure 3.5, the library includes a robust 
communication technique with fallback procedures for data exchange establishment and an 
efficient processing methodology for online parsing of the IEEE Std. C37.118-2005 
(communication part) and C37.118.2-2011 specified messages. 

3.3.1 CONNECTION ESTABLISHMENT FOR DATA EXCHANGE 

The SADF can establish a TCP/IP or UDP unicast connection with a PMU or PDC, 
typically by utilising a host platform supported wired Ethernet or wireless WiFi 
technologies. In both cases, the MATLAB Instrument Control Toolbox socket interfaces in 
Java language are utilised for this purpose.  

It is important to note that the proposed SADF library supports both commanded and 
spontaneous mode of communication. In the first case, one can select either TCP/IP or 
UDP, or a combination of both (TCP/IP for sending/receiving CMD, HDR, CFG-1, CFG-2, 
CFG-3 frames, and UDP for sending/receiving DATA messages) for configuration and 
measurement data exchange. In the second case, UDP is supported to facilitate fast and 
efficient transmission of configuration and measurement data exchange, critical for fast 
response WAMPAC applications. 
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Figure 3.5: Diagram of the SADF library. 
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 COMMANDED MODE 

In commanded mode (see Figure 3.3), the SADF initiates a connection establishment 
procedure to obtain a PMU/PDC configuration and initiate measurement data transmission. 
This procedure is divided into multiple steps with an implemented fallback algorithm to 
cover situations when a PMU/PDC does not support the requested configuration message in 
case of ICT interruptions.  

First, the SADF sequentially sends a CMD message request to obtain an HDR, 
following CFG-1, CFG-2 or CFG-3 messages from a PMU/PDC. It may happen that the 
PMU/PDC does not support the requested CMD message type. In this case, the PMU/PDC 
typically responds with a CFG-2 message or does not respond at all. It may also happen 
that due to ICT interruptions, the PMU/PDC does not receive the sent CMD message 
request. Anyhow, in all the cases the specific CMD message is resent every two seconds 
and up to five times. In case the expected response from PMU/PDC is still not received, the 
SADF will automatically continue with the next step of the connection establishment 
procedure, since crucial DATA exchange can be still established, even without info 
obtained from an HDR or CFG-1 message. Lastly, in case of unreceived response on sent 
“send CFG-2/CFG-3” or “turn on DATA” (if applicable) CMD message request, the ICT 
connection with the PMU/PDC is reestablished. Afterwards, the connection establishment 
procedure with the PMU/PDC is reinitiated. In this way, the SADF library does not halt in 
case of unexpected events. 

It may also happen that the PMU/PDC starts sending DATA frames immediately after 
the establishment of an ICT connection or before the SADF requests a DATA exchange. In 
this case, a “turn off DATA” CMD message request is immediately sent to the PMU/PDC in 
order to terminate the existing DATA exchange and proceed with a standard connection 
establishment procedure. Any received DATA message is flagged and discarded since it 
cannot be interpreted without info obtained beforehand from a CFG-2/CFG-3 message.  

Finally, after the SADF successfully receives at least a CFG-2/CFG-3 massage, a “turn 
on DATA” CMD message is sent. Afterwards, online processing of received DATA 
messages is automatically initiated.  

In case the data exchange between the SADF and PMU/PDC stops for any reason for 
more than 10 s, the ICT connection and connection establishment procedure is reestablished 
and reinitiated, respectively. In this way, the SADF library does not halt in case of 
unexpected events. 

 SPONTANEOUS MODE 

In spontaneous mode, the SADF opens a user-defined UDP port and waits for a PMU/PDC 
to initiate frame exchange. First, the SADF waits to receive a CFG-2/CFG-3 message, 
which is typically sent by the PMU/PDC each minute rollover. During this waiting period, 
any received DATA message is flagged and discarded since it cannot be interpreted without 
info obtained beforehand from a CFG-2/CFG-3 message. After the successful receiving of 
a CFG-2/CFG-3 frame, the online processing of DATA messages is automatically initiated. 
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3.3.2  FRAME INTEGRITY VALIDATION 

The SADF performs two-step frame validation on all received frames to detect data 
transmission errors and verify a message frame source.  

First, a CHK field value of any received message frame is compared against a newly 
determined CRC from a received entire frame-block. The CRC is calculated based on a 
CRC-CCITT error detection scheme and implemented in C programming language for 
processing speed increase. The CRC-CCITT is computed by following polynomial function 

𝑔ሺ𝑥ሻ  ൌ 𝑥ଵ଺ ൅ 𝑥ଵଶ ൅ 𝑥ହ ൅ 1  (3.2) 

with seed value of 0xFFFF (-1) and no final mask [61]. In case the compared CRC values 
do not match, then the frame certainly contains bit-error; hence, it is flagged and discarded.  

Finally, the IDCODE field of the successfully received frame is compared against the 
user-defined IDCODE in the SADF configuration file. In case the IDCODE values do not 
match, then the received frame is flagged and discarded. 

3.3.3 FRAME PARSING 

The SADF automatically identifies and in real-time parses the IEEE Std. C37.118-2005 and 
C37.118.2-2011 supported configuration and measurement messages of any reporting rate 
provided. 

The identification of a received frame type is based on a SYNC field, unique to each 
message. First, a SYNC value of a received frame is compared against an identification 
code of DATA, HDR, CFG-1, CFG-2, CFG-3 message. After a positive match, the message 
content is read using adequate parsing functions. The content of each message is stored into 
MATLAB Workspace using a structure array format by using a variable name corresponding 
to the message type for ease of use. Individual message content identities are stored into 
child structure arrays with self-explanatory names. 

To get an insight into the IEEE Std. C37.118.2-2011 specified data exchange the SADF 
library supports three modes of operation: 
 

• info mode; only basic info regarding send and received frames with the 
corresponding timestamp is displayed in the MATLAB command window.  

 
• debug mode; info regarding send and received frames with detailed message frame 

content in a user-friendly format is displayed in MATLAB command window. 
Additionally, all the raw data exchange between sender and receiver is stored for 
ease of debugging purposes. 

 
• silent mode (default); no info is displayed in the MATLAB command window. This 

mode is typically used during normal operation for an increase in processing speed. 
 

Lastly, the SADF end-of-session report optionally displays in MATLAB command 
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window a summary regarding successfully received, duplicated, out-of-order, and corrupted 
messages, grouped by type. 

 DATA MESSAGE 

In case TCP/IP is used for data transmission, the protocol itself guarantees that all message 
frames arrive in the same order as were sent; hence, no additional data stream post-
processing is required.  

On the other hand, when UDP is used, the SADF takes control over out-of-order 
received, duplicated, or missing data frames. In the first case, the SADF time-aligns 
received DATA messages and stores them in the right time sequence based on the message 
timestamp. In the case of duplicated and missing DATA messages, the received 
measurements are discarded or stored with unrepresentable (NaN) values, respectively. 

The SADF extracts from each received DATA message an encapsulated PMU 
measurement block; time and measurement quality information, which are condensed in 8-
bit FRACSEC time quality flags and 2-bytes STAT field, respectively. These include the 
following: 
 

• leap second status; 
 
• time accuracy; 
 
• measurement data validity; 
 
• time source synchronisation status;  
 
• measurement device operation status; 
 
• data sorting type; 
 
• trigger status and reason; 
 
• configuration change notification. 

 
Moreover, the IEEE Std. C37.118.2-2011 defines 16-bit integer and 32-bit floating-point 
formats for synchro-measurement (phasors, analogue values, frequency, and ROCOF) data 
exchange. Most often a 16-bit integer format is used to facilitate efficient transmission, but 
it requires additional multiplication with a scaling factor. Phasor measurements can be 
transmitted in rectangular (real and imaginary components) or polar (magnitude and angle) 
format. Additionally, CFG-3 message contains adjustments factors related to the magnitude 
or angle offset corrections (in case of phasors and analogue values) that need to be 
considered. To facilitate ease-of-use, the SADF automatically converts synchro-
measurement data of any format into a user-friendly double format. As a result of this, 
phasor measurements are stored in the polar format; the magnitude is in engineering units 
and the angle is in degrees, all with applied correction factors (if applicable). Similar 
applies to the analogue values, frequency, and ROCOF measurements. In short, a DATA 
message is parsed to provide: 
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• timestamp of a measurement; 
 
• phasor magnitude and phase with an applied offset; 
 
• analogue values with an applied offset; 
 
• digital status words; 
 
• system frequency; 
 
• system frequency deviation; 
 
• ROCOF. 

 CFG MESSAGE 

The SADF supports receiving of CFG-1, CFG-2, and CFG-3 configuration message types. 
Since a PMU/PDC configuration settings can change over time, the SADF permits the 
receiving of multiple configuration messages within a single session. With this, only 
configuration messages containing newer structure as the already received one are stored 
and used for further processing of DATA messages. The duplicated configuration messages 
are flagged and discarded. For example, most informative CFG-3 message is parsed to 
obtain:  
 

• number of PMU blocks included in DATA frame; 
 
• number of phasors, analogue and digital values for each PMU block included; 
 
• PMU station, phasor, analogue channel naming; 
 
• digital channel; 
 
• measurement format, conversation, and offset factors; 
 
• station geo-location properties; 
 
• estimation algorithm window length and group delay; 
 
• configuration change count; 
 
• DATA reporting rate; 
 
• nominal system frequency. 

 HDR MESSAGE 

The SADF can receive the standard supported HDR message. Its content is primarily in 
American Standard Code for Information Interchange (ASCII) format and is typically for 
PMU installation and verification purposes. The SADF supports receiving of multiple HDR 
messages within one session. By using debug mode its content can be displayed in the 
MATLAB Command Window.  
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 CMD MESSAGE 

In commanded mode, CMD message content is sent (written) to the TCP/IP/UDP Java 
socket in an asynchronous mode. In this way, the MATLAB command line is not blocked 
for the duration of Java socket execution. Consequently, the user-defined application has 
more time available for its own operation (execution).  

3.4 COMPLIANCE AND PERFORMANCE EVALUATION  

The SADF library is primarily designed for use in SMT supported environment; therefore, 
the real-time operation of the SADF library is crucial. In order to evaluate the SADF library 
performance as well as interoperability with the IEEE Std. C37.118 compliant devices and 
accuracy of the provided data, Chapter 2 presented cyber-physical simulation testbed is 
used. 

3.4.1 SIMULATION TESTBED 

For SADF compliance and performance evaluation, a simple AC power system model with 
50 Hz nominal system frequency is run in the RTDS to generate test signals, fed to the 
PMU input channels. As illustrated in Figure 3.6, a GTAO card is used to provide low-level 
analogue current and voltage waveforms, first fed to an OMICRON CMS-156 amplifier 
and further to an external GE P847 PMU. Additionally, a GTNETx2 card is used to 
simulate up to 24 independent PMU streams. All the PMUs are interchangeably connected 
to the SEL-5073 PDC or OpenPDC, and further over the WANem emulator to the SADF, 
as presented in Figure 3.6. The WANem is utilised for emulation of communication delay, 
and packet jitter, corruption, loss, and misordering. 

The performance evaluation of the proposed MATLAB supported SADF library is 
performed on a typical personal computer (CPU: Intel Xeon E5 1620v2 - 3.70 GHz, 
memory: 16 GB RAM, OS: Windows 7) with installed Wireshark version 3.0.0 
communication protocol analyser and MATLAB version R2017a programming 
environment. The MATLAB is executed in real-time priority. 
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Figure 3.6: Cyber-physical simulation testbed, tailored for the evaluation purpose of the SADF. 
 

3.4.2 COMPLIANCE VERIFICATION AGAINST IEEE STD. C37.118.2-
2011 

In order to develop a reliable WAMPAC application, it is prudent to confirm the SADF 
compliance with the IEEE Std. C37.118.2-2011 specifications and SADF interoperability 
between the standard supported devices as well accuracy of provided data. First, the SADF 
is connected directly with the IEEE Std. C37.118.2-2011 supported external PMU to verify 
the typical data exchange during TCP/IP and UDP commanded mode operation. 
Afterwards, the SADF is interchangeably connected with both PDCs that are further 
connected with the external PMU and RTDS simulated PMUs. Hereby, the SADF is tested 
to confirm UDP, TCP/IP, and mixed TCP/IP and UDP commanded mode as well as UDP 
spontaneous mode of operation. Table 3.1. summarises the performed tests, obtained 
results, and confirms interoperability with the IEEE Std. C37.118.2-2011 standard 
specifications. 
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TABLE 3.1 

Interoperability testing 

SADF test Commanded mode Spontaneous mode 

receiving of DATA  /   /  

receiving of HDR  /  - / - 

receiving of CFG-1  /  - / - 

receiving of CFG-2  /   /  

receiving of CFG-3  /   /  

sending of CMD  /  - / - 

Legend:  compliant;  uncompliant; - inapplicable 

 
Additionally, the output of the Wireshark network protocol analyser and SADF library 

(in debug mode) are compared to identify any inconsistencies in configuration and synchro-
measurement data exchange, as indicated in Table 3.2. In this way, the SADF compliance 
and interoperability with the IEEE Std C37.118-2005 (only communication part) and IEEE 
Std. C37.118.2-2011 compliant devices are confirmed. 
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TABLE 3.2:  

Comparison between the Wireshark and SADF (debug mode) output  
SADF output Wireshark output 

2019-07-17 16:50:10.381    RCV - IEEE C37.118.2 DATA 

  Synchronization word (hex): "AA01" 

  Framesize: 98 Bytes 

  PMU/PDC ID number: 1 

  Timestamp: 2019-07-17 14:50:10.040 

  Time quality flags:  

    Time quality indicator: "Normal operation, clock locked to UTC traceable source" 

  Number of PMU blocks included in the frame: 1 

    Station #1: "PMU1            " 

      PMU ID number: 1 

      Quality flags: 

        Good measurement data, no errors 

        Time synchronization: "locked to UTC traceable time source"            

        Data sorting: "by timestamp"                                   

        Time quality: "not used"                                       

        Time source: "locked or unlocked less than 10 s"              

        Trigger reason: "manual"                                         

      Phasors (2) 

        Phasor #1: name: "PHASOR CH 1:V1  ", magnitude: 219045.2344 V, angle: -

89.6764 deg 

        Phasor #2: name: "PHASOR CH 2:I1  ", magnitude: 642.3479 A, angle: -88.5973 

deg 

        System frequency: 50.05 Hz 

        System frequency deviation: 0.050001 Hz 

        Rate-of-change-of-frequency (ROCOF): 0.20335 Hz/s 

      Analog values (2) 

        Analog #1: name: "ANALOG CH 0     ", value: 38310.4922 

        Analog #2: name: "ANALOG CH 1     ", value: 0 

    Digitals (1) 

      Digital #1: name: "DIGITAL CH 0    ", status-flag: UNSET 

      Digital #2: name: "DIGITAL CH 1    ", status-flag: UNSET 

      Digital #3: name: "DIGITAL CH 2    ", status-flag: UNSET 

      Digital #4: name: "DIGITAL CH 3    ", status-flag: UNSET 

      Digital #5: name: "DIGITAL CH 4    ", status-flag: UNSET 

      Digital #6: name: "DIGITAL CH 5    ", status-flag: UNSET 

      Digital #7: name: "DIGITAL CH 6    ", status-flag: UNSET 

      Digital #8: name: "DIGITAL CH 7    ", status-flag: UNSET 

      Digital #9: name: "DIGITAL CH 8    ", status-flag: UNSET 

      Digital #10: name: "DIGITAL CH 9    ", status-flag: UNSET 

      Digital #11: name: "DIGITAL CH 10   ", status-flag: UNSET 

      Digital #12: name: "DIGITAL CH 11   ", status-flag: UNSET 

      Digital #13: name: "DIGITAL CH 12   ", status-flag: UNSET 

      Digital #14: name: "DIGITAL CH 13   ", status-flag: UNSET 

      Digital #15: name: "DIGITAL CH 14   ", status-flag: UNSET 

      Digital #16: name: "DIGITAL CH 15   ", status-flag: UNSET 

Checksum (hex): "CACA" [correct] 

IEEE C37.118 Synchrophasor Protocol, Data Frame [correct] 

    Synchronization word: 0xaa01 

    Framesize: 98 

    PMU/DC ID number: 1 

    SOC time stamp: Jul 17, 2019 14:50:10.000000000 UTC 

    Time quality flags 

        .0.. .... = Leap second direction: False 

        ..0. .... = Leap second occurred: False 

        ...0 .... = Leap second pending: False 

        .... 0000 = Time Quality indicator code: Normal operation, clock locked (0x0) 

    Fraction of second (raw): 671089 

    Measurement data, using frame number 2952 as configuration frame 

        Station: "PMU1            " 

            Flags 

                0... .... .... .... = Data valid: Data is valid 

                .0.. .... .... .... = PMU error: No error 

                ..0. .... .... .... = Time synchronized: Clock is synchronized 

                ...0 .... .... .... = Data sorting: By timestamp 

                .... 0... .... .... = Trigger detected: No trigger 

                .... .0.. .... .... = Configuration changed: No 

                .... .... ..00 .... = Unlocked time: Time locked, best quality (0x0) 

                .... .... .... 0000 = Trigger reason: Manual (0x0) 

            Phasors (2) 

                Phasor #1: "PHASOR CH 1:V1  ",     219045.23V/_-89.67° 

                Phasor #2: "PHASOR CH 2:A1  ",     642.34A/_-88.59° 

              Frequency deviation from nominal: 50mHz (actual frequency: 50.050Hz) 

            Rate of change of frequency: 0.203Hz/s 

            Analog values (2) 

                Analog value #1: "ANALOG CH 0     ", 38310.49 

                Analog value #2: "ANALOG CH 1     ", 0 

            Digital status words (1) 

                Digital status word #1: 0x0000 

    Checksum: CACA [correct] 
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3.4.3 SADF PROCESSING PERFORMANCE EVALUATION 

Synchro-measurement latency in SMT supported system refers to a time delay between the 
PMU measurement timestamp and the instant when a PMU measurement data is available 
in an end-user application [73]. It depends on different intermediate factors, such as PMU 
synchro-measurement estimation and processing, ICT capabilities, PDC processing 
performance, and application data acquisition [61]. The synchro-measurement latency is a 
crucial factor to consider since it may affect the SMT system's ability to deliver synchro-
measurements fast enough to meet the WAMPAC application requirements [73]. Since the 
synchro-measurement data latency is a variable system property and it depends on the used 
PMUs, PDCs, and supporting ICT network capabilities and utilisation, hence only the 
latency related to SADF is further investigated. For the purpose of the analysis, the 
MATLAB process in the Windows OS based host PC is executed in real-time priority to 
enable as near-real-time operation as possible.  

As illustrated in Figure 3.7, the SADF latency is a sum of individual delays, introduced 
by MATLAB and SADF implemented functions to read individual message frames from 
Java-based TCP/IP or UDP buffer, parse its content, and store it into MATLAB Workspace 
for further use in user-defined applications. It is important to note that MATLAB Instrument 
Control Toolbox (version 3.11), used to establish a TCP/UDP connection with a PMU/PDC, 
introduces additional delay, caused by the insufficient Java TCP/UDP socket 
implementation, in particular with the update (refresh rate) of the Java TCP/UDP buffer. 
By comparing the timestamp of a received PMU message on the Ethernet socket (via 
Wireshark) and the moment the message is available in MATLAB for reading and parsing, 
the undesirable Java TCP/UDP socket refresh delay is estimated to be in a range of ~ 1 to 
20 ms. However, this delay is not taken into account during the analysis of the SADF 
latency but affects the overall synchro-measurement latency in user-defined applications. 
 

 
Figure 3.7: SADF associated execution delays to process a PMU/PDC message. 
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For the SADF latency analysis, the processing time of different PMU configuration 
settings has been evaluated based on [50], Annex C, Table C.1] and the most commonly 
used configuration scenarios. Table 3.3. presents the median processing time per DATA, 
CFG-2, and CFG-3 frame of a total of 100 received messages of the same type and size.  
 

TABLE 3.3 

Performance evaluation 

PMU/PDC configuration 
Processing time [ms] | length [bytes] 

DATA CFG-2 CFG-3 

1 block, 2 phasors, 1 freq, 1 ROCOF, floating point 0.77 | 42 1.64 | 94 1.88 | 152 

1 block, 2 phasors, 1 freq, 1 ROCOF, integer 0.78 | 30 1.62 | 94 1.87 | 152 

1 block, 12 phasors, 1 freq, 1 ROCOF, integer 1.09 | 70 2.11 | 294 2.63 | 442 

1 block, 12 phasors, 2 analog, 2 digital, 1 freq, 1 ROCOF, integer 1.12 | 78 2.54 | 854 2.88 | 1044 

2 blocks, 24 phasors, 4 analog, 4 digital, 2 freq, 2 ROCOF, integer 1.53 | 140 3.51 | 1684 / 

4 blocks, 48 phasors, 8 analog, 8 digital, 4 freq, 4 ROCOF, integer 2.41 | 264 5.53 | 3344 / 

24 blocks, 48 phasors, 24 freq, 24 ROCOF, integer 3.62 | 640 7.29 | 1704 / 

 
Based on the obtained results it can be summarised that the SADF processing time in 

parallel increases with the length of the messages. The message measurement format 
(floating point or integer) has a direct impact on frame size and practically negligible effect 
on the required processing time. Based on the performed evaluation, it takes 0.77 ms to 
process a received DATA frame (1 block, 2 phasors, 1 freq, 1 ROCOF, floating-point). In 
this case, a maximum DATA receiving rate that the SADF library is capable of processing is 
theoretically limited to ~ 1300 fps. However, the SADF library is confirmed to successfully 
receive 250 fps DATA frame rate (1 block, 12 phasors, 2 analogues, 2 digitals, 1 freq, 1 
ROCOF, integer), which is the maximum data reporting rate of the GTNETx2 based PMUs. 
Table 3.3 presented results also include delay introduced by the data reading from Java-
based TCP/IP or UDP buffer of MATLAB Instrument Control Toolbox to the MATLAB 
Workspace for SADF parsing. To illustrate, the average time to read a single DATA or 
CFG-2/CFG-3 message from Java-based TCP/IP or UDP buffer to MATLAB Workspace 
takes 0.31 or 0.78 ms on average, respectively. Due to the PDCs limitations, the evaluation 
of the time required to process a CFG-3 frame in case of multiple PMU blocks included in 
the configuration is not performed. Due to the lack of suitable open-source tools, the 
performance benchmarking of the proposed SADF library with the existing tools is not 
possible. The available open-source implementations are either specific software-dependent 
(LabVIEW for example), lack of the IEEE Std. C37.118.2-2011 support, or are primarily 
not designed for synchro-measurement data acquisition purposes. 

Finally, the analysis of the SADF library confirms the following:  
 

• the SADF library is compliant with the IEEE Std. C37.118.2-2011 specifications 
and backwards-compatible with the IEEE Std. C37.118-2005 specifications;  
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• the integrated fall-back procedures prevent halting the data exchange due to 

unexpected events or IEEE Std. C37.118.2-2011 uncompliant devices under test, 
resulting in SADF robust and reliable operation; 

 
• the user-friendly MATLAB based SADF implementation results in acceptable 

execution time, making it suitable for research applications particularly. Although, 
implementation in C or similar high-performance oriented programming language 
would make the SADF applicable in high-demanding industrial environments. 

3.4.4 EXAMPLE APPLICATION: ONLINE VOLTAGE MAGNITUDE 

MONITORING 

The primary purpose of the proposed SADF is to enable simplified design and facilitate the 
extensive online validation of emerging WAMPAC applications under realistic conditions. 
As a proof-of-the-concept, a simple online voltage magnitude monitoring (Figure 3.8) is 
implemented in MATLAB that displays the received synchrophasors in an online fashion as 
soon as they are received. Herby, the visual output of the application is automatically 
updated every instant a new PMU measurement becomes available. This application is 
available as a part of the open-source SADF library to demonstrate the required procedures 
for the online use of synchro-measurements in user-defined WAMPAC applications. 
 

 
Figure 3.8: Example application: Online voltage magnitude monitoring of station PMU1, channel PHASOR CH 
1:V1, with 50 fps measurement reporting rate. 
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3.5 CONCLUDING REMARKS 

This chapter is motivated by the need for seamless and online use of actual synchro-
measurements for WAMPAC application design and validation. It elaborated on the state-
of-the-art tools for this purpose and briefly presented the most adopted IEEE Std. 
C37.118.2-2011 specifications. Despite the evident interest of the research community for 
SMT-supported WAMPAC applications, there existed a lack of available user-friendly 
tools for the application design and validation. One of its major contributions is the missing 
link between the IEEE Std. C37.118.2-2011 specification and its implementation. This 
chapter proposed the robust data receiver communication technique with integrated fall-
back procedures and the efficient online receiving and parsing methodology of the 
encapsulated machine-readable configuration and data frames. The outcome of this work is 
the MATLAB supported SADF software library, which for the first time enabled online 
parsing and direct-use of IEEE Std. C37.118.2-2011 synchro-measurements in user-friendly 
MATLAB programming environment. The SADF features real-time operation and 
simplified use of the synchro-measurements. Combining this library with MATLAB signal 
processing and visualisation functions enabled mastering the design and online validation 
of closed-loop WAMPAC applications. Also, the library can be utilised as a part of a 
PMU/PDC metrological characterisation and IEEE Std. C37.118 compliance validation. 
Finally, the SADF library is available as open-source on GitHub (a web-based version-
control and collaboration platform for software developers) repository [155]. 

The proposed SADF is integrated with the cyber-physical simulation testbed as SIL and 
utilised for the development and evaluation of online disturbance detection and online 
coherent generator grouping identification applications, presented in Chapter 4 and 
Chapter 5, respectively. 
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Parts of this chapter have been published in Electric Power Systems Research Journal, and presented in 
International Conference on Power System Transients (IPST2017). 

CHAPTER 4 
 

ONLINE DISTURBANCE DETECTION  

In a power system operation, situational awareness tools are indispensable elements to 
provide a comprehensive insight into the power system state in real-time. In this context, 
online disturbance detection is used to immediately detect disturbances in order to summon 
actions to fortify the stability and improve the reliability of the power system in time. This 
chapter presents an SMT supported online disturbance detection algorithm, suitable for 
adaptive detection of disturbances in AC and HVDC power grids. The chapter starts with 
an analysis of the state-of-the-art disturbance detection methods and presents the identified 
challenges to be addressed. Thereafter, the methodology of the proposed disturbance 
detection algorithm is presented. Hereby, the PMU supported data acquisition of an HVDC 
system is discussed, followed by a presentation of the developed algorithm for disturbance 
start- and end-instant identification. Finally, the chapter presents a detailed performance 
evaluation of the proposed algorithm under different use-cases by using Chapter 2 
developed cyber-physical testbed and Chapter 3 developed SADF. The chapter concludes 
with a discussion on the findings. 

4.1 INTRODUCTION 

Adequate disturbance detection has become an essential part of power system operation and 
protection. It refers to the detection of voltage and current excursion caused by a wide 
variety of power system phenomena [156]. An important requirement for disturbance 
detection techniques is to provide online, fast, and reliable detection of disturbances that 
potentially endanger the safe operation of power systems. 

4.1.1 STATE-OF-THE-ART 

A significant amount of work has been done to locally detect and monitor the grid operating 
state by leveraging the information extracted from raw samples of signals of interest [157], 
[158]. The existing disturbance detection methods can be generally classified into two 
groups.  

The first group consists of digital signal processing techniques, where the Wavelet 
Transform (WT) [159], [160], [161], [162] Fourier transform [163], [164] and S-transform 
[165], [166] based methods are dominating. However, these methods require either a high 
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measurement sampling rate or a long observation time interval associated with complex 
mathematical operations, thus making them less appropriate for real-time operation. 
However, WT based techniques perform well in identifying singularities in the decomposed 
signal components, although the precise time localisation of a transient can be ensured, the 
WT techniques are in general computationally costly, noise sensitive, and their performance 
depends on the utilised mother wavelet [167], [168], [169].  

On the other hand, the statistical techniques [170], [171], [172] are often less complex 
and computationally more efficient. However, many of the presented methods are prone to 
false-trigger events due to the fixed threshold used to identify a disturbance. Hence, the 
remaining challenge is to dynamically tune the disturbance identification threshold based 
on the present system state and measurement variance. 

With the advent of SMT, there was a parallel development of backup protection schemes 
utilising the advantages of PMU-provided measurements in AC power grids [33]. Authors 
in [173] make use of the characteristic ellipsoid method and a decision tree technique to 
monitor dynamic system behaviour, identify system events and their location. Although the 
results are promising, the heavy computational burden makes the algorithm not suitable for 
real-time operation. In [174], the authors perform principal component analysis to predict 
the measurement trend and detect abnormalities resulting from unexpected sudden changes. 
Likewise, a centralised disturbance detection scheme was recently presented, based on the 
grid parameter estimation technique [175]. The impact of data drop and ICT delay on 
disturbance detection was also discussed. However, both corresponding papers fail to detail 
the disturbance identification threshold value and related procedure. Also, to the best of 
knowledge, none of the literature available papers makes use of PMUs to deliver synchro-
measurement of an HVDC power grid that can be, as presented in Section 4.2.1, utilised for 
disturbance detection purpose. 

4.1.2 CHALLENGES AND MOTIVATIONS 

An important requirement for disturbance detection techniques is to provide online, fast, 
and reliable detection of disturbances. This leads that a disturbance detection method 
should be: 
 

• computationally efficient to enable online operation in real-time; 
 
• capable of fast response to detect a disturbance in time; 
 
• adaptive in means of adaptive thresholds for the reliable and robust detection of 

disturbances; 
 
• applicable in AC and HVDC power grids; 

 

The following Section 4.2 addresses these challenges and presents the developed solutions. 
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4.2 PROPOSED METHODOLOGY 

This section develops an online SMT supported adaptive disturbance detection algorithm, 
suitable for the detection of excursions in voltage, current and frequency PMU 
measurements. The emphasis of the proposed algorithm is on fast response and low 
computational burden, making it suitable for online operation. 

The proposed algorithm is based on a Median Absolute Deviation (MAD) sample 
dispersion method, which is a robust statistical measure of univariate dataset variability. 
The uniqueness of the algorithm is the ability to adapt to measurement variance, leading to 
improved robustness in case of measurement noise and small-load fluctuations. The 
algorithm is shown to be capable of detecting disturbances in AC and HVDC grids that are 
seen as sudden deviations (short-duration dips, swells, interruptions) in PMU measurements. 
Disturbances include but are not limited to short circuit faults, line trips and reclosing 
actions, and considerable loss of generation or load. Each identified disturbance is 
characterised with the disturbance occurrence and the disturbance clearance measurement 
sample. 

4.2.1 DATA ACQUISITION IN AC AND HVDC 

In this work, instantaneous positive sequence voltage magnitude and HVDC voltage 
magnitude synchro-measurements are exploited for disturbance detection of an AC and 
HVDC power grid, respectively. In this way, only one source of measurements (positive 
sequence voltage) can be used to detect single-phase and multi-phase disturbances in an AC 
power grid. 

It is assumed that in a power system, including AC and HVDC grids, only 𝑁 buses of 
interest are observed by a PMU device. Each PMU measurement channel i ϵ {1,2,…,N} 
reports discrete time-interval synchro-measurements of interest x with 50 fps reporting 
interval. With M being the total number of samples to be processed, the sample vector is 

defined as 𝑋௜ ൌ ൣ𝑥௜,ெ, … , 𝑥௜,ଶ, 𝑥௜,ଵ൧ 𝜖 ℝெ , where xi,1 denotes the most recent synchro-

measurement (sample) of PMU measurement channel i. The observation window W, 
containing M-most recent samples from N buses, is presented by the following ensembled 
matrix: 

𝑊ሾ𝑋ሿ ൌ ൦

𝑋ଵ
𝑋ଶ

   ⋮
𝑋ே

൪ ൌ ቎

𝑥ଵ,ெ ⋯ 𝑥ଵ,ଶ
𝑥ଶ,ெ

⋮
⋯
⋱

𝑥ଶ,ଶ

⋮
𝑥ே,ெ ⋯ 𝑥ே,ଶ

𝑥ଵ,ଵ
𝑥ଶ,ଵ

⋮
𝑥ே,ଵ

቏ 𝜖 ℝேൈெ (4.1)

In order to extend the applicability of the proposed algorithm and enable PMU 
supported disturbance detection in an HVDC grid, the IEEE Std. C37.118.2-2011 messages 
are exploited as a medium for transferring of time-synchronised HVDC measurements. For 
this purpose, the HVDC signals of voltage magnitude of appropriate levels are fed to the 
multi-functional analogue input channels of a PMU device. Hereby, the HVDC voltage 
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signal magnitudes are sampled and transferred as “single point-on-wave” values in user-
selectable 16-bit integer or IEEE floating-point format [61]. In the case of a GTNETx2 
based PMU, the sampling of an input signal is done after synchrophasor estimation 
(windowing), leading to a time difference between the timestamp of a synchrophasor and 
the analogue sampling. Hence, to compensate, it is prudent to delay the HVDC input 
signals (𝜏௔௡௔௟௢௚) for the duration equal to the half of the synchrophasor estimation window 

length to account the synchrophasor group delay as [61]: 

𝜏௔௡௔௟௢௚ ൌ
𝑁

2 𝐹𝑠 𝑓଴
 (4.2) 

where: 
• N denotes the PMU windowing filter order; 
• Fs is the PMU synchrophasor sampling rate (samples/cycle); 
• f0 is the nominal system frequency of an AC grid.  

 
In this way, the PMU sampling of an HVDC voltage signal is time-aligned with the 
synchrophasor timestamp, leading that the GTNETx2 based PMU reports the AC and 
HVDC synchro-measurements belonging to the same measurement timestamp. 

4.2.2 DISTURBANCE DETECTION ALGORITHM 

MAD is utilised as a robust sample dispersion measure to locate the outlier samples of 𝑋௜ 
sample vector [176]. MAD is similar to the well-known standard deviation, however, it is 
more appropriate (robust) for the screening of dataset outliers due to used median instead of 
mean statistic measure. MADi,k is defined as a median of the absolute deviations from each 
xi,k sample and the median of the whole Xi sample vector, as: 

𝑀𝐴𝐷௜,௞  ൌ  𝑚𝑒𝑑𝑖𝑎𝑛൫ห𝑥௜,௞ – 𝑚𝑒𝑑𝑖𝑎𝑛ሺ𝑋௜ሻห൯ (4.3)

The combination of sample median and MAD builds a robust method for screening of Xi 
sample vector outliers, as: 

𝑋_𝑚𝑎𝑑௜,௞  ൌ ቀ𝑥௜,௞ – 𝑚𝑒𝑑𝑖𝑎𝑛ሺ𝑋௜ሻቁ 𝑀𝐴𝐷௜,௞ൗ  (4.4)

where X_madi,k represents the MAD-denominated matrix of samples, defined as deviations 
of each xi,k sample from the median of the whole Xi,: sample vector, and divided by the 
corresponding MADi,k sample value. The higher the X_madi,k value, the more outlying that 
value is from the whole Xi,: sample vector. In this way, the X_madi,k sample value serves to 
identify the corresponding xi,k outlier, and X_madi,k sample polarity (±) to identify the xi,k 
outlier direction.  
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It is important to note that the proposed algorithm is executed sequentially for each or 
Xi,: sample vector (N in total) with a moving window approach. In this way, the algorithm 
updates the observation window W and executes the proposed algorithm procedures each 
time a new PMU measurement becomes available. 

The proposed online disturbance detection algorithm consists of two operational modes. 
The first mode is used to identify a disturbance occurrence instance. The disturbance-
affected xi,k sample (outlier) is flagged when the corresponding X_madi,k surpasses the 
dynamically determined threshold. This mode operates online and reports a detected 
disturbance “immediately” after its occurrence. As soon as the disturbance is identified, the 
algorithm switches into the second operation mode to identify a disturbance clearance 
instance. Similarly, the disturbance clearance is identified after the X_madi,k samples 
stabilise below the dynamically determined threshold. In the case of line switching actions, 
and generator or load loss, it may happen that the disturbance affects the power grid 
permanently. To accommodate these cases, the second operation mode of the proposed 
algorithm is time-limited and automatically switches into the first mode after a predefined 
timeout. In this case, the disturbance clearance is reported for the moment after 
measurements reach a new stable point. Although the algorithm is executed in online 
fashion, the disturbance clearance moment is reported with a delay due to the algorithm’s 
waiting timeout for a possible disturbance clearance moment. 

 DISTURBANCE OCCURRENCE IDENTIFICATION 

In the first mode, a disturbance is detected when the most recent x,M sample is flagged as an 
outlier compared to the rest of Xi,: vector samples. Hence, for the disturbance occurrence 
identification, it is prudent to take into account only the X_madi,M most recent sample value 
of each observation window and save it into a dynamically erected mad_ri,t matrix for 
further use, where index t is used to identify the most recent instance, as: 

𝑚𝑎𝑑_𝑟௜,௧  ൌ  𝑋_𝑚𝑎𝑑௜,ெ ൌ ቀ𝑥௜,ெ – 𝑚𝑒𝑑𝑖𝑎𝑛൫𝑋௜,:൯ቁ 𝑀𝐴𝐷௜,ெൗ  (4.5)

In this way, mad_ri,: matrix is erected, which consists of the most recent sample X_madi,M 
of each observation window (over time) of each monitored bus-i. In a similar way, the first 
(least recent) X_madi,1 sample is saved into a dynamically erected mad_li,t vector for the 
further use as:  

𝑚𝑎𝑑_𝑙௜,௧  ൌ  𝑋_𝑚𝑎𝑑௜,ଵ ൌ ቀ𝑥௜,ଵ – 𝑚𝑒𝑑𝑖𝑎𝑛൫𝑋௜,:൯ቁ 𝑀𝐴𝐷௜,ଵൗ   (4.6) 

In order to determine whether the most recent window sample xi,M is affected by the 
disturbance and flagged as an outlier, an adaptive threshold is applied. The tr_starti,t 
threshold is twofold and consists of a dynamically determined cut-off value based on the 
mean value of the most recent 25 samples (half of the observation window length) of 
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mad_li,: vector samples, multiplied by a user-determined factor parameter to control the 
algorithm’s resistance to measurement variance in case of noise and small load fluctuations 
(4.7). The tr_starti,t threshold value is dynamically determined for each observation channel 
i separately. Moreover, the tr_starti,: threshold is lower-bounded with the user-determined 
𝑙𝑖𝑚𝑖𝑡 parameter in order to control the algorithm’s sensitivity to a disturbance, as: 

𝑡𝑟_𝑠𝑡𝑎𝑟𝑡௜,௧  ൌ  𝑚𝑎𝑥 ൜ ൫𝑚𝑒𝑎𝑛ห𝑚𝑎𝑑_𝑙௜,௧ – ெ … 𝑚𝑎𝑑_𝑙௜,௧ – ሺெ⁄ଶሻห൯ 𝑓𝑎𝑐𝑡𝑜𝑟
𝑙𝑖𝑚𝑖𝑡   

 (4.7)

Based on the performed simulations, the factor value of 15 and limit value of 15 work 
generally well for suppressing the undesired disturbance identification in case of 
measurement noise and small load fluctuations, respectively. Notably, these parameters 
should be user-adjusted in case of severe sample variance under normal operating 
conditions. 

When the following condition is satisfied, a disturbance is identified and D_starti,t 
disturbance detection start trigger is set: 

𝐷_𝑠𝑡𝑎𝑟𝑡௜,௧  ൌ  ൜ 1, ห𝑚𝑎𝑑_𝑟௜,௧ – ଵ– 𝑚𝑎𝑑_𝑟௜,௧ห ൒ 𝑡𝑟_𝑠𝑡𝑎𝑟𝑡௜,௧ ∨ ห𝑚𝑎𝑑_𝑟௜,௧ห ൒ 𝑡𝑟_𝑠𝑡𝑎𝑟𝑡௜,௧

0, 𝑒𝑙𝑠𝑒                                   
 (4.8)

As seen from (4.8), the most recent mad_ri,t sample value is compared to tr_starti,t, which is 
determined by using the past mad_li,: sample values. Hereby, the algorithm detects a 
disturbance when the difference between the two most recent mad_ri,: samples surpasses 
the dynamically defined tr_starti,t threshold value, or when the mad_ri,t most recent sample 
value surpasses the tr_starti,t threshold. In this way, the algorithm detects a disturbance that 
is observed as severe amplitude jumps and also amplitude differences between the two most 
recent measurements compared to the variance of remaining dataset measurements. After a 
disturbance on bus-i is identified (4.8) and reported, the proposed algorithm switches to the 
second operation mode in order to start with the disturbance clearance identification 
procedure of corresponding bus-i only. 

 DISTURBANCE CLEARANCE IDENTIFICATION 

Disturbance clearance identification can be seen as a mirrored procedure of the disturbance 
occurrence identification. In a similar way, a disturbance clearance moment is identified as 
soon as the mad_li,: vector samples fall below tr_endi,t dynamically determined threshold as: 

𝑡𝑟_𝑒𝑛𝑑௜,௧  ൌ  𝑚𝑎𝑥 ൜ ൫𝑚𝑒𝑎𝑛ห𝑚𝑎𝑑_𝑟௜,௧ – ሺெ ଶ⁄ ሻ … 𝑚𝑎𝑑_𝑟௜,௧ห൯𝑓𝑎𝑐𝑡𝑜𝑟
𝑙𝑖𝑚𝑖𝑡

 (4.9)

where limit and factor parameters are the same as in the case of (4.7). If the following 
condition is satisfied the D_endi,t disturbance detection end trigger is set: 
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𝐷_𝑒𝑛𝑑௜,௧  ൌ  ൜ 1, ห𝑚𝑎𝑑_𝑙௜,௧ – ଵ –  𝑚𝑎𝑑_𝑙௜,௧ห ൒ 𝑡𝑟_𝑒𝑛𝑑௜,௧ ∨ ห𝑚𝑎𝑑_𝑙௜,௧ห ൒ 𝑡𝑟_𝑒𝑛𝑑௜,௧

0, 𝑒𝑙𝑠𝑒                               
 (4.10) 

Notably, the proposed algorithm searches for the disturbance clearance instant for a time 
period of 5 window lengths from the instant it switched to the second mode. Afterwards, 
the algorithm reports the identified disturbance end measurement sample and switches back 
to the first mode in order to restart with the disturbance detection identification procedure 
of corresponding channel i.  

4.2.3 PSEUDOCODE OF THE PROPOSED METHODOLOGY 

The following Pseudocode 4.1 drafts the proposed disturbance detection algorithm 
procedure. The MATLAB implementation of the proposed algorithm is available on the 
GitHub open-source repository [177]. 
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PSEUDOCODE 4.1 

Online disturbance detection 

  1:
  2:
  3:
  4:
  5:
  6:
  7:
  8:
  9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:
29:
30:
31:
32:
33:

## initialisation 
t = 1;                                   //initialise window index  
D_start_holdi = false;         //clear disturbance flag 
populate W;                        //populate the window with 50 recent measurements (4.1) 
## online processing 
while 1 

for i = 1…N                    //sequential processing for each monitored channel i 
mad_ri,t;                       //determine (4.5) 
mad_li,t;                       //determine (4.6) 
if t > M                        //collect enough data for determination of (4.7),(4.9) 

## disturbance start scan - Mode 1 
tr_starti,t;                 //determine threshold (4.7) 
if D_starti,t == 1 ∧ D_start_holdi,t == false                //check for disturbance occurrence (4.8) 

## ALERT, disturbance detected 
D_start_holdi = true;                      //set disturbance flag 
D_start_windowi = t;                     //disturbance window index 
return D_start_samplei = xi,M;       //report disturbance start sample 

elseif D_start_holdi == true              //disturbance detected? 
## disturbance end scan - Mode 2 
tr_endi,t;                                          //determine threshold (4.9) 
if D_endi,t == 1 ∧ t < D_start_windowi + 5 M          //scanning for 5 window lengths (4.10) 

D_end_samplei = xi,M;                 //disturbance end sample 
else                                                  //disturbance end scan finished 

## ALERT, disturbance cleared 
return D_end_samplei;                //report disturbance end sample 
D_start_holdi = false;                 //clear disturbance flag 

end  
end  

end  
end  
t = t + 1;                      //increase window index  
update W;                    //update with 1 next recent measurement and shift by 1 (4.1) 

end 

 

4.3 SIMULATION STUDIES 

This section presents the validation results of the proposed disturbance detection algorithm 
under different scenarios. First, the section presents the simulation testbed and the power 
system model used for this purpose. Furthermore, it elaborates on the measurement latency 
and on the observation window length. Second, it presents the results of the analysis under 
different simulated use-cases and elaborates on the findings. Finally, the results of 
benchmarking with existing techniques are presented. 
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4.3.1 SIMULATION TESTBED 

In order to demonstrate the performance capabilities of the proposed disturbance detection 
algorithm, Chapter 2 presented cyber-physical simulation testbed is used and adjusted for 
the simulation requirements of this chapter. 
 

  
Figure 4.1: Real-time testbed with online disturbance detection algorithm implemented as software-in-the-loop. 

 
For the simulation of power system phenomena, a four-terminal MMC technology-

based HVDC and AC power system model, as illustrated in Figure 4.2, is designed. The 
50 Hz nominal system frequency model contains 201-level MMC converters of Type-4 
with the setpoints listed in Table 3.1. The model contains a circulating current suppression 
controller to contract voltage imbalance issues in sub-modules of each arm. The voltage 
level of the HVDC network is controlled to operate at ±200 kV, while the winding ratios of 
interface transformers Tr1/Tr2 and Tr3/Tr4 are 220/380 kV and 220/145 kV, respectively. 
 

 
Figure 4.2: Four-terminal MMC AC and HVDC power system model. 
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TABLE 4.1 

System control mode and setpoints 

AC system HVDC system 

Bus  RMS voltage Converter Control mode and setting points 

1 

380 kV 

MMC1 
P/Vdc; Pref = 400 MW, Vdc_ref = ± 200 kV, droop = 0.2 

Q; Qref = 0 MVAR 

2 MMC2 
P/Vdc; Pref = – 800 MW, Vdc_ref = ± 200 kV, droop = 0.2 

Q; Qref = 0 MVAR 

3 

145 kV 

MMC3 Island mode; Vac_ref = 145 kV, frequency = 50 Hz 

4 MMC4 
P; Pref = 500 MW 

Q; Qref = 0 MVAR 

 
To provide observability of the RTDS simulated power system model, a GTNETx2 

based PMUs of class P with 50 fps reporting rate are used. The four PMUs in total are 
installed on the AC side of the MMCs (bus-1 to bus-4 in Figure 4.2) and interconnected 
with the voltage signals from HVDC side (bus-A to bus-D in Figure 4.2) in order to deliver 
AC and HVDC synchro-measurements, respectively. The SEL-5073 PDC is used to time-
align the synchro-measurements, sent further to the computer running SADF, where the 
proposed disturbance detection algorithm is executed in an online fashion. All the testbed 
components are precisely time-synchronised to the GE RT430 grandmaster clock. For this, 
IRIG-B is used to time synchronise the RTDS running the simulation, and PTP for time 
synchronisation of the PDC and SADF. In order to determine the time instant of a 
disturbance (fault) occurrence and its disturbance detection using the proposed algorithm, 
two analogue input channels of the PMU installed on bus-1 are used to deliver timestamps 
(in Unix format) of the actual occurrence and clearance of a fault for precise determination 
of the disturbance detection delay associated with the specific use case. Finally, the 
proposed algorithm is implemented in MATLAB by using Chapter 3 developed SADF and 
integrated with the testbed, as illustrated in Figure 4.1. 

4.3.2 MEASUREMENT LATENCY EVALUATION 

Measurement latency is an unavoidable and adverse property of every SMT supported 
power system. It is the sum of the delays caused by the PMU synchro-measurement 
processing, telecommunication, PDC time-aligning and application data acquisition. Since 
measurement latency can significantly affect the performance of the SMT supported 
WAMPAC applications, in particular closed-loop control and protection, it is a crucial 
aspect to consider. To evaluate the measurement latency which directly affects the 
disturbance detection latency of the proposed algorithm, the individual contributions to the 
total latency needs to be assessed. In case of the used testbed, the 𝜏௧௢௧௔௟total measurement 
latency corresponds to the sum of the delays imposed by the:  
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𝜏௧௢௧௔௟  ൌ  𝜏௉ெ௎ ൅ 𝜏௉ெ௎ି௉஽஼  ൅ 𝜏௉஽஼ ൅ 𝜏௉஽஼ିௌ஺஽ி ൅ 𝜏ௌ஺஽ிሺ௃௔௩௔ሻ ൅ 𝜏ௌ஺஽ிሺ௣௔௥௦௘ሻ (4.11) 

where: 
• τPMU is PMU windowing and processing delay (the time difference between the 

timestamp of a PMU message and the instant the message is seen the Ethernet 
interface); 

• τPMU-PDC is ICT delay between PMU and PDC; 
• τPDC is PDC processing delay; 
• τPDC-SADF is ICT delay between PDC and SADF; 
• τSADFሺJavaሻ is the response time of Java I/O - TCP/IP socket implementation 

(MATLAB Instrument Control Toolbox version 3.11); 
• τSADFሺparseሻ is SADF parsing time of IEEE Std. C37.118.2-2011 messages.  

 
To evaluate the delays of the individual testbed components, the following software 

tools are used: the PDC build-in delay monitor, Ping, Wireshark, and MATLAB profiling. 
Table 4.2 lists the obtained approximate time delays of the testbed components. 
 

TABLE 4.2 

Testbed delays 

Delay source Time range [ms] 

τPMU ~ 21 

τPMU-PDC ~ 0.4 

τPDC ~ 0.6 

τPDC-SADF ~ 0.4 

τSADFሺJavaሻ between ~ 1 and less than 20 

τSADFሺparseሻ ~ 0.7 per PMU block 

 
It is important to note that the time delay between a disturbance occurrence and its 
detection by the proposed algorithm differs compared to τtotal. The time delay is mainly 
affected by the instant of a disturbance occurrence with respect to the PMU windowing and 
measurement reporting (further discussed in the next Section 4.4.3 - A) as well as the 
SADF related Java update rate of the TCP/IP socket implementation. 

4.3.3 OBSERVATION WINDOW LENGTH 

When designing a measurement supported application, an observation window length is a 
crucial factor to consider. An increase in an observation window length typically leads to a 
proportional increase in the processing power required, which at some point limits the 
application’s ability to process the measurements fast enough for online and real-time 
operation. However, the observation window length of a specific application is typically 
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application dependent and requires a thorough assessment in order to assure a sufficient 
level of power system observability for adequate application’s performance. 

Nevertheless, based on numerous preformed simulations (not part of this thesis) it can 
be concluded that the sensitivity of the proposed disturbance detection algorithm to slow 
magnitude changes (due to low-frequency oscillations for example) increases with the 
increasing observation window length. However, when sufficient observability in means of 
window length is provided (10 to 20 s of measurements), the algorithm becomes resilient to 
significant magnitude changes due to low-frequency oscillations. While on the other hand, 
the shorter observation window makes the proposed algorithm more sensitive to relatively 
small and temporal amplitude changes in the measurements. 

Assuming an application of backup protection, where a severe disturbance should be 
detected as quickly as possible in order to perform a remediate action, the length of an 
observation window W (4.1) of the proposed algorithm is limited to M = 50, which is equal 
to one second of PMU synchro-measurements with 50 fps reporting rate. The proposed 
disturbance detection algorithm is operated in online fashion; being executed every instant 
(approximately every 20 ms) the observation window W is updated with the new set of 
synchro-measurements belonging to the most recent PMU measurement interval. 

4.3.4 STUDY CASES AND SIMULATION RESULTS 

The proposed algorithm is validated on voltage sag disturbances caused by different faults 
and a generator trip. In case of AC grid faults, a self-cleared three-phase line-to-ground (3-
LG) and a single line-to-ground (1-LG) short circuit faults on bus-1 and bus-3 are 
performed, while in case of HVDC faults a pole-to-pole (PP) and pole-to-ground (PG) short 
circuit faults on bus-B and bus-D are performed. Each of the fault cases contains an 
additional three scenarios with varying short circuit resistance Rf and clearing fault times. 
Table 4.3 summarises the preformed cases and related scenarios. As presented in Table 4.3, 
the disturbance is successfully detected on the faulted bus in all the cases.  
 

TABLE 4.3 

Study cases 

Grid 
        Scenario    

   
   Case 

1: Rf = 0.001 Ω 2: Rf = 10 Ω 3: Rf = 100 Ω 

fault duration [ms] fault duration [ms] fault duration [ms] 

1  80 200 1 80 200 1 80 200 

AC 
 A: 3-LG@bus-1          

 B: 1-LG@bus-3          

HVDC 
 C: PG@bus-B          

 D: PP@bus-D          

 
For the purpose of analysis and demonstration, only the following most distinguished use 
cases are studied in detail. 
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 CASE A, SCENARIO 1  

Figure 4.3 and Figure 4.4 present the disturbance on AC and HVDC power grid, 
respectively, initiated by a 3-LG fault with 0.001 Ω resistance on bus-1, and self-cleared 
after 80 ms. The fault occurrence and clearance time are indicated with the red and black 
stem respectively. The blue line represents the voltage magnitude, while the black line 
represents the combined mad_ri,t and mad_ti,t, before and after disturbance, respectively. 
Similarly, the red line represents the combined tr_starti,t and tr_endi,t threshold, before and 
after disturbance, respectively. The measurement sample at which the proposed algorithm 
identifies the disturbance is marked with the green stem, while the disturbance clearance 
measurement sample is marked with the orange stem. The instant when the disturbance is 
detected is marked with the blue stem. For the sake of simplified interpretation, the actual 
PMU measurement timestamp (‘HH:MM:SS.FFF dd.mm.yyyy’ format) has been modified 
into simulation time, starting with 0 ms for the 6th measurement sample before the 
disturbance identification (green stem). 

The disturbance imposed by the single-phase line-to-ground fault on bus-1 is 
successfully detected on all monitored buses. The disturbance is first detected on bus-1 with 
a 21.75 ms delay, caused by data acquisition and processing. On the other buses, the 
disturbance occurrence instant is detected with 53.76 ms delay due to disturbance 
propagation and the way it affected the PMU sampling (windowing) with respect to 
measurement reporting. The disturbance clearance instant (orange stem) for each bus i is 
identified as soon as the mad_li,: vector samples fall below tr_endi,t dynamically determined 
threshold (10).   

Due to the nature of PMU sampling, windowing, and measurement timestamping, the 
disturbance-affected PMU measurement sample (green stem in Figure 4.3 - top) seems to 
report the disturbance, caused by the fault before the fault actually occurred (red stem in 
Figure 4.3 - top). This has practical merits since the PMUs estimate synchrophasors with a 
2-cycle window length, with a measurement timestamp corresponding to the time of an 
observation window centre. Therefore, when the fault-affected waveform samples are 
present in the second half of the PMU synchrophasor estimation window, they also affect 
the corresponding resulting synchrophasor measurement with the measurement timestamp 
before the fault actually occurred. For an illustration of this effect, Figure 4.5 graphically 
presents the situation, when the PMU reports the disturbance affected measurements with 
the timestamp before disturbance actually occurred. 
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Figure 4.3: A three-phase line-to-ground fault on bus-1 and self-cleared after 80 ms, observed as a disturbance on 
the AC busses. 
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Figure 4.4: A three-phase line-to-ground fault on bus-1 and self-cleared after 80 ms, observed as a disturbance on 

the HVDC busses. 
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As seen in Figure 4.5, the two-cycle PMU observation windows, used to estimate the 
corresponding synchrophasors with the measurement timestamp equal to the observation 
window centre, includes samples of a waveform signal of interest. PMU window 0 and 
PMU window 1 includes only the samples, belonging to the pre-disturbance, while PMU 
window 4 and PMU window 5 include only the post-disturbance waveform samples. 
Notably, PMU window 2 includes samples, belonging to the pre- and post-disturbance 
(mind the orange coloured area). As seen from the figure, only the last part of the second 
half of the observation window is affected by the disturbance. Hence, the waveform 
samples belonging to the disturbance affect the corresponding synchrophasor with the 
measurement timestamp equal to the observation window centre. This leads that a PMU 
reports a disturbance affected synchrophasor with the T2 measurement timestamp before the 
disturbance actually occurred. A similar effect can also be seen in Figure 4.3 - top (mind 
the green and red steam). In the case of HVDC in Figure 4.4 - top, this effect is not 
observed, since the PMU HVDC input signals are delayed in order to time-align their 
sampling with the measurement timestamp. This leads that the PMU reported HVDC 
voltage measurement for this particular case is not affected by the disturbance, which is an 
expected outcome. 

 

 
Figure 4.5: Waveform samples (blue) of pre- and post-disturbance, which affect the synchrophasor belonging to 
the PMU observation window 2 (orange). This leads that the PMU reports the disturbance affected measurement 
with a timestamp belonging to the time before the disturbance actually occurs (mind red and orange stem).  
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 CASE B, SCENARIO 3  

Figure 4.6 presents a 1-LG fault with 100 Ω resistance, initiated on bus-3 and self-cleared 
after 200 ms. The disturbance is identified (blue stem) on bus-3 with 12.26 ms delay after 
the fault occurrence (red stem). On bus-C the disturbance is identified during the next 
measurement interval.  
 

 
Figure 4.6: A single-phase line-to-ground fault, initiated on bus-3 and self-cleared after 200 ms. 

 

 CASE C, SCENARIO 1 

Figure 4.7 presents a PG fault with 0.001 Ω resistance initiated on bus-B and self-cleared 
after 1 ms. The disturbance caused by the fault is detected (blue stem) 27.21 ms after the 
fault occurrence (red stem) by the PMUs on bus-2 and bus-B. As illustrated in Figure 4.7, 
the dynamic threshold (8) to detect the disturbance start sample (9) has automatically 
adjusted to the past system conditions (7). Similarly, the dynamic threshold (10) to detect 
disturbance end sample (11) has automatically adjusted to the most recent system 
conditions (6), characterised by the measurement data variance. 
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Figure 4.7: A pole-to-ground fault on bus-B and self-cleared after 1 ms. 
 

 GENERATION LOSS 

The next simulation case shows the detection of disturbance caused by the permanent 
disconnection of the 500 MW generator machine installed at bus-4. The disturbance, caused 
by the opening of the circuit breaker, installed between bus-4 and Tr4, is presented in 
Figure 4.8. The disturbance end sample is identified when the measurement samples 
stabilised below the dynamically defined threshold. 
 

 
Figure 4.8: A disturbance caused by the permanent trip of a generator, connected to bus-4. 
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4.3.5 COMPARISON WITH THE EXISTING TECHNIQUES 

The performance of the proposed algorithm is compared with the most commonly used WT 
techniques for disturbance identification. For this, Discrete Wavelet Transform (DWT) and 
Stationary Wavelet Transform (SWT) methods with the Haar mother wavelet are 
implemented using SADF. Hereby, only the execution time to determine (6) and (7) of the 
proposed method and first level signal decomposition of SWT and DWT is compared. 
Figure 4.9 presents the disturbance, initiated by a self-cleared (80 ms) 3-phase to ground 
fault on bus-1. The figure presents the response of the above methods on the disturbance. In 
the case of DWT, the detail coefficients are down-sampled by the factor of two compared 
to the original signal. This has practical merits due to the time-invariant properties of DWT, 
which should be taken into account. However, this effect is not present in the case of SWT 
due to the zero-padding of high-pass filter coefficients.  
 

 
Figure 4.9: Comparison of the proposed (b.), SWT (c.) and DWT (d.) methods on a voltage sag disturbance (a). 
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Moreover, the median execution time of each method to process an observation window 
(vector) containing 50 samples is presented in Table 4.3. 
  

TABLE 4.3 

Execution time 

Method Median execution time [ms] 

MAD 0.02 

SWT 0.50 

DWT 0.35 

 
As seen from Figure 4.9, the MAD coefficients are more closely related to the shape of the 
disturbance, compared to SWT and DWT. In the case of SWT, a small transition can be 
observed at t = 5 s, which has no direct connection to the raw measurements and can be 
seen as a side effect (anomaly) of SWT processing of the abrupt transition that follows. 
Based on the obtained results of the analysis, the proposed method outperforms SWT and 
DWT in execution speed for the factor of 25 and 17.5, respectively. This is a significant 
improvement compared to the SWT and DWT, which comes to light when there is a need 
to process a high number of measurement channels. 

4.4 DISCUSSION OF THE RESULTS 

The above-presented results demonstrate the effectiveness of the proposed algorithm for the 
disturbance detection caused by the variety of short circuit faults, the generation 
disconnection, and the line trip. Based on the simulations performed on a desktop computer, 
the disturbance detection algorithm outperforms the WT based techniques in terms of 
execution time. This is an important property in case of a large number of monitored buses. 
Similar to WT-based techniques, the proposed method can be used for disturbance polarity 
detection, which is often used as a pre-step of protection schemes. As demonstrated, PMUs 
can be successfully utilised for the delivery of time-synchronised HVDC grid 
measurements. It is important to note that latency between the disturbance occurrence and 
its detection variates with respect to the fault occurrence moment (relative to the centre of 
PMU observation window), PMU synchrophasor estimation algorithm (its window length 
and complexity), measurement reporting rate, ICT data transmission latencies, and delays 
introduced by PDC and SADF data processing. Particularly, the τJava delay, introduced by 
MATLAB (Java), could be minimised/omitted when the parsing of IEEE Std. C37.118 
measurements and proposed algorithm are implemented in C or similar high-performance 
programming language. 

Based on the performed simulations and analysis, the developed algorithm features 
execution speed improvement compared to SWT and DWT for the factor of 25 and 17.5, 
respectively. It takes 0.02 ms to process the observation window of 100 measurement points, 
making the algorithm suitable for the processing of multiple PMU data streams 
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simultaneously. Simulations confirmed that the algorithm is capable of detecting 1-LG and 
3-LG faults in AC grid, and PP and PG faults in HVDC grid, including a high-resistance 
100 Ohm fault with 1 ms duration;  

It is important to note that latency between the disturbance occurrence and its detection 
variated with respect to the fault occurrence moment (relative to the centre of PMU 
observation window), PMU synchrophasor estimation algorithm (measurement delay), 
measurement reporting rate, ICT data transmission latencies, and delays introduced by PDC 
and SADF data processing. Notably, the Java delay introduced by MATLAB could be 
minimised/omitted when the parsing of IEEE Std. C37.118 measurements and proposed 
algorithm are implemented in C or similar high-performance programming language.  

4.5 CONCLUDING REMARKS 

This chapter proposed the computationally efficient and robust algorithm for an SMT 
supported online disturbance detection. The algorithm is shown to be suitable for the 
detection of magnitude excursions in PMU bus voltage measurements of AC and HVDC 
grids, caused by a wide variety of faults in AC and HVDC, including a high resistance fault 
with 1 ms duration. However, the algorithm can also be used to detect excursions in other 
signals, such as PMU current and frequency measurements. Although the PMUs are 
primarily designed for AC grid applications, the practical simulations confirmed their 
applicability to deliver voltage and current measurements of HVDC grids. The performed 
simulations confirmed that the proposed algorithm can identify a measurement sample 
belonging to the occurrence and the clearance of a disturbance. Moreover, the adaptive 
threshold, driven by the measurement variance, makes the algorithm robust to load 
fluctuations and noise. Considering the modern small fibre-optic telecommunication 
latencies, the proposed algorithm has practical merits in advanced backup protection 
schemes, when primary protection fails to operate, or as a standalone situational awareness 
application. 

In this work, bad data detection on PMU measurements was not performed, despite that 
it can lead to false identification of the proposed algorithm. Further research is needed to 
preform bad data detection and removal while keeping in mind that this leads to 
unavoidable delays related to pre-processing of measurements. The proposed disturbance 
detection algorithm can be adopted for the purpose of outlier detection, to preform bad data 
cleaning on received PMU data before being used for the disturbance detection purpose. 
Furthermore, the observation window length was determined based on preformed 
simulations with a goal to detect voltage sag disturbances, caused by the use-cases, reliably. 
However, the observation window length of the proposed algorithm is dependent on the 
intended use and should be user-adjusted to detect desired changes in magnitude 
measurements. 
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Parts of this chapter have been published in IEEE Transactions on Smart Grid journal. 

CHAPTER 5 
 

ONLINE IDENTIFICATION OF SLOW 

COHERENT GENERATORS 

In a power system, slow coherency can be applied to identify groups of the generating 
units, the rotors of which are swinging together against each other at approximately the 
same oscillatory frequencies of inter-area modes. This information serves as a prerequisite-
step of several emergency control schemes to identify power system control areas and 
improve transient stability. This chapter presents a novel SMT supported algorithm for an 
online and near real-time tracking of grouping changes of the slow coherent generators in a 
power system. In the first part, the chapter elaborates on state-of-the-art methods and 
identifies the remaining challenges. In the second part, the chapter elaborates on the 
challenges and presents the developed solutions, compound into a novel algorithm. Finally, 
the chapter presents a detailed performance evaluation of the proposed algorithm and 
comparison with the benchmark method under different use-cases. For this, Chapter 2 
developed cyber-physical testbed and Chapter 3 developed SADF are used. The chapter 
concludes with a discussion on the findings.  

5.1 INTRODUCTION 

Typically, in a large-scale interconnected power system, interarea oscillations may occur 
due to the electromechanical interactions between the synchronous generators. These 
inherited phenomena are unique to every power system and cause fluctuations in system 
frequency, bus voltages, tie-lines (long transmission lines) power flows, hardware damage, 
and financial loss [178]. However, if not minor in magnitude or damped, these inter-area 
oscillations can lead to stability issues, leading to the power grid separation and in the worst 
case to widespread outages during large power grid utilisations [179].  

Moreover, the inter-area oscillations associated with groups of generators or power 
plants are termed inter-area modes, which usually excite between large generation and load 
centres that are typically weekly connected via tie-lines [179]. The inter-area modes include 
groups of slow coherent generators swinging against each other [180].  

The slow coherent generator groups, i.e., generators swinging together at oscillatory 
frequencies of inter-area modes (0.1 to 0.8 Hz), have a relatively strong electromechanical 
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coupling [180], [181], [182]. This phenomenon is adopted in emergency control 
applications to identify control areas and improve the transient stability of the power system. 
For example, the generator slow coherency is often a required constraint in the case of an 
ICI [112], [113], [182] and wide-area oscillation damping [183]. Besides, slow coherency 
information is used for dynamic equivalencing and aggregation, in particular, to reduce the 
size and complexity of a power system model under investigation [181], [184]. 

Moreover, the slow coherent generators have a high tendency to operate synchronously, 
even after being exposed to the severe network perturbation following a disturbance such as 
a fault [181]. Nevertheless, the generators may change their coherent groups as a response 
to the modified system state following a significant disturbance such as topology change, 
generator trip, or large load step [113]. Moreover, as suggested in [185], the power system 
continuously evolves (mind the energy transition), leading that the frequency and damping 
of existing inter-area oscillations may change or even excite new ones. Therefore, the 
ability to online track the slow coherent behaviour of synchronous generators of a disturbed 
interconnected power system in real-time is a relevant challenge. This chapter overcomes 
the challenge by proposing a novel online algorithm, suitable for near real-time tracking of 
grouping changes of slow coherent generators during quasi-steady-state and the 
electromechanical transient period following a disturbance. 

5.1.1 STATE-OF-THE-ART 

A significant amount of work has been done in the research community to identify coherent 
generators. Singth et al. discuss the commonly used coherency methods for aggregation of 
generators [186]. These methods firstly assess generator coupling indices being further used 
for the clustering of coherent generators into groups. 

The classical approach to identify the groups of slow coherent generators belongs to 
model-based methods [112], [181]. Typically, these methods perform the eigensubspace 
analysis of a linearized power system model to determine the electromechanical modes and 
their mode shapes of each generator [181]. The resulting analysis is valid only for a 
particular equilibrium point and suffers from the modelling inaccuracies and parametric 
uncertainties. While being able to provide valuable information about the general dynamic 
structure of the power system, the slow coherency theory does not consider the transient 
system dynamics. However, during the power system contingency operation, the swings of 
generators with respect to each other are influenced not only by the structure of the system 
but also by the type and location of the disturbance, generator internal electrical dynamics, 
controller’s response, and other system nonlinearities [185], [187]. Any significant change 
in the power system operating state, such as a topology change, large load step, or generator 
trip, might cause the weakly slow coherent generators to change their grouping association 
[188]. This makes the model-based methods not suitable for online use in actual power 
systems [189]. Therefore, the ability to track the slow coherent behaviour of generators in a 
profoundly disturbed power network in real-time is a relevant problem that cannot be 
directly solved by the model-based methods. 
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In order to overcome the above-mentioned deficiencies, measurement-based methods 
have been developed. Their main advantage is the inherent ability to adapt, and online 
identify the grouping changes of slow coherent generators following a contingency, as well 
as in independence from the system parameter data. Those methods can be coarsely sub-
classified into mode estimation analysis and time-series similarity-based techniques. 

The methods belonging to the first sub-class estimate the system modes or frequency 
spectrum and partition the coherent generators into groups by using k-means, fuzzy and 
agglomerative hierarchical clustering algorithm [190], [191], [192], [193], [194]. While 
being able to extract information about the inter-area oscillations, these techniques often 
suffer from the mode estimation related inaccuracies, and high processing power required 
to process the relatively long observation window. Therefore, mode estimation methods are 
most suitable for offline analysis.  

On the other hand, the time-series similarity-based methods identify generator 
coherency based on the similarities of the extracted features (indices), typically with less 
processing power required [186], [187], [188]. Generally, these methods are most suitable 
for online operation but suffer from the inability to operate only on the frequency content of 
interest (inter-area oscillations). A data mining-based technique [195] has been presented to 
identify the unstable system operation and identify coherent generators based on the 
supervised offline training of binary classifiers. Despite the fast and high accuracy of 
estimates, this method suffers from an inherent requirement to perform a substantial 
number of model-based supervised training simulations making this method suitable only 
for a limited set of disturbances and well-detailed power system models. Recently, a 
spectral clustering-based method was presented, which makes use of generator rotor angle 
and speed measurements to assess the weighted multi-indices dissimilarity distance [196]. 
The optimal number of coherent groups is determined by comparing the average silhouette 
value of different clustering combinations (number of groups), and finally selecting the 
clustering configuration with the highest average silhouette value among all evaluated cases. 
However, limited availability of rotor angle and speed measurements makes the 
implementation at this moment not applicable in real-world power systems. The method in 
[197] makes use of kernel principal component analysis and affinity propagation (AP) 
clustering technique to reduce dimensions of the multi-indices distances and to determine 
the optimal number of coherent groups automatically, respectively. However, the method 
requires centre-of-inertia centred generator rotor angles and speeds; and due to the basic 
preference parameter method for the AP clustering tends to partition independent (outlier) 
generators to the nearest group, leading to suboptimal results. Authors in [187] presented a 
dynamic coherency identification method suitable for online tracking of coherent generator 
grouping changes based on the PMU measured frequency-deviation from the generator 
terminals. This method also partitions the non-generator buses together with the 
corresponding coherent generator groups. The authors further extend the method in [198] to 
consider also the transient behaviour of wind power plants. The work, presented in [187], 
tackles the same challenge as the proposed algorithm of this chapter, in particular to online 
identify grouping changes of coherent generators following a disturbance for the purpose of 
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ICI. Therefore, the method presented in [187] (referred further as the benchmark method) is 
used in this chapter for comparative analysis. 

5.1.2 CHALLENGES AND MOTIVATIONS 

The available measurement-based generator coherency identification methods, in particular, 
the benchmark method: 
 

• do not pre-process the measurements to retain only the inter-area oscillation 
frequencies of interest; 

 
• require relatively long and nonadaptive observation window for estimation; 
 
• do not perform observation window data selectivity in case of interfering pre- and 

post-event coherency indices; 
 
• and are validated upon simulated bus measurements or machine signals in non-real-

time fashion by using conventional software tools. 
 
These deficiencies may lead to: 
 

• erroneous results, particularly when: 
 

• measurements contain higher frequency components; 
 
• an observation window contains measurements belonging to two or more 

coherency configuration; 
 
• actual PMU measurements are used as data input; 

 
• impose large estimation delay due to long and nonadaptive (fixed in length) 

observation window used; 
 

• poor resolution of estimates after critical contingencies when generator coherency 
may change, also due to long and non-adaptive observation window used; 

 
• and the inability of the methods to operate in real-time due to the high-

computational burden associated with the high-complexity of the implementation. 
 
This chapter addresses the above-mentioned deficiencies and proposes an SMT supported 
online generator slow coherency identification algorithm, suitable for near real-time 
tracking of grouping changes of slow coherent generators in an interconnected power 
system. 
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5.2 PROPOSED METHODOLOGY 

In the previous Section 5.1, a formal introduction to the generator slow coherency 
identification is provided. However, the practical implementation of the generator slow 
coherency identification algorithm, suitable for online use in real-world power systems, has 
revealed several new and unresolved challenges (mind Section 5.1.2). Hence, this section 
elaborates on the identified challenges and presents proposed solutions, compound into an 
algorithm. 

Briefly, the proposed algorithm performs PMU measurements conditioning for the 
rigorous identification of slow coherency indices. It adaptively determines the minimal 
number of samples to be processed in an observation window and performs data selectivity 
on the observation window to prevent the mixing of interfering coherency indices. Finally, 
based on the determined generator distance matrices adaptively tracks grouping changes of 
slow coherent generators and determines a finite number of coherent groups for an 
improved AP clustering. 

5.2.1 SOURCE OF MEASUREMENTS 

Generally, the generator rotor angle provides the most direct information about the rotor 
dynamics and related generator coherency [180]. However, PMU devices do not report 
rotor angle measurements, and even rotor angle estimations based on PMU voltage angle 
measurements may produce inaccurate results. As suggested in [181], [187], [199] a PMU, 
installed at the generator terminal bus, can send frequency measurements of positive 
sequence voltage containing vague information of the rotor associated dynamics. Hence, a 
PMU device can be used to monitor inter-area oscillations of interest of the particular 
generator in a power system (further discussed in Section 5.2.2). 

It is assumed that in an electric power system consisting of N generators, each generator 
terminal bus is equipped with a PMU device. Each PMU device i ϵ ሼ1,2,…,Nሽ  reports 
discrete time-interval samples of frequency x with 60 frames per second reporting interval 
(hereinafter referred to as fps). With M being the total number of samples to be processed, 

the sample vector is defined as Xi = ൣxi,M,…, xi,2,xi,1൧ ϵ ℝM , where xi,1  denotes the most 

recent frequency measurement of PMU i. The observation window W, containing M-most 
recent samples of frequency from N generator terminal buses, is presented by the following 
ensembled matrix: 

𝑊ሾ𝑋ሿ ൌ ൦

𝑋ଵ
𝑋ଶ

   ⋮
𝑋ே

൪ ൌ ቎

𝑥ଵ,ெ ⋯ 𝑥ଵ,ଶ
𝑥ଶ,ெ

⋮
⋯
⋱

𝑥ଶ,ଶ

⋮
𝑥ே,ெ ⋯ 𝑥ே,ଶ

𝑥ଵ,ଵ
𝑥ଶ,ଵ

⋮
𝑥ே,ଵ

቏ 𝜖 ℝேൈெ (5.1)
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5.2.2 PRE-PROCESSING OF MEASUREMENTS 

Generator slow coherency is defined upon inter-area oscillation modes typically between 
0.1 to 0.8 Hz, which are associated with the rotor swings between a group of generators or 
plants [181], [180]. Any higher frequency components present in the PMU measurements, 
as a consequence of excited local plant oscillations, may result in erroneous generator slow 
coherency identification [200]. Moreover, actual PMU measurements are affected by 
transients, and the system imposed high-frequency components such as measurement noise 
[97]. Therefore, for generator slow coherency identification, it is prudent to pre-process the 
measurements with a digital low-pass filter in order to retain only the inter-area oscillation 
frequencies of interest. Despite the evident interest of the research community for 
measurement-based generator coherency identification, only a small number of papers 
[194], [201] address the issue of high-frequency components present in the measurements. 
In this chapter, only the most critical low-pass filtering and down-sampling are addressed. 

 DIGITAL LOW-PASS FILTERING OF MEASUREMENTS 

Digital filtering is extensively adopted in many diverse applications to perform the 
frequency-dependent alteration of an original signal. It can be used for noise reduction and 
frequency band extraction. In general, digital filters can be classified into two subcategories, 
named as Finite-duration Impulse Response (FIR) and Infinite-duration Impulse Response 
(IIR) filters [202]. The advantage of FIR filters over IIR filters is in their stable and linear 
phase response operation with an introduced constant delay for the whole frequency 
spectrum. On the contrary, FIR filters often require a much higher filter order than IIR 
filters to achieve a comparable level of performance and can be realised more efficiently by 
using hardware, which in case of online operation in real-world power systems a critical 
factor to consider.  

In this research work, digital low-pass filtering of measurements is performed to retain 
only the inter-area modes of interest. This step enables vigorous grouping of slow coherent 
generators during the quasi-steady-state and the electromechanical transient period 
following a disturbance. For this, a low-pass FIR filter is adapted due to its filtering 
superiorities [53]. The design of a low-pass FIR filter with a narrow frequency band 
between 0 to 0.8 Hz and a sharp cut-off slope requires a relatively high filter order (length) 
to suppress higher frequency components sufficiently. It is important to note that digital 
filtering introduces delay since the filter output samples are shifted in time compared to the 
input. Hence, the objective is to design a low-pass FIR filter with satisfactory performance 
(attenuation of undesired higher frequency components) and minimum filter length. To 
determine the digital filter parameters, the MATLAB Signal Processing Toolbox is used. 
Table 5.1 and Figure 5.1 present the used filter design parameters and the response, 
respectively. 
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Figure 5.1: Magnitude response of the digital low-pass FIR filter for 60 fps PMU reporting rate. 

 
As observed in Table 5.1 and Figure 5.1, the filter includes a relatively high stopband edge. 
This is intentionally mastered in order to minimise the required filter length and associated 
filtering delay, meanwhile, maintain adequate low-pass filtering performance for slow 
coherency estimation. 

Notably, during the filter initialisation period, the filter stages are loaded with zeros, 
which causes transients in the filter output until the filter stages are fully loaded with actual 
measurements. Thus, during the filter initialisation period, it is prudent to discard the 
number of output samples equal to the filter length. 

 DOWN-SAMPLING OF MEASUREMENTS 

As suggested in [201], a typical 50/60 fps PMU reporting rate provides measurements 
significantly faster compared to the electromechanical modes of interest resulting in 
redundant information. Indeed, the preformed simulations (not part of this thesis) confirm 
that the proposed algorithm performance is not affected in case of available 10, 15, 30, and 
60 fps PMU reporting rate. However, it is important to note, that the parameters of the low-
pass FIR filter to pre-process the measurements on the pre-step depend on the used PMU 
fps reporting rate and should be adjusted accordingly. Hence, the proposed algorithm is 
designed in a way that can adapt to the available PMU fps reporting rate automatically.  

TABLE 5.1 

FIR filter parameters 

design algorithm: Equiripple passband ripple: 1 dB 

filter length: 126 samples stopband edge: 2 Hz 

filter delay: 63 samples passband edge: 0.5 Hz 

response: low-pass stopband attenuation: 80 dB 
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5.2.3 GENERATOR DISTANCE MATRIX 

For generator coherency identification, a distance matrix DM ϵ ℝN×N  is used to define 
relations between the pairs of generators, where DMmn denotes the dissimilarity between the 
mth and nth generator. To determine the DM, as presented in [203], a wide variety of 
distance measures can be used, in particular, to assess the generators’ slow coherency 
indices. 

In this research work, a revised generator dissimilarity measure method of the 
benchmark method is proposed to assess the coherency indices in greater detail. This is 
realised as a weighted combination of the normalised cosine and Minkowski p-metric based 
distance matrices. Cosine distance measure determines an angular displacement, whereas 
the Minkowski distance measure determines a modified Euclidean norm between a set of 
sample vectors X, embedded in M-dimensional vector space [204]. The dcosmn[X] between 
two sample vectors X with M-dimensional points of generator m and n is defined as: 

𝑑𝑐𝑜𝑠௠௡ሾ𝑋ሿ ∶ൌ 1 –
∑ 𝑋௠,௞ 𝑋௡,௞

ெ
௞ୀଵ

ට∑ 𝑋௠,௞
ଶெ

௞ୀଵ ට∑ 𝑋௡,௞
ଶெ

௞ୀଵ

𝜖 ℝ 
(5.2)

and ranges from 0 to 2, where 0 indicates perfect angular alignment. Similarly, the 
dmikmn[X] of order b = 1/2 between two sample vectors X with M-dimensional points of 
generator m and n is defined as:  

𝑑𝑚𝑖𝑘௠௡ሾ𝑋ሿ ∶ൌ ൭෍ห𝑋௠,௞ – 𝑋௡,௞ห
௕

ெ

௞ୀଵ

൱

ଵ ௕⁄

𝜖 ℝ (5.3)

and ranges from 0 to ∞, where 0 indicates perfect magnitude match. The proposed distance 

matrix method represents a weighted combination of the normalised cosine 
DMcosሾXሿϵ ℝN×N and Minkowski DMmikሾXሿϵ ℝN×N symmetric distance matrixes to assess 
the orientation and strength of generators electromechanical coupling, respectively. To 
reduce the required memory and computational power, both distance matrices, named as 

DM ϵ ℝN×N, are converted into a row distance vectors DVϵ ℝ1×L of length L = (N – 1)N/2, 
where between the generator pair distances are arranged as: 

𝐷𝑉 ൌ ൣ𝐷𝑀ଵ,ଶ, … , 𝐷𝑀ଵ,ே, 𝐷𝑀ଶ,ଷ, … , 𝐷𝑀ଶ,ே, … , 𝐷𝑀ே – ଵ,ே൧ 𝜖 ℝ௅  (5.4) 

To ensemble both distance vectors into a single vector, a unit vector normalisation is 
performed beforehand as: 
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𝐷𝑉𝑁 ∶ൌ
𝐷𝑉

ඥ∑ 𝐷𝑉ଶ௅
௞ୀଵ

𝜖 ℝ௅ (5.5)

Finally, the generator distance-vector DVG ϵ ℝL to be further used resembles the Euclidean 
norm of the weighted individual dissimilarities, where the vectors’ elements are represented 
as scalars in 2-dimensional Euclidean space by the equation: 

𝐷𝑉𝐺ሾ𝑡ሿ ∶ൌ ඥ𝑤ଵሼ𝐷𝑉𝑁𝑐𝑜𝑠ሾ𝑋ሿሽଶ ൅ 𝑤ଶሼ𝐷𝑉𝑁𝑚𝑖𝑘ሾ𝑋ሿሽଶ 𝜖 ℝ௅ (5.6)

where w1 = 1, w2 = 0.5 represent the heuristically determined contributions of individual 
measures; and t ϵ ሼ1, 2, 3,…ሽ resembles the time index as a point in time of a given variable. 
In this way, the angular displacement (cosine distance) impacts the results more 
significantly, although the identification of areas with a different frequency (Minkovski 
distance) is still possible. 

5.2.4 ADAPTIVE OBSERVATION WINDOW 

The existing generator coherency identification methods expect a long (10 - 20 s) and a 
non-adaptive (fixed in length) observation window. While this approach mostly works well 
during quasi-steady-state, it lacks fast response and resolution during the critical 
electromechanical transient period following a contingency. Generally, the stronger the 
power system is perturbed, the more conspicuous the present generator coherency is. In 
other words, one could online adjust the observation window length based on the present 
system state. Hence, in this research work, the observation window length M is 
automatically adjusted for each coherency identification instance. In general, the shorter the 
observation window, the more sensitive is the algorithm to temporary coherency changes. 
However, a too-short window may lead to irrational results due to the lack of observability. 
Also, the window length decrease is proportionally related to the decrease in estimation 
latency and required computational power. 

The proposed adaptive observation window length method is based on a stability 
criterion, driven by the angular deviation of two most recent successive generator distance 
vectors (5.6) in L-dimensional vector space, as illustrated in Figure 5.5 - bottom. The 
following procedure determines the minimum number of samples to be processed for 
rigorous coherency identification: 

 
a. Initialisation: set the window length to M = fps to provide minimum observability, 

fix the observation window starting position (remains fixed till Exit) to the first incoming 
measurement sample being low-pass filtered, populate the observation window with M 
consecutive samples, determine the normalised generator distance-vector DVGሾtሿ  (5.2) -
 (5.6), and save DVG[t] for further use.  
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b. Increase the window length as M = M + 1, and populate the observation window 
with a next-measurement-interval sample. Again, determine the DVG[t] and save it for 
further use. 

 
c. Determine the cosine angular difference ΔDVG[t] between the two most recent 

consecutive DVG vectors in L-dimensional vector space by using equations (5.2) and (5.7) 
and save it for later use.  

∆𝐷𝑉𝐺ሾ𝑡ሿ ∶ൌ 𝑐𝑜𝑠–ଵ൛𝑑𝑐𝑜𝑠௧ – ଵ,௧ሺ𝐷𝑉𝐺ሻൟ (5.7)

 
d. Exit condition: if the median of (fps/5+1) most recent angular deviations ∆DVG 

(5.7) drops below the heuristically determined threshold stab_tresh = 3/fps, as: 

𝑚𝑒𝑑𝑖𝑎𝑛ሼ∆𝐷𝑉𝐺ሾ𝑡 – ሺ𝑓𝑝𝑠/5ሻሿ … ∆𝐷𝑉𝐺ሾ𝑡ሿሽ ൑ 𝑠𝑡𝑎𝑏_𝑡𝑟𝑒𝑠ℎ (5.8)

then the current window length adjustment procedure finishes (see Figure 5.5 - bottom) and 
continues with the reverse data selectivity method, presented in Section 5.2.5. In this case, 
the next observation window for the next coherency identification instance starts with the 
next incoming sample of step a. Otherwise, the procedure continues with step b and so forth. 

Notably, stab_tresh plays a vital role in determining the observation window length. 
The performed simulations suggest that it can typically range between 
0.01 ≤ stab_tresh ≤ 0.1, where a smaller value leads to a shorter observation window 
(higher resolution of estimates; more sensitive to temporal changes), whereas a higher value 
indicates a longer observation window (lower resolution of estimates; more robust to 
temporal changes). In our case, the stab_tresh is controlled by the PMU reporting rate 
automatically. 

5.2.5 REVERSE DATA SELECTIVITY 

During the electromechanical transient period following a significant disturbance, such as a 
line trip, the generator coherency may change. This can be observed in the change of 
coherency indices (see Section 5.2.7). In this case, the observation window containing 
interfering pre- and post-event coherency indices, extracted from measurements, may result 
in erroneous coherency identification. Especially during the critical post-event period, it is 
prudent to perform data selectivity on the given observation window to prevent the mixing 
of the interfering indices and retain only the observation window measurements belonging 
to the post-event. The following steps significantly improve the critical coherency results 
immediately after an event: 
 

e. Initialisation: flip the order of elements of the observation window W, named as 
Wflipped. This enables processing of Wflipped elements in a reverse direction to retain only the 
post-event samples; set the minimum observation window length Mflipped = fps. 
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f. In steps for each increase in Mflipped repeat Section 5.2.4 steps a, b, c (mind to use 
(5.2) - (5.7) with Wflipped [1:Mflipped]). 
 

g. Exit condition: a severe change in coherency indices is detected if the following 
selectivity threshold condition (mind the red line in Figure 5.8 - bottom) is satisfied: 

∆𝐷𝑉𝐺௙௟௜௣௣௘ௗሾ𝑡ሿ ൒ 60 𝑀௙௟௜௣௣௘ௗ
–ሺ௙௣௦/ଷ଴଴ ା ଴.଺ሻ (5.9)

Afterwards, a local minima search is performed on the ∆DVGflipped of the given observation 

window, to identify the instant when the ∆DVGflipped elements start to deviate, indicating a 

change in coherency indices. This step tends to find the last dip ∆DVGflipped[local_min] (for 

example, mind the blue circle in Figure 5.8 - bottom). The procedure continues with 
Section 5.2.6, where the DVG to be further used is equal to the DVGflipped[local_min]. 
 

h. In case the condition in step g is not satisfied, indicating sustained coherency 
indices within the given observation window, then the DVG to be used in Section 5.2.6 is 
identical to the last determined DVG[t] of Section 5.2.4. 

5.2.6 ADAPTIVE TRACKING OF GROUPING CHANGES 

Generator slow coherency is a quasi-permanent system property under a sustained power 
system state. During a severe disturbance, such as the topology change, the generator slow 
coherency may change as a response of the generators on the new operating state. To 
enable adaptive tracking of grouping changes of slow coherent generators, two operation 
modes are proposed. A permanent mode is activated during the quasi-steady-state, while a 
transient mode is activated during the electromechanical transient period following a 
significant disturbance. In both cases the first-order exponential low-pass filter is adopted to 
enable robust coherency identification, being prone to temporally changes in a power 
system state, caused by transients due to small load changes, for example. 

 PERMANENT TRACKING MODE 

Typically, during quasi-steady-state, the generator coherency does not change significantly. 
However, it may happen that due to temporal small system perturbations the weakly 
coherent generators separate and form new groups. To enable robust generator coherency 
identification meanwhile being still able to adapt to the grouping changes, the DVGA[t] 
(5.10) vector to be used as an input for the AP clustering (mind Section 5.2.8) resembles the 
proportional contribution of the most recent DVG[t] (5.6) and DVGA[t – 1], defined in the 
previous coherency estimation instance, as: 

𝐷𝑉𝐺𝐴ሾ𝑡ሿ ∶ൌ  𝛼 𝐷𝑉𝐺𝐴ሾ𝑡 – 1ሿ ൅ ሺ1 – 𝛼ሻ 𝐷𝑉𝐺ሾ𝑡ሿ (5.10)

where heuristically determined α = 0.7 controls contributions of the previously determined 
coherency indices DVGA[t – 1]. 
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Generally, α can range between 0 and 1, where a higher value of α puts more weight on 
the past coherency indices leading to more robust results, while on the contrary, a smaller 
value of α leads to increased adaptiveness of the algorithm to the most recent coherency 
indices of DVG[t].  

 TRANSIENT TRACKING MODE 

On the other hand, to enable more responsive tracking of grouping changes of slow 
coherent generators during the critical electromechanical transient period, when the slow 
coherency may change, the DVGA[t] to be used is next step (mind Section 5.2.8) is defined 
as (5.10), where α = 0.4 enables better adaptiveness of the algorithm and results to the 
present coherency configuration. 

 THE TRANSITION BETWEEN THE TRACKING MODES 

The transition between the tracking modes is based on a cosine angular difference of the 
two most recent DVGA vectors defined as: 

∆𝐷𝑉𝐺𝐴ሾ𝑡ሿ ∶ൌ 𝑐𝑜𝑠–ଵ൛𝑑𝑐𝑜𝑠௧ – ଵ,௧ሺ𝐷𝑉𝐺𝐴ሻൟ (5.11)

A significant increase in ΔDVGA[t] indicates a significant change in the generator 
coherency indices, while minor changes indicate sustained conditions (mind blue and red 
steams in Figure 5.7).  

To switch from permanent to transient mode or vice versa, the following criterion 
applies: 

𝑚𝑜𝑑𝑒ሾ𝑡ሿ ൌ ൜
 𝑡𝑟𝑎𝑛𝑠𝑖𝑒𝑛𝑡, ∆𝐷𝑉𝐺𝐴ሾ𝑡ሿ ൒ 𝑡𝑟𝑎𝑛_𝑡𝑟𝑒𝑠ℎ                
 𝑝𝑒𝑟𝑚𝑎𝑛𝑒𝑛𝑡, 𝑚𝑒𝑑𝑖𝑎𝑛ሼ∆𝐷𝑉𝐺𝐴ሾ𝑡 – 3ሿ … ∆𝐷𝑉𝐺𝐴ሾ𝑡ሿሽ ൑ 𝑝𝑒𝑟𝑚_𝑡𝑟𝑒𝑠ℎ    

 (5.12) 

where heuristically determined tran_tresh = 20 and perm_tresh = 10. In order to enable a 
smooth transition from transient to permanent mode (5.12) at least four most recent 
ΔDVGA need to be determined during the transient mode operation.  

Generally, when a change in the coherency occurs, the value of ΔDVGA[t] will increase 
over the tran_tresh, leading to transient mode activation. Contrary, during sustained 
conditions, the medium value of the four most recent ΔDVGA[t] should drop below the 
perm_tresh. Notably, in the case of a profoundly disturbed power system, leading to 
continuous transient mode activation, one might need to increase the value of α, tran_tresh, 
and perm_tresh to decrease the algorithm’s sensitivity. 

It is important to note that during the algorithm initialisation period (transient mode by 
default) and when the transition from permanent to transient mode occurs (5.12) the first 
ΔDVGA[t] (5.10) to be used further in the partitioning (mind Section 5.2.8) is equal to most 
recent DVG[t] by setting α = 0 in (5.10). In this way, the partitioning algorithm considers 
only the most recent coherency indices (5.6) and neglects any past contributions. This 
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enables full adaptiveness of the proposed algorithm on the new conditions following a 
significant event. 

5.2.7 TIME EVOLUTION OF SLOW COHERENCY INDICES 

In a multi-dimensional dataset, a Principal Component Analysis (PCA) dimensionality 
reduction method identifies Principal Components (PCs) or directions with the most 
substantial variance in the dataset variables (dimensions) [188]. In this chapter, the PCA is 

performed on the Y ϵ ℝL×N dataset of N total number of past DVGA ϵ ℝL vectors (5.10) to 
analyse the evolution of generator slow coherency indices over time. In other words, it is 
possible to visually demonstrate the changes in generator slow coherency indices of a 
power system, observed as variations in the first (dominant) PC with N dimensions 
(hereinafter referred to as PC1). To define the PC1 vector values, the following 
mathematical formulation is applied [205]: 

𝑤ሺଵሻ  ൌ  𝑎𝑟𝑔 𝑚𝑎𝑥 ቊ
𝑤்𝑌்𝑌𝑤

𝑤்𝑤
ቋ 𝜖 ℝ௅ (5.13) 

which finds a solution when w is the corresponding eigenvector of the covariance matrix of 
Y with a maximum eigenvalue. Hence, the PC1 of the transformed dataset Y can be defined 
as [205]: 

𝑃𝐶1 ൌ 𝑤ሺଵሻ𝑌 𝜖 ℝே (5.14) 

For illustration, the black coloured line in Figure 5.7 presents the PC1 of 37 DVGA ϵ ℝL 
vectors of the preformed simulation with 45 dimensions in total, where the vertical changes 
in the black line resemble the shift in Y datasets (and related slow coherency indices) in the 
most dominant direction over time. In the case of Figure 5.7 and corresponding performed 
simulations, the PC1 exhibits 61.9 % of the total dataset variance. 

5.2.8 PARTITIONING OF GENERATORS INTO COHERENT GROUPS 

In generator coherency identification, a clustering technique is used to partition a set of N 
generators as nodes k ϵ ሼ1, 2,…,Nሽ  into C = ሼc1,c2,…,cKሽ  clusters (K total number of 

groups), based on a distance matrix, so that G = ∪
i=1

K
cI and ci ∩ cj = ∅, for i ≠ j  [203]. 

The main challenge is to partition the generators into robust (over time) and an optimal 
number of clusters. This research work extends the unsupervised AP clustering technique to 
partition coherent generators into groups [197]. 

 AP CLUSTERING 

The AP clustering is an exemplar-based technique, which based on the similarity matrix 
adopts the max-product algorithm on a factor graph to identify a set of nodes as clusters’ 
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centre (exemplars), and partition the remaining nodes into the corresponding clusters [206], 
[207]. The AP clustering is based on the message-passing approach between nodes, which 
in iterative steps maximises the following unconstrained optimisation problem: 

𝑚𝑎𝑥 𝐹ሺ𝐶, 𝑆ሻ ∶ൌ ෍ 𝑆ሺ𝑖, 𝑐௜ሻ ൅ ෍ 𝛿௝ሺ𝑐ሻ
ே

௞ୀଵ

ே

௜ୀଵ

∀ 𝑖, 𝑘 ൑ 𝑁 (5.15)

where Sሺ𝑖,ciሻ denotes the negative dissimilarity matrix between node i and its potential 
exemplar ci , and δj  is a coherence constraint to guarantee the exemplar-consistency and 

eliminate incorrect results, defined as: 

𝛿௝ሺ𝐶ሻ  ൌ  ൜
 – ∞, 𝑖𝑓 𝑐௝ ് 𝑗 , 𝑏𝑢𝑡 ∃ 𝑐௜ ൌ 𝑗

 0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (5.16)

To identify K exemplars as cluster centres and partition the remaining nodes into 
corresponding C clusters, the AP takes the negative distance matrix as an input S = – DM ϵ 

ℝN×Nand recursively updates the responsibility matrix: 

𝑅ሺ𝑖, 𝑘ሻ  ൌ  𝑆ሺ𝑖, 𝑘ሻ – 𝑚𝑎𝑥ሼ𝐴ሺ𝑖, 𝑗ሻ ൅ 𝑆ሺ𝑖, 𝑗ሻሽ 𝜖 ℝேൈே (5.17)

where j ϵ ሼ1,2,…,nሽ but j ≠ k, representing the accumulated evidence of node k to be the 

exemplar for node i, and the availability matrix: 

𝐴ሺ𝑖, 𝑘ሻ  ൌ  𝑚𝑖𝑛 ቄ0, 𝑅ሺ𝑘, 𝑘ሻ ൅ 𝑠𝑢𝑚൛𝑚𝑎𝑥൫0, 𝑅ሺ𝑗, 𝑘ሻ൯ൟቅ (5.18)

where j ϵ ሼ1,2,…,nሽ, but j ≠ i  and  j ≠ k, representing the accumulated evidence of node k 

to be the exemplar for node i. Detailed iteration formulas can be found in references [206], 
[207]. Finally, the resulting clusters C can be obtained by: 

𝑐௜ሾ𝑡ሿ  ൌ  𝑎𝑟𝑔 𝑚𝑎𝑥ሼ𝐴ሺ𝑖, 𝑘ሻ ൅ 𝑅ሺ𝑖, 𝑘ሻሽ
𝑘

 (5.19)

 AP PREFERENCES PARAMETER 

The initialisation of AP preference parameter p = ൛pkൟ, in Sሺk,kሻ = pk  plays an important 

role in AP to facilitate node k to be elected as an exemplar, control the total number of 
identified clusters, and avoid trivial solution as every node chooses itself as its exemplar. 
Frey at al. suggests p being the median of the input similarity matrix [206]. In many cases, 
this approach leads to suboptimal clustering results, since it tends to cluster the outlier 
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nodes (often implied as independent exemplars) to the centrally oriented exemplars [197], 
[207]. 

In order to overcome this problem, a novel AP preferences parameter adaptive method 
is proposed for the identification of exemplary nodes. The proposed method identifies 
outlier generators as independent clusters, automatically determines a finite number of 
groups, and reduces the number of iteration steps of AP clustering to converge. It is based 
on the distribution of values of DVGA[t] distance vector to identify cluster exemplars and 
related cluster sub-nodes. In short, the method first, presumes all nodes as being potential 
exemplars. Second, based on the similarity matrix of DVGA[t] searches for centrally 
oriented nodes and marks them as exemplars. Third, based on the combination of the mean 
and the median absolute value of DVGA[t] distance vector in multiple steps identifies the 
cluster sub-nodes and rejects them for being exemplars. Finally, the method returns the 
defined preference vector p with identified exemplar nodes as: 

𝑝௞ ൌ ൜
0, 𝑒𝑥𝑒𝑚𝑝𝑙𝑎𝑟

– ∞, 𝑠𝑢𝑏𝑛𝑜𝑑𝑒
(5.20)

The following Pseudocode 5.1 illustrates the implementation procedure of the proposed 
AP preference adjustment method. 
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PSEUDOCODE 5.1

Determination of AP preference p parameter 

  1: 
  2: 
  3: 
  4: 
  5: 
  6: 
  7: 
  8: 
  9: 
10: 
11: 
12: 
13: 
14: 
15: 
16: 
17: 
18: 
19: 
20: 
21: 
22: 
23: 
24: 
25: 
26: 
27: 
28: 
29: 
30: 
31: 
32: 
33: 
34: 
35: 
36: 
37: 
38: 
39: 

input: DVGA[t], output: p 
ex = {exk} = 1, k ϵ {1,2,…,N}                                      //init: nodes as exemplars   
pn = {snk} = 0, k ϵ {1,2,…,N}                                      //init: processed nodes 
dc = (mean(DVGA) + mad(DVGA)) ⋅ β                      //distance to cut based on DVGA value distribution  
ca = sort(DVGA)                                                          //sort in ascending order   
DMGA = squareform(DVGA)                                     //convert to N×N matrix 
for i = 1 to size(ca)                                                       //for each distance of DVGA 
   {m, n} = find{DMGA == ca(i)}                               //find node matrix indexes   

   if pn(n) == 0 ∧ ex(n) == 1 ∧ median{DMGA(:,n)} ≤ median{DMGA(:,m)}    

      ce = n                                                                      //node n as potential exemplar 
      cs = m                                                                     //node m as potential sub-node  
      go = true                                                                 //flag to continue 
   elseif pn(m) == 0 ∧ ex(m) == 1 

      ce = m                                                                     //node m as potential exemplar 
      cs = n                                                                      //node n as potential sub-node      
      go = true                                                                 //flag - continue 
   else 
      go = false                                                               //flag - nothing identified  
   endif 
   if go                                                                          //continue with procedure? 
      pn(ce) = 1                                                              //mark node as exemplar & processed 
      s = find[{DMGA(:,ce) ≤ dc} ∉ ¬ pn]                   //find nodes as sub-nodes that are not already processed 

      if size(s) > 0                                                          //cluster sub-nodes identified 
         ex(s) = 0                                                             //reject sub-nodes as exemplars 
         pn(s) = 1                                                            //mark sub-nodes as processed 
         for x = 1 to size(s)                                             //for each sub-node 
            r = find[{DMGA(:,s(x)) ≤ dc} ∉ ¬ pn]          //find more sub-nodes that are not already processed  

             if size(r) > 0                                                   //sub-nodes of cluster sub-nodes 
               ex(r) = 0                                                      //reject sub-nodes as exemplars 
               pn(r) = 1                                                      //mark sub-nodes as processed 
            endif 
         endfor 
      else 
         pn(cs) = 1                                                          //mark node as processed 
      endif 
   endif 
endfor 
p = ex – 1                                                                   //mark as exampler  
p(p == –1) = –Inf                                                       //mark as subnode 

 
Notably, one can influence the granularity of identified groups by changing the 

parameter β value (mind the fourth line in Pseudocode 5.1). Generally, a higher value of β 
reflects in a smaller number of groups (stiffer grouping), while a smaller value results in a 
higher number of groups. Based on the performed simulations, the β = 0.2 results in the 
most rational number of identified groups. 
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5.2.9 FLOWCHART OF THE PROPOSED METHODOLOGY  

In summary, the proposed algorithm, firstly, pre-processes the incoming PMU frequency 
measurements with a low-pass filter; secondly, by using the improved generator distance 
measure it adaptively determines the minimum number of observation window samples; 
thirdly, it searches for the interfering coherency indices and retains only the observation 
window samples containing the most recent coherency indices; fourthly, performs adaptive 
tracking of grouping changes of slow coherent generators based on the identified coherency 
indices; finally, adaptively identifies a finite number of groups and partitions the coherent 
generators accordingly. Figure 5.2 presents the corresponding flowchart of the proposed 
algorithm.
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Figure 5.2: Flowchart of the proposed online algorithm. 
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5.3 SIMULATION STUDIES 

This section presents the validated results of the proposed generator coherency 
identification algorithm and the benchmark method under different use-cases. Firstly, the 
section presents the simulation testbed and the power system model used for this purpose. 
Secondly, it presents the results of the comparison and elaborates on the findings. Finally, a 
detailed performance assessment of the proposed method is conducted. 

5.3.1 SIMULATION TESTBED 

In order to demonstrate the proposed algorithm capabilities, Chapter 2 presented cyber-
physical testbed is utilised. For this purpose, the IEEE 39-bus benchmark model, also 
known as a reduced 10-machine New-England transmission power system, is simulated in 
the RTDS power system digital simulator [208]. As illustrated in Figure 5.3, the model 
comprises of ten synchronous machine generators, wherein the generator G1 represents the 
aggregation of the remaining New England system connected to bus-39, being supplied 
with a fixed field voltage (exciter) and mechanical torque. All the loads in the model are 
dynamic to maintain the given active (P) and reactive (Q) set points by using a variable 
conductance. The detailed specifications of the model components are available in [208].  
 

 
Figure 5.3: IEEE 39-bus benchmark power system model (adapted from [208]).  
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To provide SMT observability of the power system model, the GTNETx2 based PMUs 
are installed on the generator terminal buses. The PMUs are of class P with a 60 fps 
reporting rate and send their measurements to the SEL-5073 PDC for aggregation and time-
alignment. The aggregated PMU measurements are further sent to a computer running the 
SADF (presented in Chapter 3), where the proposed coherency identification algorithm and 
the benchmark method are implemented and executed in parallel as an online MATLAB 
program in real-time. To provide accurate time synchronisation between all testbed 
components, the GE RT430 grandmaster GPS clock is used for IRIG-B and IEEE 1588 
Precise Time Protocol based time dissemination. Figure 5.4 illustrates the applied 
components of the simulation testbed of this chapter. 
 

 
Figure 5.4: SMT supported real-time cyber-physical simulation testbed. 

 

5.3.2 STUDY CASES AND SIMULATION RESULTS 

This section presents the clustering performance of the proposed algorithm and the 
benchmark method on the IEEE 39-bus system [208], wherein the generator G1 represents 
the aggregation of the remaining New England system, being connected to Bus-39. For the 
sake of clarity, the algorithm performance is demonstrated on a limited set of excited modes. 
For this purpose, the generator G1 mechanical torque is being modulated every 200 ms with 
a random perturbation within ± 1 % of the nominal value [189]. 
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For result comparison, the benchmark method parameters γ = γr = 0.9999 are tuned to 
achieve the most rational results. However, the benchmark method paper fails to detail the 
observation window length. To bridge the gap, both methods are evaluated side-by-side, 
where the observation window length is online determined by the proposed method. The 
only differences are that the benchmark method makes use of raw frequency deviation 
measurements [187]. 

In all the following result figures, the white area marks measurements (raw or processed) 
that are being used for the analysis; the grey area marks the raw measurements effected by 
the filtering delay, if applicable; and the red area marks the measurements being discarded 
due to detected interfering coherency indices of the reverse data selectivity method, if 
applicable.  

Unfortunately, the number of presented graphical results is intentionally limited. 
Nevertheless, readers are encouraged to run the offline simulation available on Code Ocean 
open-source platform [209] to acquire in total 37 successive graphical results of the 
following simulated three use-cases, constructing in total 86.6 s of simulation and 5197 
PMU frequency measurements per generator. It is important to note that the presented 
results are obtained by executing the following three use-cases successively without 
interruption of the simulation. Table 5.2 presents the clustering results of the comparison 
for each of 37 coherency identification instances in total, where time in the brackets of the 
table’s first column resembles the simulation time equal to the observation window centre 
of each instance. Moreover, the clustering results in bold indicate an exact result match of 
the proposed algorithm and the benchmark method. 

 QUASI-STEADY-STATE OPERATION  

During quasi-steady-state operation (see Figure 5.5 and Figure 5.6 - top, displaying results 
of the 7th instance in Table 5.2) the proposed algorithm identifies three groups of coherent 
generators as c1 = {G1}, c2 = {G2, G3, G8, G10}, and c3 = {G4, G5, G6, G7, G9} 
continuously (mind the orange area in Table 5.2 between 1st and 8th instance). Moreover, in 
Figure 5.7 the PC1 on the past DVGAs shows no significant deviations (mind the black 
coloured line from 1 to 8 in x-axis), indicating sustained generator slow coherency 
configuration. This behaviour is expected and it is in accordance with the slow coherency 
theory [181]. 
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Figure 5.5: Visualised procedure to determine the observation window length (bottom); and corresponding low-
pass filtered frequency measurements, coloured according to the identified groups of coherent generators (top). 
 

 
Figure 5.6: Quasi-steady-state; the proposed algorithm identifies three groups (top); while the benchmark method 
identifies two groups (bottom). 
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On the other hand, as observed in Table 5.2, the benchmark method identifies the same 
three groups as the proposed method and additionally two coherent groups as c1 = {G1}, 
c2 = {G2, G3, G4, G5, G6, G7, G8, G9, G10} interchangeably. For example, as seen in 
Figure 5.6 - bottom, the benchmark algorithm is affected by the mechanical torque 
modulation of the generator G1 leading to unstable results despite the quasi-sustained state. 

 

 
Figure 5.7: Coherency tracking progress of the preformed simulation, where the increase in angular deviation of 
two successive DVGA over the tran_tresh indicates a significant change in coherency following a disturbance. The 
red stems present transient mode coherency identification instances, while the blue stems present permanent mode 
coherency identification instances. The black line presents the PC1 of the past DVGAs. 

 

 APPLIED THREE-PHASE SELF-CLEARED FAULT ON BUS B25 WITH 

PERMANENT TRIPPING OF LINE B2-B25 AND DELAYED RECONNECTION 

Following use-case A (mind the blue area in Table 5.2 between 9th and 22nd instance), first 
in use-case B, a three-phase 80 ms fault is applied on bus B25 at 18.3 s of the simulation 
leading to permanent disconnection of the line B2-B25. The system perturbation following 
the event can be observed in Figure 5.8 - top and Figure 5.9. To clarify, the line 
disconnection changes the power system topology, which also affects the generator 
coherency. In this case, as indicated in Figure 5.8 - bottom, the proposed reverse data 
selectivity method identifies the interfering pre- and post-event coherency indices in the 
given observation window (mind the intersection between the black stems and red line in 
Figure 5.8 - bottom). In the next step, the method also identifies the transition point (mind 
the blue dot in Figure 5.8 - bottom) and discards the pre-event measurements (mind the red 
area in Figure 5.8 - top). In this way, only the post-event coherency indices are taken into 
account for further processing. 

The change in generator coherency, caused by the topology change, can also be 
observed in Figure 5.7 as a jump in the PC1 (mind the black coloured line and its vertical 
increase from 8 to 9 in x-axis). Herby, an increase in ∆DVGA[9] above the tran_tresh 
triggers the activation of the transient mode for the following five coherency estimation 
instances (mind the red steams from 9 to 13 in x-axis). Afterwards, the adaptive tracking 
method switches back to permanent mode due to the new quasi-steady-state conditions 
(mind the blue steams from 14 to 22 in x-axis in Figure 5.7).  
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Figure 5.8: Detected interfering pre- and post-event coherency indices after the topology change (bottom); and the 
corresponding low-pass filtered frequency measurements (top). The red area marks the rejected pre-event 

measurements. 
 

As seen in Figure 5.7, the PC1 gradually stabilise in new value after the initial jump 
indicating new quasi-sustained conditions and corresponding coherency configuration 
(mind the relatively narrow section of the black coloured line between 9 and 22 in x-axis). 
Immediately after the fault and line disconnection (see Figure 5.8 - top), the proposed 
algorithm identifies new four coherent groups as c1 = {G1}, c2 = {G2, G3, G10}, c3 = {G4, 
G5, G6, G7}, and c4 = {G8, G9} continuously. Compared to the use-case A (pre-event), the 
generator G8 of group c2 and G9 of group c3 split from their existing groups (mind Figure 
5.5 - top) and form a new independent group c4 as a result of the topology change following 
the line disconnection. 

On the contrary, the benchmark method identifies nine coherent groups with only 
generator G6 and generator G7 belonging to the same coherent group (see Figure 5.9 and 
Table 5.2). Similar occurs following five times (taking ~ 11 s) after the fault before it 
matches the results of the proposed algorithm. Yet, the benchmark method continues to 
produce variable results, while on the contrary, the proposed algorithm continuously 
identifies precisely the same groups as immediately after the line disconnection. 
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Figure 5.9: Applied fault resulting in the permanent line trip, where the benchmark method identifies nine groups 
of coherent generators (mind the legend colours). 

 
Following 37 s of the simulation after the initial fault, the B2-B25 line is reconnected, 

leading back to the same topology as in use-case A (mind the red area in Table 5.2 between 
23rd and 32nd instance). Hereby, the proposed algorithm first identifies five groups of 
coherent generators (see Figure 5.10 - top) as c1 = {G1}, c2 = {G2, G3}, c3 = {G4, G5, G6, 
G7}, c4 = {G8, G10}, and c5 = {G9}. This moment can be observed in Figure 5.7 at 
∆DVGA[23] when the tracking algorithm switches to a transient mode due to the line 
reconnection. Also, in this use-case, the proposed algorithm identifies the interfering 
coherency indices due to the topology change (see Figure 5.10 - bottom). In the next three 
coherency identification instances, the algorithm identifies four groups of coherent 
generators (see Figure 5.10 - top) as c1 = {G1}, c2 = {G2, G3, G8, G10}, c4 = {G4, G5, G6, 
G7}, c4 = {G9}. Afterwards, the algorithm starts to identify the same groups as in use-case 
A, as a response of the generator G9 resynchronisation with the group c3. This moment is 
seen in Figure 5.7, where the PC1 drops in steps and stabilise near its initial value of use-
case A (mind the relatively narrow section of the black coloured line between 23 and 32 in 
x-axis). 

 



110         Chapter 5 

 

 

 
Figure 5.10: Detected interfering pre- and post-event coherency indices after the line reconnection (bottom); and 
corresponding low-pass filtered frequency measurements (top). The red area marks the rejected pre-event 
measurements. 

 
On the other hand, after the line reconnection, the benchmark method first identifies the 

same nine groups as when the line B2-B25 is disconnected followed by producing variable 
results in time as seen in Table 5.2 (mind the red area). After five instances, the benchmark 
method matches with the proposed algorithm results. 

 THREE-PHASE SELF-CLEARED FAULT ON BUS B14 

In this example (mind the green area in Table 5.2 between 33rd and 37th instance), quasi-
steady-state conditions as in the use-case A, are followed by a three-phase 80 ms self-
cleared fault on bus B14 at 78.1 s of the simulation leading to the system perturbation as 
seen in Figure 5.11 - top. As it can be seen in Figure 5.7 at ∆DVGA[33] and in PC1 (mind 
the narrow section of the black coloured line between 33 and 37 in x-axis), the slow 
coherency indices do not change significantly after the fault. This leads that the proposed 
algorithm continuously identifies the same groups of slow coherent generators c1 = {G1}, 
c2 = {G2, G3, G8, G10}, and c3 = {G4, G5, G6, G7, G9} precisely as in the use-case A and 
use-case B after the line reconnection.  
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Figure 5.11: Continuously identified three coherent generator groups before and after the three-phase self-cleared 
fault (top); and corresponding reverse data selectivity (bottom) indicating no major coherency change after the 
event. 
 

To clarify, the applied temporal fault does not affect the system structure permanently, 
leading to sustained slow coherency identification before and after the fault. This behaviour 
is expected and is in accordance with the slow coherency theory [181]. On the contrary, the 
benchmark method is significantly affected by the temporary fault perturbation resulting in 
identified nine coherent groups with only generator G6 and generator G7 belonging to the 
same group, following the variable results over time. 
 

TABLE 5.2 

Results of simulation 

Instance (time) Proposed algorithm Benchmark method 

1. (2.06 s) 
{G1} {G2, G3, G8, G10} 

{G4, G5, G6, G7, G9}
{G1} {G2, G3, G4, G5, G6, G7, G8, G9, G10} 

2. (3.75 s) 
{G1} {G2, G3, G8, G10} 

{G4, G5, G6, G7, G9}
{G1} {G2, G3, G8, G10} 

{G4, G5, G6, G7, G9} 

3. (5.03 s) 
{G1} {G2, G3, G8, G10} 

{G4, G5, G6, G7, G9}
{G1} {G2, G3, G4, G5, G6, G7, G8, G9, G10} 

4. (6.55 s) 
{G1} {G2, G3, G8, G10} 

{G4, G5, G6, G7, G9}
{G1} {G2, G3, G4, G5, G6, G7, G8, G9, G10} 

5. (8.5 s) 
{G1} {G2, G3, G8, G10} 

{G4, G5, G6, G7, G9}
{G1} {G2, G3, G8, G10} 

{G4, G5, G6, G7, G9} 

6. (10.46 s) 
{G1} {G2, G3, G8, G10} 

{G4, G5, G6, G7, G9}
{G1} {G2, G3, G4, G5, G6, G7, G8, G9, G10} 

7. (12.43 s) 
{G1} {G2, G3, G8, G10} 

{G4, G5, G6, G7, G9}
{G1} {G2, G3, G4, G5, G6, G7, G8, G9, G10} 

8. (14.05 s) 
{G1} {G2, G3, G8, G10} 

{G4, G5, G6, G7, G9}
{G1} {G2, G3, G8, G10} 

{G4, G5, G6, G7, G9} 

9. (19.81 s) {G1} {G2, G3, G10} {G4, G5, G6, G7} {G1} {G2} {G3} {G4} {G5} {G6, G7} {G8} 
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{G8, G9} {G9} {G10} 

10. (21.85 s) 
{G1} {G2, G3, G10} {G4, G5, G6, G7} 

{G8, G9}
{G1} {G2} {G3} {G4} {G5} {G6, G7} {G8} 

{G9} {G10}

11. (24.03 s) 
{G1} {G2, G3, G10} {G4, G5, G6, G7} 

{G8, G9}
{G1} {G2} {G3} {G4} {G5} {G6, G7} {G8} 

{G9} {G10}

12. (26.43 s) 
{G1} {G2, G3, G10} {G4, G5, G6, G7} 

{G8, G9}
{G1} {G2, G3} {G4, G5, G6, G7} {G8} {G9} 

{G10}

13. (28.55 s) 
{G1} {G2, G3, G10} {G4, G5, G6, G7} 

{G8, G9}
{G1} {G2, G3, G4, G5, G6, G7, G10} 

{G8, G9}

14. (30.96 s) 
{G1} {G2, G3, G10} {G4, G5, G6, G7} 

{G8, G9}
{G1} {G2, G3, G10} {G4, G5, G6, G7} 

{G8, G9}

15. (34.18 s) 
{G1} {G2, G3, G10} {G4, G5, G6, G7} 

{G8, G9}
{G1} {G2, G3, G10} {G4, G5, G6, G7} 

{G8, G9}

16. (37.48 s) 
{G1} {G2, G3, G10} {G4, G5, G6, G7} 

{G8, G9}
{G1} {G2, G3, G8, G9, G10} 

{G4, G5, G6, G7} 

17. (40.2 s) 
{G1} {G2, G3, G10} {G4, G5, G6, G7} 

{G8, G9}
{G1} {G2, G3, G10} 

{G4, G5, G6, G7, G8, G9} 

18. (42.45 s) 
{G1} {G2, G3, G10} {G4, G5, G6, G7} 

{G8, G9}
{G1} {G2, G3, G10} {G4, G5, G6, G7} 

{G8, G9}

19. (46.36 s) 
{G1} {G2, G3, G10} {G4, G5, G6, G7} 

{G8, G9}
{G1} {G2, G3, G10} {G4, G5, G6, G7} 

{G8, G9}

20. (49.81 s) 
{G1} {G2, G3, G10} {G4, G5, G6, G7} 

{G8, G9}
{G1} {G2, G3, G10} 

{G4, G5, G6, G7, G8, G9} 

21. (51.55 s) 
{G1} {G2, G3, G10} {G4, G5, G6, G7} 

{G8, G9}
{G1} {G2, G3, G10} {G4, G5, G6, G7} 

{G8, G9}

22. (53.43 s) 
{G1} {G2, G3, G10} {G4, G5, G6, G7} 

{G8, G9}
{G1} {G2, G3, G10} {G4, G5, G6, G7} 

{G8, G9}

23. (57.1 s) 
{G1} {G2, G3} {G4, G5, G6, G7} 

{G8, G10} {G9}
{G1} {G2} {G3} {G4} {G5} {G6, G7} {G8} 

{G9} {G10}

24. (59.01 s) 
{G1} {G2, G3, G8, G10} 
{G4, G5, G6, G7} {G9}

{G1} {G2} {G3} {G4} {G5} {G6, G7} {G8} 
{G9} {G10}

25. (60.98 s) 
{G1} {G2, G3, G8, G10} 
{G4, G5, G6, G7} {G9}

{G1} {G2, G3} {G4, G5, G6, G7} {G8, G10} 
{G9}

26. (62.96 s) 
{G1} {G2, G3, G8, G10} 
{G4, G5, G6, G7} {G9}

{G1} {G2, G3, G8, G10} 
{G4, G5, G6, G7, G9} 

27. (65.01 s) 
{G1} {G2, G3, G8, G10} 

{G4, G5, G6, G7, G9}
{G1} {G2, G3, G4, G5, G6, G7, G8, G9, G10} 

28. (66.65 s) 
{G1} {G2, G3, G8, G10} 

{G4, G5, G6, G7, G9}
{G1} {G2, G3, G8, G10} 

{G4, G5, G6, G7, G9} 

29. (69.18 s) 
{G1} {G2, G3, G8, G10} 

{G4, G5, G6, G7, G9}
{G1} {G2, G3, G8, G10} 

{G4, G5, G6, G7, G9} 

30. (71.75 s) 
{G1} {G2, G3, G8, G10} 

{G4, G5, G6, G7, G9}
{G1} {G2, G3, G8, G10} 

{G4, G5, G6, G7, G9} 

31. (74.11 s) 
{G1} {G2, G3, G8, G10} 

{G4, G5, G6, G7, G9}
{G1} {G2, G3, G4, G5, G6, G7, G8, G9, G10} 

32. (76.31 s) 
{G1} {G2, G3, G8, G10} 

{G4, G5, G6, G7, G9}
{G1} {G2, G3, G8, G10} 

{G4, G5, G6, G7, G9} 

33. (78.43 s) 
{G1} {G2, G3, G8, G10} 

{G4, G5, G6, G7, G9}
{G1} {G2} {G3} {G4} {G5} {G6} {G7} 

{G8} {G9} {G10} 

34. (80.53 s) 
{G1} {G2, G3, G8, G10} 

{G4, G5, G6, G7, G9}
{G1} {G2} {G3} {G4} {G5} {G6, G7} {G8} 

{G9} {G10}

35. (81.78 s) 
{G1} {G2, G3, G8, G10} 

{G4, G5, G6, G7, G9}
{G1} {G2} {G3} {G4} {G5} {G6, G7} {G8} 

{G9} {G10}

36. (83.18 s) 
{G1} {G2, G3, G8, G10} 

{G4, G5, G6, G7, G9}
{G1} {G2} {G3} {G4} {G5} {G6, G7} {G8} 

{G9} {G10}

37. (84.56 s) 
{G1} {G2, G3, G8, G10} 

{G4, G5, G6, G7, G9}
{G1} {G2, G3, G8, G10} {G4, G5, G6, G7} 

{G9}
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5.4 DISCUSSION OF THE RESULTS 

The first part of this section elaborates on the findings of the comparison between the 
proposed algorithm and the benchmark method. In the second part, a detailed performance 
assessment of the proposed method is conducted and articulated. 

5.4.1 COMPARISON WITH THE BENCHMARK METHOD 

The results, presented in Section 5.3, demonstrate that the proposed algorithm overcomes 
the limitations of the benchmark method for the purpose of ICI. In particular, the low-pass 
filtering of measurements (discussed in Section 5.2.2) of the proposed algorithm enables 
identification of slow coherent generator groups based on the superposition of the crucial 
inter-area oscillation modes only, while the benchmark method uses raw measurements 
containing higher frequency local modes and transients. As shown, the improved similarity 
method (discussed in Section 5.2.3) can assess the coherency indices in greater detail, 
leading to more sustained results and identification of slow coherent areas with different 
frequencies, while the benchmark method cannot distinguish different frequency zones 
(mind Figure 5.6). The adaptive observation window length method (discussed in Section 
5.2.4) identifies the minimum number of processed samples for fast identification of 
generator slow coherent groups following a contingency, while the benchmark method uses 
a fixed observation window length. Especially, after a significant disturbance leading to the 
change in slow coherency, the proposed reverse data selectivity (discussed in Section 5.2.5) 
prevents mixing of interfering pre- and post-event coherency indices and retains only the 
measurements belonging to the post-event for more reliable results, while the benchmark 
method does not take that into account. The proposed adaptive tracking method (discussed 
in Section 5.2.6) makes the results more robust to temporal changes in coherency indices, 
while still permits adaptiveness of result in case of significant changes. On the contrary, the 
benchmark method does not perform adaptive tracking and produces results solely on 
identified most recent coherency indices (sometimes misleading), leading to altering results 
even during quasi-sustained power system state. As demonstrated in Figure 5.7, the applied 
PCA enables unprecedented visual demonstration of changes in generator slow coherency 
indices over time (discussed in Section 5.2.7). Finally, the fixed clustering parameter γc = γr 
in the benchmark method leads to the high number of identified clusters following a 
disturbance, while the proposed AP preference parameter method can dynamically adapt to 
the present conditions (discussed in Section 5.2.8), leading to sustained and more robust 
results.  

5.4.2 PROPOSED ALGORITHM’S REQUIREMENTS AND PERFORMANCE 

This research work assumes that each generator unit is observed by a PMU installed at its 
terminal. However, in the case of the limited generator observability in practice, one could 
use a single PMU to monitor the behaviour of a generation region of electrically-short-
connected slow coherent generators, such as large power plants. However, beforehand, a 
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comprehensive dynamic equivalencing analysis of the detailed power system model should 
be performed. 

Moreover, 60 fps PMU reporting rate is used for the analysis, while in practice 30 fps or 
less might be available only. Nevertheless, the preformed simulations (not part of this thesis) 
confirm that the proposed algorithm performance is not affected in the case of used 10, 15, 
or 30 fps PMU reporting rate. The readers are encouraged to run the offline simulation 
available on the Code Ocean [209] to obtain the corresponding results. 

As observed in Figure 5.5, Figure 5.8, Figure 5.10 and Figure 5.11, the amplitudes of 
frequency measurements are altered as a side effect of the applied low-pass FIR filtering 
beforehand. This has no adverse effect on the results of the proposed algorithm. 

During the simulation of all three use-cases (37 coherency identifications in total), a 
median observation window length of 113 samples (1.933 s) with 52 samples of standard 
deviation is determined automatically. It takes 0.36 ms execution time to process 950 
samples of the median observation window (mind ten generators). After (5.8) is satisfied, it 
takes an additional 24.2 ms to perform reverse data selectivity, tracking, and generator 
clustering, while the benchmark method requires only 1.5 ms in total. In this case, the 
clustering takes 2.9 ms execution time. To summarise, the average coherency identification 
latency 𝜏௧௢௧௔௟ can be defined as: 

𝜏௧௢௧௔௟  ൌ 𝜏௉ெ௎  ൅ 𝜏௖௢௠௠ ൅ 𝜏௉஽஼ ൅ 𝜏ௌ஺஽ி ൅ 𝜏௙௜௟௧ ൅ 𝜏௪௜௡ ൅ 𝜏௣௥௢௖ 

ൎ  21 𝑚𝑠 ൅  1 𝑚𝑠 ൅  0.6 𝑚𝑠 ൅ 1.5 𝑚𝑠 ൅ 1.05 𝑠 ൅ 0.96 𝑠 ൅ 24.3 𝑚𝑠  
ൌ 2.05 𝑠 

(5.21) 

where: 
• τPMU is the PMU measurement delay; 
• τcomm is the delay between the PMU, Phasor Data Concentrator (PDC), and SADF; 
• τPDC is the PDC processing delay; 
• τSADF is SADF parsing delay of the PMU measurements; 
• τfilt is the low-pass filter delay; 
• τwin is the delay of an observation window centre (M/2); 
• τproc is the proposed algorithm processing delay. 

 
As observed in (5.21), the unavoidable low-pass filtering and observation window length 
are the most significant factors contributing to the overall latency. Still, this mostly 
outperforms the existing methods due to the relatively short observation window used.  

Additionally, the required execution time of the proposed AP preference p parameter 
method together with the AP clustering is evaluated for a different number of nodes. For 
this, the median execution time of 100 iterations of randomly generated distance matrices 
concerning the increasing number of nodes to partition is compared. Hereby, the AP 
clustering automatically stops when the results of the last 20 iterations converge. The 
following Table 5.3 and Figure 5.12 present the obtained results. It can be observed that the 
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required execution time to cluster the nodes exponentially increases with the increasing 
number of nodes. The glitches in the figure are the result of the PC’s internal processing of 
other tasks, resulting in increased processing time. 

In summary, the adverse coherency identification latency, particularly affecting the 
supported closed-loop control applications, depends on many case dependent factors. 
Notably, one should consider delays associated with the PMU measurement, remote data 
acquisition, PDC time-aligning, coherency identification, application’s processing, and 
final control signal conveying to remote actuators. It is essential to carefully assess overall 
latency to assure the adequate response of mission-critical applications in time. 
 

TABLE 5.3 

AP preference p method and AP clustering execution time 

Number of nodes Execution time [s]  Number of nodes Execution time [s] 

10 0.0028  160 0.2867 

20 0.0041  180 0.4152 

40 0.0087  200 0.5880 

60 0.0180  220 0.8045 

80 0.0345  240 1.0631 

100 0.0634  260 1.4204 

120 0.1076  280 1.8426 

140 0.1863  300 2.3729 

 
 

 
Figure 5.12: Proposed preference adjustment parameter method and AP clustering execution time required 
concerning the increasing number of nodes to partition. 
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5.5 CONCLUDING REMARKS 

This chapter proposed a novel SMT supported algorithm for an online and near real-time 
tracking of grouping changes of the slow coherent generators in an interconnected power 
system. The conducted research work elaborated on the identified challenges and proposed 
the solutions to overcome them. 

The outcome of this chapter research work is the measurement-based algorithm for 
online identification of groups of slow coherent generators. Hereby, the generators are 
partitioned into slow coherent groups based on the superposition of the inter-area 
oscillation modes during the quasi-steady-state and electromechanical transient period 
following a disturbance. The results of this research work show that the applied low-pass 
filtering of PMU frequency measurements is the crucial step for measurement-based 
generator slow coherency identification since it retains only the slow inter-area oscillation 
frequencies of interest. The research work built on top of the benchmark method and 
proposed the improved generator dissimilarity measure, which considers the direction and 
strength of electromechanical coupling between generators for thorough identification of 
coherency indices. This step, compared to the benchmark method, leads to more robust 
results and identification of generator regions with different frequencies. The new adaptive 
observation window method dynamically determines the minimum number of required 
measurement samples to be processed in an observation window. Compared to 
conventional methods with fixed observation window length, this step enables faster 
response and reduces the identification time delay. Especially during critical post-event 
conditions, the novel data selectivity algorithm detects mixing of interfering coherency 
indices of an observation window and retains only the measurements, containing post-event 
coherency indices, used for further clustering. This step significantly improves the accuracy 
of the crucial results immediately after the event. The novel adaptive coherency tracking 
method, which adapts to the present system state in order to suppress temporal coherency 
changes during quasi-steady-state while enables fast response during the electromechanical 
transient period following an event, makes the results more robust compared to the 
benchmark method. This chapter also addressed the challenge concerning the determination 
of an optimal number of coherent groups. The proposed AP preference p adjustment 
method enabled automatic identification of the outlier generators and adaptive 
determination of a finite number of coherent groups. In combination with the AP clustering, 
the proposed method enabled the efficient partition of the generators into corresponding 
coherent groups. Finally, the model-independent design and low-computational complexity 
of the proposed algorithm are unique properties, which make it suitable for online use in 
advanced SIPS, in particular as a part of ICI and PSS tuning applications. For ease of the 
result reproducibility, the MATLAB implementation of the proposed algorithm and the 
simulation dataset are available as an open-source on the Code Ocean platform. Future 
work may involve isolation of the dominant inter-area mode in an interconnected power 
system and partition the corresponding generators accordingly. 



 

 

CHAPTER 6 
 

CONCLUSIONS AND FURTHER 

RESEARCH DIRECTIONS 

This thesis provided insight into required power system developments to overcome the 
emerging operational challenges imposed by the energy transition. In this context, the thesis 
presented the developed Synchronised Measurement Technology (SMT) supported cyber-
physical experimental testbed and the proposed MATLAB implementation of the IEEE Std. 
C37.118.2-2011 specifications, enabling simplified design and online validation of Wide 
Area Monitoring, Protection, and Control (WAMPAC) applications. Finally, to improve 
situational awareness and facilitate the design of emergency control schemes, this thesis 
proposed two synchro-measurement supported algorithms for online disturbance detection 
and online identification of slow coherent generators, respectively. This final chapter 
concludes the thesis and addresses further research directions. 

6.1 THESIS CONCLUSIONS 

In the face of the technological pace related to the energy transition, there is hope that in the 
future, the energy supply will be entirely based on renewable, clean, sustainable and 
affordable energy sources. 
 

“Technological progress comes from doing things differently in an unpredictable way. 
The future is not an extrapolation of the past.” 
- Stanton Friedman 
 
As history would have it, progress comes from doing things differently. The traditionally 
designed power systems have been continuously evolving into more efficient, decentralised, 
more sustainable and environmental-friendly interconnected power systems while 
incorporating a wide variety of technologies on the way to advance. Particularly, in the last 
decade, the power systems have been changing progressively as a result of the energy 
transition developments. In parallel, these developments have been imposing new 
challenges and requirements for the power system operation and control. 
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Chapter 1 discussed the existing and emerging operational and control challenges of 
modern power systems. As elaborated in the chapter, to prevent and mitigate power 
disruptions in the future, constructive actions reflected in new technological developments 
in combination with their profound integration into existing power systems, and radical 
adaptation of the operation and control procedures need to be considered. 

 
“If you can’t measure it, you can’t manage it.” 

- Peter Drucker 
 
As discussed in the chapter, it is crucial not only to identify incipient technological 
advances to meet the operational requirements of today and the future power systems but 
above all, at an early stage, to provide a comprehensive and detailed insight into the power 
system state and operating boundaries. Notably, the lack of SMT supported system-wide 
observability and advanced situational awareness applications, hampers the ability of the 
power system operators to operate the grid effectively and proactively. Also, it limits the 
design of advanced protection and control schemes requiring such monitoring applications 
in their pre-step. Nevertheless, the lack of cutting-edge research and testing facilities to 
translate the theory into practice, in particular, enabling fast prototyping of new ideas into 
functionalities and products that are thoroughly validated on actual power system models, 
hampers the pace of innovation in the power systems. Hence, the primary research 
objective of this thesis was to enhance the interconnected power system situational 
awareness with the aim of reinforcing the power systems reliability, and to develop a 
cyber-physical simulation testbed for online evaluation of the emerging WAMPAC 
applications under realistic conditions in real-time. 
 
In the face of the research objective, Chapter 2 provided an overview of the state-of-the-art 
SMT and its supported WAMPAC applications. As discussed in the chapter, the SMT 
provides unprecedented observability of power system phenomena compared to the 
traditional SCADA system. Especially, the increased resolution, accuracy, common time 
synchronisation and the relative phase angle of measurements make the SMT applicable for 
WAMPAC in large-scale interconnected power systems particularly. Nevertheless, as 
pinpointed, before being implemented into the real-world power systems, thorough 
assessment and validation of the WAMPAC applications under realistic conditions are 
required. Furthermore, the chapter elaborated on the high degree of complexity associated 
with WAMPAC and presented the essential implementation aspects to be considered. As 
concluded, the conventional software-based simulation tools are not applicable for mission-
critical validation purposes of WAMPAC applications to guarantee their reliable operation. 
Hence, to serve this purpose, the chapter presented the developed WAMPAC-ready cyber-
physical experimental testbed, enabling thorough validation of WAMPAC applications in 
the isolated and closed-loop supported simulation environment in real-time. Nevertheless, 
the testbed features HIL support, making it applicable for compliance testing of diverse 
power system monitoring, protection, and control devices and applications. Moreover, as a 
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part of the testbed, the chapter presented the developed web-based SMT monitoring 
platform. As demonstrated in Chapter 3 - 5, the experimental testbed can be used as a 
groundwork for future developments related to WAMPAC. 
 
At the beginning of the research work of this thesis, there was a lack of user-friendly tools 
for development, validation, and seamless integration of WAMPAC applications into an 
SMT supported power system. Hence, the outcome of Chapter 3 is the 
Synchro-measurement Application Development Framework (SADF) software library, 
which for the first time enabled online receiving and parsing of machine-readable synchro-
measurements into a human-readable format in the MATLAB programming environment in 
real-time. First, the chapter discussed the limitations of the conventional software bus 
measurements for the design and validation of WAMPAC applications. Moreover, the 
chapter motivated the seamless and online use of synchro-measurements for these delicate 
tasks. This research work filled the scientific gap between the IEEE Std. C37.118-2005 
(communication part) and IEEE Std. C37.118.2-2011 specifications and their 
implementation by proposing a robust communication technique and efficient synchro-
measurement data parsing method. Unique about this work is that SADF is the first open-
source available implementation of the IEEE Std. C37.118.2-2011, which supports TCP, 
UDP, or combination of both for the online receiving of synchro-measurements. As 
demonstrated in Chapter 3, Chapter 4 and Chapter 5 of this thesis, combining the SADF 
library with MATLAB's signal processing and visualisation functions enables the rapid 
prototyping of advanced online WAMPAC applications. To facilitate seamless and online 
use of synchro-measurements for the WAMPAC application design of the research 
community, the proposed SADF implementation is available as an open-source on GitHub 
repository. Further work is needed to convert the proposed SADF library into C or a similar 
high-performance programming language for industrial use. 

 
To improve the situational awareness of power systems, Chapter 4 presented the SMT 
supported online disturbance detection, suitable for adaptive detection of disturbances in 
AC and HVDC power grids in near real-time. Unique about this work is that for the first 
time it made use of PMUs to deliver time-synchronised measurements of HVDC voltage 
and current. This made the proposed algorithm applicable in AC and HVDC power grids. 
As demonstrated, the algorithm is capable of identifying the disturbance occurrence and 
clearance measurement sample based on the adaptive threshold, driven by the measurement 
variance. This made the algorithm adaptive and robust to load fluctuations and noise. The 
algorithm is applicable as a pre-step of backup protection schemes or as a standalone 
situational awareness application. Further research work is needed to establish the 
automatic classification of identified disturbances.  
 
Recent developments in the research community suggest the increasing trend in the design 
of distributed agent-based applications. However, it is important to note that some 
applications, e.g., addressing grid-wide stability challenges, often require centrally based 
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system-wide observability for their profound operation. For example, in Chapter 5, the 
proposed SMT supported algorithm for online identification of grouping changes of slow 
coherent generators for its operation requires centrally collected synchro-measurements 
from the generators’ terminals. Since the inter-area modes of interest, in this case, often 
encompass multiple power systems, it is crucial to establish a safe and reliable PMU data 
exchange between all the utilities of an interconnected power system. Additionally, the 
continuously evolving power systems require constant online monitoring, in order to in 
time detect any newly excited, or any change in existing inter-area modes. However, 
despite the significant amount of earlier research work on the generator coherency topic, 
the existing methods are mostly not applicable for an online, direct, and reliable use in real-
world power systems. Hence, to address the unresolved challenges, Chapter 5 proposed a 
novel SMT supported adaptive algorithm, suitable for near real-time tracking of grouping 
changes of slow coherent generators during quasi-steady-state and the electromechanical 
transient period following a disturbance in the grid. The conducted research presented in 
the chapter, first, identified the remaining challenges, which were then subsequently 
addressed by the proposed solutions, compounded into the algorithm. Unique about this 
work is the new data selectivity method, which for the first time prevented mixing of the 
interfering pre- and post-event coherency indices within a given observation window and 
retained only the post-event one. This step enabled more accurate results immediately after 
a critical event. Likewise, the novel adaptive tracking method enabled more robust results 
during quasi-steady-state and more responsive tracking during the electromechanical 
transient period following an event, when as a response, the groups of slow coherent 
generators might change. Further, it features an improved generator dissimilarity measure 
method, which enabled a more thorough assessment of the generator coherency indices as a 
direction and strength of the electromechanical coupling between generators. Also, the new 
preference adjustment method of AP clustering, which adaptively determined the optimal 
number groups and partitioned the outlier generators as independent clusters, was shown to 
be able to dynamically adapt to the present conditions, leading to improved accuracy of the 
results. All together in combination with the novel adaptive observation window method, 
which determined the minimum number of samples to be processed for near real-time 
coherency identification, fosters the design of fast-acting and adaptive SIPS, such as ICI. 
Further research is needed to separate inter-area oscillation modes, to identify the critical 
one and partition the generators accordingly. 
 

“The diamond couldn’t withstand the pain. I wonder what makes paper that strong.” 
- p$K 
 
As a final remark, the major challenge, faced in this thesis, was to design the measurement-
based solutions, suitable for online and near real-time operation. This requirement came 
from the Author’s personal belief that all the developments should be more or less directly 
applicable to real-world power systems. However, as discussed in Chapter 1, the power 
systems, or in other words, the heart of the modern world has been experiencing the 
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increasing number and severity of power outages, and is at risk due to the changes imposed 
by the energy transition. In order to prevent and mitigate power disruptions in the future 
and facilitate new developments towards more sustainable and environmental-friendly 
future power systems, closer cooperation between the research institutions and the industry 
is necessary. To put it differently; for the sake of our own good and generations to come, if 
not urgently before, now it is the high time to transfer the theory into practice, before being 
too late. 

6.2 FURTHER RESEARCH DIRECTIONS 

 

“The digitisation can propel the power systems in a way as the electrification did the 
industry.” 
- Matija Naglič 
 
The recent advancements in power system digitisation, in particular, the IEC Std. 61850 
based digital substation, bring technological advances and unprecedented opportunities. 
One of the main gains of a digital substation is that the electrical signals are digitised at the 
source, leading to improved measurement accuracy. The abundance of microprocessor 
devices in digital substation’s components enables real-time performance conditioning and 
ease of the device configuration remotely. The improved monitoring of components and 
high sampling rates advance the power system observability. Besides, the intra- and inter-
substation peer-to-peer or peer-to-many IEC 61850 standard based communication enables 
the development of distributed and centralised intelligence. For example, this empowers the 
design of advanced protection and control schemes that are distributed amongst multiple 
IEDs within a substation or between multiple substations. Despite the many benefits and 
matureness of the digital substation technology, it rarely sees the light of day, but the 
gradual increase in recent deployments suggests its bright future. 
 

“The triggering fact is that the EMS/SCADA developments are not in line with the 
power grid changes. The level of EMS/SCADA developments should always be one step 
ahead, to prepare the power system operators for future challenges. To think about, it may 
be that the current EMS/SCADA functionality imposes an overlooked time-bomb, 
manifested in an inability to adequately monitor, protect and control the power system in 
time.” 
- Matija Naglič 
 
A typical control centre, used nowadays to operate the power system, was initially designed 
to meet the operational requirements defined in the late 1960s. Despite the technological 
advances in SMT, digitalisation, high-speed telecommunication links, and increased 
computational capacity, the EMS/SCADA developments are not in line with the power 
network changes. The limited in time and space SCADA monitoring has a direct impact on 
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the observability of the power system phenomena. This affects the situational awareness of 
power system operators in a control room and in turn leads to a utopic misconception that 
the power system is under no stress predominantly. Also, the typical protection and control 
schemes, disseminated in remote substations, are primarily based on pre-determined and 
non-adaptive execution sequences that take into account only local information. This may, 
in combination with the increasing power system dynamics, trigger the undesired operation 
of conventional protection leading to cascading outages and devastating consequences. The 
lack of adaptive, fast response and system-wide coordinated control schemes may lead to 
unexpected instabilities and blackouts. To support the power system operators and prevent 
the out of hand situations, there is an increasing need for a Control Room of Future (CRoF) 
to meet the operation and control requirements of the today and the future power systems. 
 

“The CRoF is relatively cost-efficient to build, but may be very expensive for society to 
do without.” 
- Matija Naglič 
 
The CRoF should decrease the workload of the power system operators and improve their 
response time, meanwhile enable proactive, more flexible, and economically efficient 
power system operation and control. Certainly, the real-time situational awareness should 
provide a holistic view and detailed insight into the power system state and operating 
boundaries, enabling immediate disturbance detection and comprehensive event analysis in 
real-time. Further, an improved primary- and backup protection system should self-adapt to 
the power system state changes in order to enable a reliable operation whenever needed, 
avoid unnecessary operations in case of harmless disturbances, and enable rigorous wide-
area protection by taking system-wide considerations. Likewise, an adaptive and 
coordinated remedial-control system should timely execute a minimal number of the 
system-wide coordinated remedial actions to arrest and mitigate critical instabilities and 
bring the system to a stable state. Moreover, an advanced prediction system should enable 
proactive grid operation by performing advanced time-projection analysis of the online 
tuned digital power system model to reduce the occurrence of contingencies. An advanced 
decision-support system should assist the power system operators in improving their 
operational decisions in means of human-error reduction and power system optimisation. 
Also, it should reduce the power system operators’ event response-time by automating the 
automation in means of advancing the existing emergency control procedures. This 
research field requires a broad spectrum of engineers with multidisciplinary expertise not 
only from the power system field, but also from the telecommunication and information 
systems, digital signal processing, data science, GUI design, and psychology. 
 

“If we wait for the governments, it will be too little, too late. If we act as individuals, it 
will be too little. But if we act as communities, it might just be enough, just in time.” 
- Rob Hopkins 
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The electric power sector has traditionally been served by large industrial companies selling 
hardware, of which developments have been mainly motivated throughout short-term 
financial gains. This not only limits the pace of innovation but also prevents the integration 
of hardware from other vendors due to vendor locked paradigm. However, the increasing 
trend in new often small high-tech companies adopting open-source tools shakes the 
conventional power market. Despite apparent benefits and potential, those companies lack 
trust due to the black-box paradigm, where advanced solutions are intentionally provided 
with no or limited knowledge of their internal workings. However, incipient open-source 
communities, featuring a neutral ground ecosystem, may ignite a new era of accelerated 
innovation and integration of advanced technologies in the energy sector. These 
communities, such as Linux Foundation Energy, promote open-source code of verified 
projects, developed by their members. The future seems to be in open-source. Yet, every 
innovation requires transparency and thorough validation before being applied. 
 

“Dream big, act small.” 
- Mart A.M.M. van der Meijden 
 
The path of research and developments towards CRoF is full of unknowns, but every path 
has its start. Before being implemented into the grid, thorough vulnerability assessment and 
analyses on how the existing power systems accommodate the existing and emerging 
hardware and software components (further referred to as technologies) should be 
performed. The lack of advanced experimental testbeds, used to thoroughly verify the state-
of-the-art technologies on a large-scale power system model, leads to mistrust of outside 
experts and in turn deflects the novel developments. To facilitate the use of state-of-the-art 
WAMPAC applications in existing power systems, and promote innovative developments 
towards CRoF, an advanced real-time capable cyber-physical experimental testbed is 
needed. The testbed should enable to preform sensitive simulations on large-scale power 
system models, critical analysis, and online testing of the existing and emerging 
technologies as hardware- and software-in-the-loop, respectively. Moreover, the testbed 
should encompass an actual control room for demonstration and training purposes of the 
power system operators. The operators would get acquainted with the performance of the 
newly developed algorithms, control room applications, and hardware components; perform 
complex operation scenarios; and practice closed-loop emergency control actions. This 
would enable a unique opportunity for the power system operators to meet, test, and adopt 
novel technologies thoroughly under realistic conditions in an isolated and flexible 
simulation environment, before being deployed in the real-world power systems. Moreover, 
this testbed would serve as a hub for the power utilities, vendors, and research organisations 
to promote their cooperation towards innovative developments.  
 

“Some people call this artificial intelligence, but the reality is this technology will 
enhance us. So instead of artificial intelligence, I think we'll augment our intelligence.”  
- Ginni Rometty 
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The increasing power system complexity (as a result of the energy transition) and 
observability of power system phenomena (as a result of the power system digitalisation) 
creates needs and opportunities, respectively, for the design of advanced algorithms to 
enhance power system modelling, protection, situational awareness, and controllability. 
There is a consensus that the ultramodern Machine Learning (ML) and big-data analytics 
are superior technologies to leverage information from datasets. Indeed, there are many 
possibilities for advancements, but an explicit match between the ML’s strength and power 
system’s problem to be solved must be identified beforehand. In combination with well-
defined power system operating boundaries, the Artificial Intelligence (AI) technology, to 
which ML belongs, can be used to propel the EMS/SCADA functionality by automating the 
automation towards the CRoF. For a start, transparency between the AI technology and the 
power system must be provided, to gain trust instead of another black-box. More thorough 
research is needed to investigate how the existing and emerging technologies influence the 
power systems and if/how they affect the critical cyber-security vulnerability. It is crucial to 
identify the power system operators’ needs and to develop the related EMS/SCADA 
improvements to support them.  
 
To conclude, more directly applicable scientific research is needed to support the power 
industry. Only if thoroughly and in time dealt with the identified challenges and 
requirements of modern power systems, the resulting innovative developments will 
expedite the energy transition towards more sustainable, environmental-friendly, efficient, 
reliable and self-healing power systems. 
 

“The key to success is to imagine it first. The rest will follow.” 
- Matija Naglič 
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NOMENCLATURE 

LIST OF ABBREVIATIONS 

 
The following abbreviations are used in this thesis: 

Abbreviation Explanation 

1-LG Single Line-to-Ground  

3-LG Three-phase Line-to-Ground  

AC Alternating Current  

ADC Analog-to-Digital Converter  

AI Artificial Intelligence  

AP Affinity Propagation  

ASCII American Standard Code for Information Interchange  

CPS Cyber-Physical Systems  

CRC Cyclic Redundancy Check  

CRoF Control Room of Future  

CSV Comma Separated Value  

DEG Distributed Energy Generation  

DFT Discrete Fourier Transform  

DSO Distribution System Operator  

DWT Discrete Wavelet Transform  

EMS Energy Management System  

EV Electric Vehicles  

FIR Finite-duration Impulse Response  

fps frame per second  

FRACSEC Fraction of a Second   

GE General Electric  

GLONASS GLObal NAvigation Satellite System  

GNSS Global Navigation Satellite System  
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GPS Global Positioning System  

GUI Graphical User Interface  

HIL Hardware-In-the-Loop  

HVDC High-Voltage Direct Current  

ICI Intentional Controlled Islanding  

ICT Information and Communications Technology  

IEC International Electrotechnical Commission  

IED Intelligent Electronic Device  

IEEE Institute of Electrical and Electronics Engineers  

IESO Independent Electricity System Operator  

IET Institution of Engineering and Technology  

IETF Internet Engineering Task Force  

IIR Infinite-duration Impulse Response  

IoT Internet of Things  

IP Internet Protocol  

IP/MPLS Internet Protocol/Multiprotocol Label Switching  

IRIG-B Inter-Range Instrumentation Group code-B  

ITU International Telecommunication Union  

MAD Median Absolute Deviation  

ML Machine Learning  

MMC Modular Multilevel Converter  

MPLS Multiprotocol Label Switching  

MTU Master Terminal Unit  

NECRF Next-generation EMS supported Control Room of the Future  

OS Operating System  

PC Principal Component  

PC1 First (dominant) PC  

PCA Principal Component Analysis  

PDC Phasor Data Concentrators  

PG Pole-to-Ground  

PMU Phasor Measurement Unit  

PP Pole-to-Pole  



 

 

 

 

 

 

 

Nomenclature    127 

 

 

PPS Pulse Per Second  

PSS Power System Stabiliser  

PTP Precise Time Protocol  

QoS Quality of Service  

RES Renewable Energy Sources  

RMS Root Mean Square  

ROCOF Rate-Of-Change-Of-Frequency  

RTU Remote Terminal Unit  

SADF Synchro-measurement Application Development Framework  

SCADA Supervisory Control and Data Acquisition  

SIL Software-In-the-Loop  

SIPS System Integrity Protection Schemes  

SLA Service Level Agreement  

SMT Synchronised Measurement Technology  

SOC Second Of Century  

SPS Cyber-Physical Systems   

SWT Stationary Wavelet Transform  

SyncE Synchronous Ethernet  

TCP Transmission Control Protocol  

TSO Transmission System Operator  

TUD Delft University of Technology  

TVE Total Vector Error  

UDP User Datagram Protocol  

URSES Uncertainty Reduction in Smart Energy Systems  

UTC Universal Time Coordinated  

WAMPAC Wide Area Monitoring, Protection, and Control  

WAN Wide Area Network  

WR White Rabbit   

WT Wavelet Transform  
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LIST OF SYMBOLS AND NOTATIONS 

 
Below follows a list of this thesis used symbols and notations. 
Abbreviation Explanation 

൉ ̅ conjugation of a complex value 

ℝ, ℝn, ℝnൈn 
the real number, set of n real number components of a vector, and set of n by n real number 
components of a matrix 

ℕ  natural number 

|൉|  absolute value 

∨ logical OR 

∧ logical AND 

∩ the intersection of a set 

~ approximately  

≈ approximately equal 

≠ not equal to 

:= equal by definition 

==  exactly equal 

ϵ element of 

 ∉ not element of 

≤ less than 

≥ greater than 

arg max the argument of a function for which it is maximum 

∃  there exists 

¬ logical negation 
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challenges of modern power systems and identifies the required power system 
developments to overcome them. Next, it focuses on state-of-the-art Synchronised 
Measurement Technology (SMT) supported Wide-area Monitoring Protection and 
Control (WAMPAC) of power systems. In this context, a cyber-physical experimental 
testbed for online evaluation of the emerging WAMPAC applications under realistic 
conditions is developed. Following, to fill the scientific gap between the IEEE Std. 
C37.118-2005 (communication part) and IEEE Std. C37.118.2-2011 specifications and 
their implementation, the MATLAB supported Synchro-measurement Application 
Development Framework is developed. Next, to improve situational awareness of 
power systems, two SMT-supported algorithms are proposed. The first algorithm is 
suitable for online detection of disturbances, observed as excursions in SMT 
measurements, in AC and HVDC power grids. Whereas the second algorithm is 
suitable for online identification of grouping changes of slow coherent generators in 
an interconnected power system during quasi-steady-state and the electromechanical 
transient period following a disturbance. Finally, further research directions towards 
the Control Room of Future are presented. 
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