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Abstract

Monte Carlo (MC) simulations in ensembles with a fixed chemical potential
or fugacity, for example the grand-canonical or the osmotic ensemble, are of-
ten used to compute phase equilibria. Chemical potentials can be computed
either with an equation of state (EoS) or from molecular simulations. The
accuracy of the computed chemical potentials depends on the quality of the
(critical) parameters used in the EoS and the applied force field in the sim-
ulations. We investigated the consistency of both approaches for computing
fugacities of the industrially relevant gases CO5, CHy, CO, Hy, Ny, and H,S.
The critical temperature (T.), pressure (P.), and acentric factors (w) of these
gases are computed from MC simulations in the Gibbs ensemble. The effect
of cutoff radius and tail corrections on the computed values of 7., P., and w
is investigated. In addition, MC simulations in the Gibbs ensemble are used
to compute the VLE of the 15 possible binary systems comprising the gases
CO,, CHy, CO, Hy, Ny, and HyS, and the ternary systems CO,/CH,/H,S and
CO2/CO/H,. Binary interaction parameters (k;;) of these natural/synthesis
gas mixtures are obtained by fitting the Peng-Robinson (PR) EoS to the
binary VLE data from the MC simulations. The computed properties from
the MC simulations are compared with the PR EoS, the GERG EoS, and
experimental results. The MC results show that including tail corrections
in the simulations is crucial to obtain accurate critical properties. The force
fields used for the gases can reproduce the fugacities of the gases within 5% of
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the experimental data. The dew-point curves of all the 15 binaries were pre-
dicted correctly by the MC simulations, but the bubble-point curves for the
systems Hy/CO, CHy/Hjy, HoS/Ny, and HyS/CO significantly deviate from
the experiments.

Keywords: Molecular Simulation, Equation of State, Natural Gas,
Synthesis Gas, Binary Interaction Parameter

1. Introduction

Phase equilibria calculations are extremely important for designing and
operating industrial processes [1-3]. Equation of states (EoSs) are widely
used for this purpose, but often accurate experimental data is required to
calibrate the EoS parameters [3]. Alternatively, molecular simulations can
be used to compute phase equilibria from the knowledge of molecular prop-
erties [4-6]. Different types of ensembles (e.g., Gibbs, grand-canonical, os-
motic, etc.) have been devised to perform phase equilibrium calculations
using MC simulations [7, 8]. The grand-canonical (uV'T') ensemble is mostly
used to compute adsorption properties, while the Gibbs or osmotic ensemble
is prefered for absorption studies [9-20]. In ensembles with a fixed chemi-
cal potential or fugacity (e.g., VT and osmotic ensemble), the gas phase
is often described by an equation of state, while the properties of the ad-
sorbed/absorbed phase are computed from the simulations [21, 22]. Note
that any suitable EoS can be used to describe the gas phase, but due to its
simplicity and effectiveness, the Peng-Robinson (PR) EoS is often used in
MC simulations as well as in industry [23-27]. In principal, it is possible
to compute the gas phase chemical potentials from molecular simulations,
but the use of an EoS considerably reduces the simulation time. However,
it remains questionable whether or not the computed chemical potentials
from the EoS are consistent with the molecular models used for the gases.
The Lennard-Jones (LJ) parameters of the molecules are typically fitted to
experimental pure component vapor-luiquid equilibrium (VLE) data, vapor
pressures, and sometimes to binary VLE data [28; 29]. Therefore, it is often
assumed that these molecular models or force fields can reproduce fugacities
that are consistent with the PR EoS and experiments. Note that the PC-
SAFT EoS does not require critical properties of the components, but it also
contains a binary interaction parameter, which is fitted to VLE data [30].

This a priori assumption is tested by computing the critical temperatures



(T.), critical presssures (P.), acentric factors (w), densities (p), and fugacities
(f) of the gases COy, CHy, CO, Hy, No, and HyS using MC simulations in
the Gibbs ensemble (GEMC) and the NPT ensemble. The effect of the cutoff
radius and the use of tail corrections on these properties is investigated. Ad-
ditionally, MC simulations in the Gibbs ensemble have been used to compute
binary and ternary phase diagrams of natural/synthesis gas mixtures. Sub-
sequently, the properties computed from the MC simulations are compared
with the PR EoS [31], the GERG EoS [32], and experimental results.

2. Simulation Detalils

The TraPPE (united-atom) force field has been used for the gases CO,,
CH,4, Ny and HsS [28, 33]. The model of Martin-Calvo et al. [34] has been
used for CO and the two-center Lennard-Jones model of Cracknell has been
used for Hy [34, 35]. All the gas molecules were treated as rigid in the MC
simulations. The Lorentz-Berthelot combining rules were used for the LJ in-
teractions between dissimilar atoms [5]. The Ewald method was used with a
relative precision of 107° to account for the electrostatic interactions [22, 36].
Three sets of simulations were performed to investigate the effect of the cut-
off radius and tail corrections on the computed properties. In the first set,
the LJ interactions were truncated and shifted at 12 A and no tail correc-
tions were applied. In the second set, the LJ interaction were truncated and
shifted at 14 A and tail corrections were excluded. In the third set, the LJ
interactions for the TraPPE molecules were truncated at 14 A and analytical
tail corrections [4, 5] were applied conform the TraPPE methodology. In
accordance with the Gibbs phase-rule, the VLE of the unary systems were
computed form MC simulations in the NVT-Gibbs ensemble. The VLE of
the binary and ternary gas mixtures were computed from MC simulations in
the NPT-Gibbs ensemble. Note that there is no fundamental objection to
use the NVT-Gibbs ensemble to compute VLE of binary, ternary or multi-
component systems. However, the NPT-Gibbs ensemble is more practical for
these systems, since it allows a direct comparison with experiments, which
are typically performed at constant 7" and P [37]. In the Gibbs ensemble, two
simulation boxes are used to compute properties of coexisting phases. The
thermodynamic conditions for phase coexistence unequivocally require that
each region is in internal equilibrium, and that the temperature, pressure,
and chemical potentials of all components are equal in coexisting regions.
In order to satisfy these equilibrium conditions, four kinds of MC moves



(i.e., translation, rotation, volume change, and molecule transfer) are per-
formed in the Gibbs ensemble [4, 8]. The temperature in MC simulations is
fixed, while particles are displaced and rotated within each box to satisfy the
condition of internal equilibrium, the volume of each box is allowed to fluctu-
ate to equalize the pressure, and particles are transfered between the boxes
to satisfy equality of chemical potentials of all components throughout the
phases [8]. The densities and fugacities of the gases were computed from MC
simulations in the NPT ensemble. The number of molecules in the GEMC
simulations and the NPT simulations were computed based on experimental
(coexistence) density data. The simulation conditions were chosen based on
the availability of experimental data and away from the critical points of the
pure components and/or the mixtures. In a Gibbs ensemble simulation, no
VLE can be observed close to critical points, because the simulation boxes
switch identity (i.e., the box containing the gas might switch and keep switch-
ing during the course of the simulation with the box containing the liquid
and vice versa) [38]. The histogram reweighting method has the potential to
be more accurate, especially near-critical points, but the GEMC simulations
are more straightforward to perform and yields accurate critical properties
even for relatively small system sizes [38]. Note that the number of particles
in the Gibbs ensemble simulations should be initially distributed such that
(1) both boxes remain larger than twice the cutoff radius and (2) the initial
mole fraction (NV;, + Nj,)/(N1+ + Nayt) of component a, where subscripts 4
and j denote the boxes, and ¢ the total number of particles in box i and j,
is between x, and y,, which are the (experimental) equilibrium composition
of component a in the liquid and gas phase, respectively. Failling to satisfy
condition (2) will lead to a very long simulation time before a steady state
phase split is observed. Condition (1) requires the density of both phases
at given T, P, and composition, which can readily be computed from an
equation of state (e.g., the PR EoS). All the MC simulations were performed
using the molecular simulation tool RASPA [21, 22]. The GEMC and the
NPT simulations were started with an equilibration run of 50000 MC cy-
cles, where the number of MC steps in a cycle equals the total number of
molecules in the simulation box. In this equilibration run, maximum particle
displacements, rotation angles, and maximum volume changes were adjusted
such that on average 50 % of the trial moves were accepted. The production
runs of the GEMC simulations and the NPT simulations typically consisted
of 0.5 million MC cycles.



3. Results and Discussion

MC simulations have been used to compute the parameters of the Peng-
Robinson (PR) equation of state (EoS) for the gases CO,, CHy, CO, Hs,
Ny, and H,S. The PR EoS is applicable to pure components as well as for
mixtures and is given by [31],

_ RT a !

S v—b v(w+b)+bv—0b) (1)
where v is the molar volume, a and b the pure component parameters account-
ing for the molecular interaction and co-volume, respectively. For mixtures,
the pure component constants, a and b, can be replaced by the parameters
of the mixture (a,, and b,,) using the quadratic van der Waals (vdW) mixing
rules [3],
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where k;; and [;; represent the binary interaction parameters. For gas mix-
tures, only the k;; is used and the [;;, which is typically required for strongly
associating systems is set to zero [39, 40]. The computation of a and b re-
quires the critical temperature, critical pressure, and the acentric factor of
the components. In the following, we show how these parameters can be
obtained from MC simulations.

3.1. Chritical parameters and acentric factors

The critical temperature (7,) and density (p.) are obtained by fitting the
subcritical saturated density, piiq and pyap, data from the GEMC simulations
to the law of rectilinear diameters and the scaling law for the density [4],

Plig + Pvap
2

Pliq = Pvap = B|T — T6|5 (5)

where the critical exponent of a 3-dimensional Ising fluid, 8 = 0.326 [38], is
used.

=pe+ AT = T) (4)



The critical pressure, P., is obtained from a Clausius-Clapeyron plot by
extrapolating the saturated vapor pressure (P**) data obtained from the
GEMC simulations to the critical temperature. The integrated form of the
Clausius-Clapeyron equation is given by [2],

P —AHg,

In — =

B~ rr ¢ (6)

where AH,,, is the vaporization enthalpy, which can be obtained from the
slope of a In P5** vs. 1/T plot. An estimate of the critical pressure is obtained
by substituting the critical temperature in Equation (6). Unfortunately, the
critical pressure obtained in this way will not be consistent with the PR EoS.
The reason for this is that the critical compressibility factor of the PR EoS,
obtained by imposing the critical contstraints, is a constant [2]:

P.Ve

L. =
RT.

= 0.307 (7)

Consequently, once the critical molar volume (V. = M, /p., where M, is
the molecular weight) and 7. are known (i.e., computed from Equations (4)
and (5)) one should compute P, from Equation (7) in order to be consistent
with the PR EoS. For comparison reasons, we will use the P, from the MC
simulations to compute the critical compressibility factor and compare this
with the constant PR EoS value of 0.307.
The acentric factor of the gases is obtained from the following definition
2]:
w = —1.0 = log(P*)r,=01 (8)

Therefore, w can be determined from 7, P,., and a single reduced vapor pres-
sure (P®* = P /P.) computation at a reduced temperature (7, = T'/T,) of
0.7.

In Table 1, the critical parameters computed for the gases using the three
simulation sets are compared with experimental data. The raw data of all
the Gibbs ensemble simulations used to fit the parameters can be found in
the Supporting Information. For the TraPPE molecules, the results clearly
show that the simulations should be performed with a cutoff radius of 14 A
and tail corrections in order to obtain good agreement with experiments. For
molecules described by the TraPPE force field, using a 12 A cutoff radius and
without tail corrections has a detrimental effect on the critical temperature,
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vapor pressure, and hence the critical pressure. Recently, Dinpajooh et al.
[38] performed extensive GEMC simulations to investigate the effect of sys-
tem size, cutoff distance, and tail corrections on the critical properties of LJ
particles and n-decane. For these systems, Dinpajooh et al. demonstrated
that using tail corrections is crucial to obtain accurate results, which is in
agreement with our findings for the gases CO5, CHy, Ny, and HyS. The force
field parameters of CO were fitted by Martin-Calvo et al. [34] using a cutoff
of 12 A and without tail corrections. Therefore, using a cutoff of 14 A and
including tail corrections in the simulations increases the critical tempera-
ture and pressure of CO. In Table 1, the critical compressibility factor (Z¢)
is also computed from the MC data, which shows that the value of Z. of
the gases is slightly lower than the value of the PR EoS (0.307). Note that
the VLE of Hy extends from 13.95 K to 33.25 K, which cannot be computed
from MC simulations using a classical LJ potential, since quantum effects
are nonnegligible at these temperatures [41].

3.2. Densities

The densities of the gases have been computed in a temperature range
of 300.15-393.15 K and pressures up to 100 bar using MC simulations in the
NPT ensemble. This temperature and pressure range is mainly important for
natural /synthesis gas production and purification processes. The computed
densities will be compared with the reference EoS of the gases implemented in
the NIST REFPROP database [42]. The deviation of the densities computed
from the MC simulations with respect to the REFPROP data for the gases
CHy, CO, Hy, and Ny is smaller than 1%, see the Supporting Information.
The density difference between the MC simulations and the REFPROP data
for the gases COy and HsS is shown in Figures 1 and 2. For both gases, the
MC data deviate significantly from the REFPROP data in regions close to
phase transitions and the critical points. Outside these regions, the MC data
is in good agreement (i.e., differences are typically smaller than 3%) with the
data from REFPROP.

3.3. Fugacities

We recall that the aim is to compute the fugacity of the gases CO,, CHy,
CO, H,, Ny, and H,S from MC simulations and to compare this with the
fugacities obtained from the REFPROP database. The fugacity of the gases
can be computed directly from MC simulations using Widom’s test particle
method [43]. However, fugacities computed at high pressures using Widom’s
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method are typically subjected to large uncertainties [44]. Alternatively, the
fugacity of the gases can be computed from PVT data using:

Pz -1
Ing = / 21y (9)
0 D
where Z is the compressibility factor defined by
PV
7 ="—. 10
- (10)

The molar volume, V', can be computed from MC simulations in the NPT
ensemble. For sufficient PVT data, the integral in Equation (9) can be eval-
uated by the ’graphical method’ (i.e., plotting (Z —1)/p vs p and computing
the area under the curve) [45]. However, the fugacities are more conveniently
computed by fitting the simulation data to an EoS. Here, we use the PR EoS
with the critical parameters obtained from the MC simulations to compute
the fugacity of the gases. In Table 1, the critical parameters were fitted for
different simulation settings. For the TraPPE molecules, the fugacities were
computed using the critical parameters from the MC simulations with a 14
A cutoff and including tail corrections. As mentioned earlier, Martin-Calvo
et al. [34] fitted the force field parameters of CO for a 12 A cutoff radius
and with tail corrections. Therefore, the critical parameters obtained with
these specific simulation settings (i.e., 12 A cutoff and with tail corrections)
were used to compute the fugacity of CO. The EoS approach cannot be used
to compute the fugacities of Hy, because the critical parameters of Hy could
not be computed from the MC simulations. For Hs, the ’graphical method’
is used to obtain the fugacities. Only the results for COy, CHy, and HyS will
be presented in the main text. Data of the other gases can be found in the
Supporting Information. In Figures 3 to 5, the computed fugacity coefficients
of CO,, CHy, and HsyS are compared with the REFPROP data. Clearly, the
deviation increases in the vicinity of the critical points and in the condensed
phase. Overall, the deviation in computing the fugacities with the PR EoS
using the critical parameters from the MC simulations and the REFPROP
database is less than 5%. This in fact implies that the force fields used for
the gases in the MC simulations can reproduce the fugacities within 5% of
the experimental data.

3.4. Binary systems and binary interaction parameters
The binary interaction parameters (BIPs) used in the PR EoS have an
empirical nature and are typically obtained by fitting these to experimental
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VLE data [2]. Here, we use MC simulations to compute the VLE of the 15
possible binary systems comprising the gases CO,, CH4, CO, Hy, N, and
H,S. Subsequently, the binary interaction parameter (k;;) is fitted to the MC
data using the PR EoS. The computed BIPs will be compared with the BIPs
typically used in process design simulators. A selected number of systems will
be presented in the main text and data for the other systems can be found
in the Supporting Information. We will emphasize on natural/synthesis gas
mixtures and systems that significantly deviate from the experiments. Natu-
ral gas typically contains a wide variety of impurities including the sour gases
COs and H,S. Therefore, the sweetening of natural gas requires VLE data
on the systems CO,/CHy, COy/H,S, and CHy/HyS. MC simulatons were
used to compute the VLE of CO,/CHy mixtures at a temperature of 270
K. In Figure 6, the MC results are compared with the experimental data of
Al-Sahhaf et al. [46] and the GERG EoS [32]. The MC simulations slightly
overestimate the liquid phase mole fraction of methane, while the gas phase
is accurately described. The VLE of the system COy/HsS is computed at
273.15 K and a comparison with the experimental data of Chapoy et al. [47]
is presented in Figure 7. The MC data is in good agreement with the ex-
periments and the GERG EoS results. The VLE of the system CH,/HS
has been computed at 313.08 K and a comparison of the MC data with the
experiments of Coquelet et al. [48] is presented in Figure 8. Clearly, the
MC simulations overestimate the solubility of methane in the liquid phase,
but the gas phase composition is correctly predicted. Our MC results for the
CH,/HS mixture are in good agreement with the MC simulations of Shah
et al. [33], although these authors used the explicit-hydrogen version of the
TraPPE force field for methane.

Synthesis gas or syngas typically contains a mixture of CO,, CO, and Hs.
Hence, it is important to consider the VLE of the binary systems CO,/CO,
CO4/H,, and CO/Hy. We have computed the VLE of the CO5/CO system at
253.15 K and a comparison with experimental data of Kaminishi et al. [49]
is presented in Figure 9. The MC simulations slightly overestimate (under-
estimate) the CO mole fraction in the gas phase (liquid phase). Moreover,
the GERG EoS is not able to correctly describe the VLE of this mixture,
whereas the PR EoS with a k;; of -0.05 correctly captures the VLE. In Fig-
ure 10, the computed VLE of COy/H; is compared with the experimental
data of Fandino et al. [50] at a temperature of 258.15 K. The MC simulations
correctly predicts the liquid phase mole fractions of Hs, but overestimate the
H, molefractions in the gas phase. In Figure 11, the MC results for the sys-
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tem CO/Hy is compared with the experimental data of Akers and Eubanks
[51] at 99.82 K. The MC simulations significantly overpredict the solubility
of Hy in the liquid phase and slightly overpredict the mole fractions of Hy in
the gas phase. For this system, the GERG EoS failed to converge, but the
PR EoS with a k;; of 0.0544 correctly predicts the VLE of CO/Hy mixtures.

The MC data of the systems CHy/Hs, HyS/Ns, and HyS/CO deviate sig-
nificantly from the experimental data, see Figures 12 to 14. For all the three
systems, the solubility of the diatomic gas in the liquid phase is overesti-
mated, while the composition of the gas phase is correctly predicted. Ex-
perimental VLE data for the system HyS/Hs have not been reported so far.
However, we have estimated the coexisting conditions of this binary system
from the HoS/Nj system and computed the VLE of HyS/Hy mixtures using
MC simulations, see Supporting Information. The accuracy of the MC sim-
ulations for this system cannot be verified, hence the data should be treated
with caution.

Subsequently, the binary interaction parameters (k;;) of the PR EoS were
fitted to the VLE data from the MC simulations. In Table 2, the BIPs
used in the procces simulator Aspen Plus [52] have been reported. The
corresponding BIPs computed from the MC data are reported in Table 3.
The BIPs computed from the simulations deviate significantly from the BIPs
used in Aspen Plus for the systems CO,/CO, COy/Hy, CHy/CO, CHy/Ha,
CO/N,, CO/H,S, Hy/HsS, and No/HsS. The BIPs were fitted to the bubble-
point curves, but for these systems the bubble points computed from the MC
simulations deviated (slightly) from the experimental bubble-point curves.
For the other systems, the computed BIPs are in agreement with BIPs used
in Aspen Plus. Note that BIPs are typically temperature dependent [53-55],
but Aspen Plus uses a temperature independent BIP for the investigated gas
mixtures, which complicates a direct comparison with our results.

3.5. Ternary systems

In addition to the binary systems, we have computed the ternary phase
diagram of the systems CO5/H,S/CH, and CO,/CO/H; relevant for natural
gas sweetening and the precombustion process, respectively. The VLE of the
ternary COq/HS/CH,4 mixture is computed at a temperature of 277.6 K and
at a pressure of 2.76 MPa. In Figure 15, the MC results are compared with
the experimental data of Besserer and Robinson [56]. The MC data is in good
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agreement with the experiments, but the gas phase mole fractions of methane
is slightly overestimated. Recently, Shah et al. [33] computed the VLE of
the CO,/HyS/CHy system at 238.8 K and 3.45 MPa using MC simulations.
Shah et al. used the explicit-hydrogen model of CH,, whereas the united-
atom model of CH, is used here. These authors also found that the methane
mole fractions in the gas phase was overestimated. The VLE of the ternary
CO,/CO/Hy mixture is computed at 253.15 K and 10.1 MPa. In Figure 16,
the MC results are compared with the experimental data of Kaminishi et al.
[49]. Overall, the MC results are in good agreement with the experiments,
but the CO mole fractions in the gas phase is slightly overestimated. This is
expected, since the CO mole fraction in the gas phase was also overestimated
in the binary CO2/CO system, see Figure 9.

4. Conclusion

Molecular simulation is an alternative to the more widely used equation
of state (EoS) approach to compute phase equilibria of complex systems. In
order to reduce simulation time, MC simulations in ensembles with a fixed
chemical potential or fugacity often make use of an EoS to describe the gas
phase. However, the fugacities can also be computed from molecular simula-
tions using an accurate force field for the gas molecules. Here, we investigated
the consistency of both approaches to compute fugacities of the industrially
relevant gases COy, CHy, CO, Hy, Ny, and HyS. The critical temperatures
(T.), critical presssures (P.), acentric factors (w), densities (p), and fugacities
(f) of the gases COqy, CHy, CO, Ha, No, and HsS were computed using MC
simulations in the Gibbs ensemble and the NPT ensemble. The effect of cut-
off radius and tail corrections on these properties was investigated. For the
TraPPE force field, it is crucial to use a cutoff of 14A and tail corrections in
the simulations. The critical properties computed from the MC simulations
using the correct force field specifications are in good agreement with exper-
imental data. Close to critical points and phase transitions, the densities of
all the gases computed from the MC simulations deviate significantly (up to
10%) from the experimental data, but outside these regions good agreement
with the experiments is observed. The MC results show that the used force
fields of the gases can reproduce the fugacities within 5% of the experimental
data. MC simulations in the Gibbs ensemble was used to compute the 15
binary systems comprising the gases COy, CHy, CO, Hy, Ny, and HsS, and
the ternary systems COy/HyS/CHy and CO,/CO/Hy. The dew-point curves
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of all the 15 binaries were predicted correctly by the MC simulations, but the
bubble-point curves for the systems Hy/CO, CHy/Hs, HaS/Ny, and HyS/CO
deviate significantly from the experiments. For the system CO/CO, the
GERG EoS highly underestimate the gas and liquid phase composition of
CO, while the MC data is in good agreement with the experiments. The
binary interaction parameters of the PR EoS were fitted to the VLE data
of the 15 binary systems computed from the MC simulations. These binary
interaction parameters are important to describe the adsorption/absorption
behavior of gas mixtures in adsorbents/solvents. The binary interaction pa-
rameters computed from the MC data for mixtures containing CO, Ns, or
Hs,, deviate significantly from the binary interaction parameters used in As-
pen Plus. The VLE of the ternary systems COy/H2S/CHy and CO,/CO/H;
computed from the MC simulations are in good agreement with experiments.
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Table 1: Critical density (p.), temperature (T¢), pressure (P.), compressibility (Z.) and
acentric factor (w) of the gases from experiments and MC simulations.

Component p. / kg/m*® T, /K P./MPa Z, w
Experimental data [57]
COq 467.6 304.1 7.374 0.274 0.225
CHy 162.6 190.6 4.599 0.286 0.012
CO 303.9 132.9 3.494 0.292  0.045
H, 31.0 33.3 1.297 0.305 -0.216
Ny 313.3 126.2 3.398 0.290 0.037
H,S 347.3 373.4 8.963 0.283  0.090
MC data, 12 A, no tail corrections
COq 467.8 295.2 7.60 0.291 0.249
CHy 162.5 176.2 4.09 0.276 -0.012
CO 305.3 134.8 3.43 0.281 0.027
Ns 309.4 119.2 3.16 0.289 0.037
H,S 347.0 356.6 8.55 0.284 0.097
MC data, 14 A, no tail corrections
COq 465.6 298.9 7.53 0.286 0.240
CHy 160.2 182.7 4.44 0.293 -0.015
CO 304.9 138.2 3.46 0.276 -0.006
N, 306.8 122.1 3.21 0.289 0.021
HsS 346.1 362.2 8.49 0.278  0.083
MC data, 14 A, with tail corrections
COq 465.4 303.1 7.57 0.284 0.218
CHy 159.6 187.4 4.54 0.293 -0.017
CO 304.6 140.7 3.74 0.294 0.04
No 305.8 124.5 3.29 0.291 0.022
H,S 348.2 369.4 8.88 0.283 0.089
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Table 2: Binary interaction parameters (k;;) of gas mixtures used in Aspen Plus for the
PR EoS.
gas pair COy CHy CO Hs, N, H,S

COq x  0.0919 -0.05* -0.1622 -0.017 0.0974
X 0.03 0.0156 0.0311 0.0503"

CH4 X

CcO X X X 0.0544 0.0307 0.0544
H, X X X X 0.103  N/Ac°
Ns X X X X X 0.1767
H,S X X X X X X

2 Fitted to VLE data of Kaminishi et al. [49]. ® Taken from Hajipour et al.
[58]. ¢ Not available.
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Table 3: Binary interaction parameters (k;;) of the gas mixtures computed from MC data.
MC simulations were performed with a cutoff radius of 14 A and with tail corrections.

gas pair COy CHy CO H, N H-S
CO, X 0.06 0.01 0.09 -0.07 0.09

CH,4 X x -0.04 -0.16 -0.01 0.02
CcO X X X 0.01 -0.02 -0.10
Hs X X X X 0.14 -0.08
Nso X X X X X -0.07
H,S X X X X X X
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Figure 1: The difference between the densities of CO5 computed from the MC simulations
with respect to the REFPROP data at 300.15 K (squares), 333.15 K (diamonds), 363.15

K (circles), and 393.15 K (triangles). MC simulations were performed with a cutoff radius
of 14 A and tail corrections.
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Figure 2: The difference between the densities of HoS computed from the MC simulations
with respect to the REFPROP data at 300.15 K (squares), 333.15 K (diamonds), 363.15

K (circles), and 393.15 K (triangles). MC simulations were performed with a cutoff radius
of 14 A and tail corrections.
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Figure 3: The difference between the fugacity coefficient of COs computed from the MC
simulations with respect to the REFPROP data at 300.15 K (squares), 333.15 K (dia-

monds), 363.15 K (circles), and 393.15 K (triangles). MC simulations were performed
with a cutoff radius of 14 A and tail corrections.
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Figure 4: The difference between the fugacity coefficient of CH, computed from the MC
simulations with respect to the REFPROP data at 300.15 K (squares), 333.15 K (dia-

monds), 363.15 K (circles), and 393.15 K (triangles). MC simulations were performed
with a cutoff radius of 14 A and tail corrections.
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Figure 5: The difference between the fugacity coefficient of HoS computed from the MC
simulations with respect to the REFPROP data at 300.15 K (squares), 333.15 K (dia-
monds), 363.15 K (circles), and 393.15 K (triangles). MC simulations were performed
with a cutoff radius of 14 A and tail corrections.

20



100
[ ] oo
sof b %
. 60} A
8 rd
=
n 40
[ ]
20}
0 0.1 0.2 0.3 0.4 0.5
X1, Y1

Figure 6: VLE of the binary system CHy (1) + COy (2) at 270 K. Experimental data
(circles) from Al-Sahhaf et al. [46], MC data (triangles), and GERG EoS modeling results
(lines). MC simulations were performed with a cutoff radius of 14 A and tail corrections.
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Figure 7: VLE of the binary system COz (1) + H2S (2) at 273.15 K. Experimental data
(circles) from Chapoy et al. [47], MC data (triangles), and GERG EoS modeling results
(lines). MC simulations were performed with a cutoff radius of 14 A and tail corrections.
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Figure 8: VLE of the binary system CHy (1) + H2S (2) at 313.08 K. Experimental data
(circles) from Coquelet et al. [], MC data (triangles), and GERG EoS modeling results

(lines). MC simulations were performed with a cutoff radius of 14 A and tail corrections.
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Figure 9: VLE of the binary system CO (1) + CO2 (2) at 253.15 K. Experimental data
(circles) from Kaminishi et al. [49], MC data (triangles), GERG EoS modeling results
(solid lines), and PR EoS modeling with a k;; of -0.05 (dashed lines). MC simulations
were performed with a cutoff radius of 14 A and tail corrections.
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Figure 10: VLE of the binary system Hs (1) + CO3 (2) at 258.15 K. Experimental data
(circles) from Fandino et al. [50], MC data (triangles), and GERG EoS modeling results
(lines). MC simulations were performed with a cutoff radius of 14 A and tail corrections.
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Figure 11: VLE of the binary system Hy (1) + CO (2) at 99.82 K. Experimental data
(circles) from Akers and Eubanks [51], MC data (triangles), and PR EoS modeling with a
k;j of 0.0544 (lines). The GERG EoS failed to converge for this system. MC simulations

were performed with a cutoff radius of 14 A and tail corrections.
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Figure 12: VLE of the binary system Hsy (1) + CHy (2) at 144.26 K. Experimental data
(circles) from Benham and Katz [59], MC data (triangles), and GERG EoS modeling
(lines). MC simulations were performed with a cutoff radius of 14 A and tail corrections.
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Figure 13: VLE of the binary system Na (1) + HaS (2) at 300.04 K. Experimental data
(circles) from Besserer and Robinson [56], MC data (triangles), and GERG EoS modeling
(lines). MC simulations were performed with a cutoff radius of 14 A and tail corrections.
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Figure 14: VLE of the binary system CO (1) + H2S (2) at 293.15 K. Experimental
data (circles) from Fredenslund and Mollerup [60], MC data (triangles), and GERG EoS
modeling (lines). MC simulations were performed with a cutoff radius of 14 A and tail

corrections.
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Figure 15: VLE of the ternary system COy/HS/CHy at 277.6 K and 2.76 MPa. Experi-
mental liquid phase (squares) and gas phase (triangles) composition from Robinson et al.
[61], and MC data of the liquid phase (diamonds) and gas phase composition (circles).
MC simulations were performed with a cutoff radius of 14 A and tail corrections.
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Figure 16: VLE of the ternary system CO5/CO/Hy at 253.15 K and 10.1 MPa. Exper-
imental liquid phase (squares) and gas phase (triangles) composition from Kaminishi et
al. [49], and MC data of the liquid phase (diamonds) and gas phase composition (circles).
MC simulations were performed with a cutoff radius of 14 A and tail corrections.
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