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Summary

This thesis explores a novel optical architecture for Whole Slide Imaging (WSI).
This new architecture allows for multi-focal (3D) image acquisitions in a single
scan pass. The multi-focal imaging capability is used to demonstrate 3D phase
imaging and 3D imaging of thick tissue sections on a prototype scanner. Further,
instrumentation for the extension of WSI to fluorescence imaging is developed:
a technologically robust and cost effective method based on LEDs and a highly
efficient method based on a multi-line laser illumination source.

A WSI system is an optical instrument aimed at creating digital images of bio-
logical samples mounted on a microscopy slide at a high throughput. WSI systems
image tissues over large fields of view (∼ few cm), in 2D or in 3D (up to hundred
layers of µm thickness), and at cellular resolution (∼1µm). They are applied in high
throughput screening in biology, and for novel computer aided medical diagnoses
in the field of digital pathology.

The optical architecture explored in this thesis is based on a tilted multi-line
image sensor concept, originating from Philips. The goal of multi-line image ac-
quisition is to enable closed-loop autofocus scanning, but it also allows for multi-
focal image acquisitions. The core of this scanner concept lies in a novel design
for a multi-line image sensor. The sensor is experimentally characterized for gain
and noise, and a system model is developed to find the optimum signal-to-noise
ratio (SNR) given the available photo-electron flux. This showed that images with
a very high SNR of 292 can be acquired, provided that a sufficiently high photon
flux can be realized. Two major issues with the sensor were found in our exper-
imental characterization. At high line rates, the sensor showed missing symbols,
leading to non-linearities in the read out. Further, the sensor showed high frequent
fluctuations in the gain.

3D phase imaging and 3D imaging of thick specimens are two novel contrast
modalities based on computational imaging techniques and are enabled by the
availability of multi-focal images. For both techniques simplified algorithms were
developed compatible with parallel processing at very high speeds. For 3D imaging
of thick specimens a deconvolution technique is developed for improving the in-
herently low axial contrast. 3D phase imaging is realized by a simplified algorithm
for Quantitative Phase Tomography (QPT). QPT imaging is found to be able to im-
age the sites labeled for Fluorescence in situ Hybridization (FISH) imaging, and
provide additional structural information on unlabeled tissues or tissues stained
for immunofluorescence. A system design study is presented showing that the in-
plane transfer function has the character of a band-pass spatial frequency filter.

The major opportunity for WSI systems to become compatible with fluores-
cence imaging is addressed by the development of two imaging modalities. First, a
widefield fluorescence WSI system with an LED illumination source is developed
and built. A color sequential illumination strategy in combination with multi-band
dichroics is used for multi-color imaging using a single monochromatic sensor.

xi



xii Summary

The main speed limitation is formed by the exposure time required to capture
enough photo-electrons for a decent SNR. Based on the experimental results, a
system with 96 Time Delayed Integration (TDI) lines is estimated to achieve a rea-
sonable throughput of about 130 kPixel/s. This makes scanning possible of an area
of 15×15mm2 in three colors in about 23 min.

Second, a novel optical architecture for multi-focal fluorescence image acqui-
sitions based on a laser illumination source is proposed and realized in a proto-
type. Illumination PSF engineering using diffractive optics is applied to generate a
set of parallel scan lines in object space, that span a plane conjugate to a tilted im-
age sensor. An important new element in the design is the use of higher order astig-
matism to improve the uniformity of peak intensity and line width along the scan
lines. Focusing the illumination on the sample provides a very high illumination
efficiency and a confocal suppression of background. This optical architecture is
projected to ultimately achieve a throughput of several hundreds MPixel/s, which
would enable scanning an area of 15×15mm2 in 8 layers in less than a minute.

This thesis is concluded with an outlook to opportunities for future research
in WSI systems. The challenges and some potential solutions for using a general
purpose scientific CMOS (sCMOS) camera for multi-line scanning of a tilted ob-
ject plane, and some opportunities for extension of WSI techniques to Light Sheet
Microscopy (LSM) and Structured Illumination Microscopy (SIM) are discussed.

In summary, this thesis investigates the imaging qualities and extension to
computational imaging modalities of a brightfield WSI system and describes two
approaches for fluorescence WSI.



Samenvatting

Dit proefschrift verkent de mogelijkheden van een nieuwe optische architectuur
voor ‘Whole Slide Imaging’ (WSI). Deze nieuwe optische architectuur maakt het
tegelijkertijd opnemen van afbeeldingen op meerdere focusniveaus mogelijk. De
mogelijkheid tot multi-focaal afbeelden is benut voor het demonstreren van het
3D afbeelden van fase contrast en het 3D afbeelden van dikke coupes op een pro-
totype scanner. Verder is instrumentatie ontwikkeld voor de uitbreiding van WSI
naar fluorescentie microscopie: een technologisch robuuste en kostenefficiënte
methode gebaseerd op LEDs en een zeer efficiente methode gebaseerd op een
multi-lijn laser belichting.

Een ‘Whole Slide Scanning’ WSI systeem is een optisch instrument voor het
met hoge snelheid maken van digitale afbeeldingen van biologische preparaten
die zijn bevestigd op een objectglaasje. WSI systemen beelden weefsels af met een
groot gezichtsveld (∼ een paar cm), in 2D of 3D (tot wel honderd lagen van µm
dikte), en met cellulaire resolutie (∼ µm). Ze worden toegepast voor ‘high through-
put screening’ in biologie, en voor nieuwe computerondersteunde gezondheidsdi-
agnostiek in het vakgebied van de Digitale Pathologie.

De optische architectuur die in dit proefschrift wordt verkend is gebaseerd op
een gekantelde multi-lijn beeldsensor, een concept afkomstig van Philips. Het doel
van multi-lijn beeldopnamen met deze gekantelde sensor is om een gesloten feed-
backsysteem voor autofocus mogelijk te maken. Daarnaast maakt het ook het te-
gelijkertijd opnemen van afbeeldingen op meerdere focusniveaus mogelijk. Het
hart van dit concept is een nieuw ontwerp voor een multi-lijn beeldsensor. De ver-
sterking en het ruisgedrag van de sensor zijn experimenteel gekarakteriseerd, en
een systeem model is ontwikkeld om de optimale signaal-ruisverhouding (SNR) te
bepalen gegeven de beschikbare foto-elektronenstroom. Hieruit blijkt dat afbeel-
dingen met een heel hoge SNR van 292 kunnen worden verkregen als een afdoende
grote foto-elektronenstroom beschikbaar is. Tijdens de experimentele karakterisa-
tie werden twee problemen met de sensor ontdekt. Bij hoge lijnopnamesnelheden
ontbreken een reeks getallen in de digitale data, wat leidt tot niet-lineariteiten. Ver-
der werd een hoogfrequente ruisbron in de versterkingsfactor ontdekt.

Het 3D afbeelden van fase contrast en het 3D afbeelden van dikke weefsel-
coupes zijn twee nieuwe contrast modaliteiten gebaseerd op rekenkundige af-
beeldingstechnieken die mogelijk worden gemaakt door de beschikbaarheid van
multi-focale afbeeldingen. Voor beide technieken zijn vereenvoudigde algoritmes
ontwikkeld die geschikt zijn voor parallelle verwerking met zeer hoge doorvoer-
snelheden. Voor het 3D afbeelden van dikke weefselcoupes is een deconvolu-
tie techniek ontwikkeld ter verbetering van het inherent lage axiale contrast. Het
3D fase contrast afbeelden is gerealiseerd met een vereenvoudigd algoritme voor
‘Quantitative Phase Tomography’ (QPT). Ontdekt werd dat met behulp van QPT
materiaal kan worden onderscheiden dat was gelabeld met ‘Fluorescence in situ

xiii



xiv Samenvatting

Hybridization’ (FISH), en dat aanvullende structurele informatie kan worden ver-
kregen van ongelabelde weefsels en weefsels die zijn gelabeld voor immunofluo-
rescentie. Dit proefschrift bevat een ontwerpstudie die als conclusie heeft dat de
overdrachtsfunctie in het laterale vlak het karakter heeft van een spatieel band-
doorlaatfilter.

De belangrijke kans voor WSI systemen om ook fluorescentie-afbeeldingen te
kunnen maken is aangegrepen om twee beeldmodaliteiten te ontwikkelen. Al-
lereerst is een breedveld fluorescentie WSI systeem met een LED verlichting ont-
wikkeld en gebouwd. Een kleursequentieel belichtingsschema gecombineerd met
multi-band dichroïsche spiegels zorgt ervoor dat meerdere kleurkanalen kunnen
worden opgenomen met een enkele monochromatische sensor. De belangrijkste
snelheidsbegrenzing is de belichtingstijd die nodig is om genoeg foto-elektronen
te verzamelen voor een behoorlijke SNR. Gebaseerd op de meetresultaten wordt
geschat dat een system met 96 Time Delayed Integration (TDI) lijnen een door-
voersnelheid van 130 kPixel/s kan halen. Dit maakt het mogelijk om een gebied
van 15×15mm2 in drie kleuren op te nemen in ongeveer 23 min.

Ten tweede is een nieuwe architectuur voor multi-focale fluorescentie-micro-
scopie gebaseerd op laserbelichting voorgesteld en gerealiseerd in een prototype.
Technieken voor het vormgeven van de puntspreidingsfunctie van de belichting
gebaseerd op diffractieve optiek werden gebruikt voor het maken van een reeks
parallelle scanlijnen in de objectruimte die een vlak opspannen dat geconjugeerd
is aan de gekantelde beeldsensor. Een belangrijk nieuw element in het ontwerp
is het gebruik van hogere orde astigmatisme voor een verbeterde uniformiteit van
de piekintensiteit en de lijnbreedte van de scanlijnen. Het focusseren van de be-
lichting op het object geeft een zeer hoge belichtingsefficiëntie en een confocale
onderdrukking van het achtergrondsignaal. Verwacht wordt dat deze optische ar-
chitectuur uiteindelijk een doorvoersnelheid kan bereiken van meerdere honder-
den MPixel/s, wat het mogelijk maakt om een gebied van 15×15mm2 in 8 lagen
op te nemen in minder dan een minuut.

Dit proefschrift wordt afgesloten met een vooruitblik naar nieuwe mogelijkhe-
den van onderzoek naar WSI systemen. In het bijzonder worden de belemmerin-
gen en enkele mogelijke oplossingen voor het gebruik van een wetenschappelijke
CMOS (sCMOS) camera voor multi-lijn scannen met een gekanteld beeldvlak, en
de mogelijkheden voor het gebruik van WSI technieken in ‘Light Sheet Microscopy’
(LSM) en ‘Structured Illumination Microscopy’ (SIM) besproken.

Samenvattend onderzoekt dit proefschrift de beeldkwaliteit en uitbreidings-
mogelijkheden naar rekenkundige afbeeldingstechnieken van een witlicht WSI
systeem en beschrijft het twee mogelijkheden voor fluorescentie-microscopie op
een WSI systeem.







1
Introduction

Microscopy in the digital era

The optical microscope is a scientific instrument by nature. Its early develop-
ment in the 17th century is marked by the discovery of microbiological struc-
tures by the British scientist Hooke such as the flea eye and the pores of cork,
coining the word ‘cell’ [1, 2], and the first observation of bacteria and unicellular
organisms by the Dutch tradesman Van Leeuwenhoek [2, 3]. Up to the current
day, it remains one of the core instruments for biologists and pathologists for
studying life and disease at the cellular level [4, 5]. The microscope is also in the
public mind, probably together with safety goggles, white coats and test tubes,
the most stereotypical scientific equipment [6].

3



4 1. Introduction

1.1. Computational imaging
The application and functionality of the microscope is still a field of active re-
search, even though it has been used in science for more than four centuries. In
particular, the transition from a mere optical instrument to a digital microscope
has opened a wide range of possibilities. Digital microscopy is not so much about
replacing the microscope eyepiece by a camera. Rather, the camera, digital image
processing and instrument control become an integral part of the imaging instru-
ment. The field of science that uses this integrated view on instrumentation and
image processing is called computational imaging, and has provided many appli-
cations in the field of microscopy, of which a few will be mentioned here as an
example.

An important breakthrough made possible by the computational imaging ap-
proach, is the ability to provide a resolution exceeding the native resolution of the
optical instrument. Structured Illumination Microscopy (SIM) [7] uses a series of
image acquisitions with spatially periodic illumination patterns that are translated
and rotated with respect to the sample, in combination with with computational
reconstruction techniques to improve the resolution of the system by up to a factor
two. Super-resolution optical fluctuation imaging (SOFI) [8] also provides an im-
proved resolution. The method relies on the exploitation of the statistical proper-
ties of blinking fluorophores and does not require adjustments to the illumination.
Stimulated-emission-depletion (STED) fluorescence microscopy [9] makes use of
two illumination beams, one for excitation and one to deplete the area around the
point of interest from fluorophores in the excited state, such that a very narrow re-
gion remains from which fluorescence signal is acquired. A scanning approach is
used to create an image. In Single Molecule Localization Microscopy (SMLM) [10],
the whole concept of imaging is replaced by the idea that the microscope is a mea-
surement tool for position, intensity, and wavelength. Provided that the distribu-
tion of the light sources is sparse enough, the localization precision is no longer
limited by the resolution of the instrument but rather by the number of captured
photons. Digital images are then synthesized from the measured coordinates,
photon counts and wavelengths, and can have a resolution that exceeds the opti-
cal instrument up to typically ten times. Sparse labeling of the sample is for exam-
ple realized by using photoactivatable fluorophores in Photoactivated Localization
Microscopy (PALM) [11] or by using photoswitchable fluorophores in Stochastic
Optical Reconstruction Microscopy (STORM) [12]. In recognition of these break-
throughs, the Nobel prize for chemistry was awarded in 2014 for the development
of super-resolved fluorescence microscopy [13]. Computational imaging can also
be used for other purposes than for obtaining an improved resolution. For exam-
ple, Light Field Microscopy (LFM) [14] provides enhanced capabilities of capturing
3D information in a single acquisition by modulation of the captured light by a mi-
crolens array. This makes refocusing of the image or choosing the direction of view
possible by digital post processing only. A Whole Slide Imaging (WSI) system, the
topic of this thesis, is also a digital microscope. This instrument scans a micro-
scopic object line by line or patch by patch and merges these together in digital
post processing to a large digital image. The user is presented with an image with
a field-of-view far exceeding that of the optical instrument.

Computational imaging benefits from the huge progress made in computer
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technology. This field has been largely driven by what is called Moore’s law [15,
16], an empirical law predicting that the complexity of integrated circuits will dou-
ble every two years, which has been surprisingly valid for over five decades. This
has led to some developments that are of high importance for microscopy.

First, the ability of having enormous amounts of transistors on a chip has led
to the development of the CMOS sensor. CMOS sensors are made in a mostly stan-
dard procedure, which allows integration of analog and digital processing on a sin-
gle chip, leading to great design flexibility and miniaturization [17, 18]. The de-
velopments have been largely driven by the need for cheap, small and low power
image sensors for the consumer electronics market, in particular for smartphone
camera’s [17, 19]. Nowadays, scientific CMOS camera’s are available with high gain
(on the order of single photo-electrons per digital unit), high dynamic range (up to
100 dB), very low read noise (noise equivalent of 1 photo-electron) and high frame
rates (∼ 100 full frames per second or ∼ 400MPx/s) [18, 20–23].

The second development is the enormous increase of storage capabilities and
of distributed computing. The growth of network capacity has led to a rapid
increase of what is called ‘cloud’ computing and storage [24]: a network based
infrastructure where computer resources are delivered to users as on demand
services [25, 26]. Cloud computing allows the management of unprecedented
amounts of data, often called ‘Big Data’.

The third development is the emergence of technologies for digital image pro-
cessing. These techniques can be used for automated classification, segmentation,
feature extraction or transformation of image data. The field significantly profited
from the development of Graphical Processing Units (GPU’s). These devices excel
in executing the parallelized algorithms that are typically used in image process-
ing. This realizes several orders of magnitude speed-up compared to calculations
on a Central Processing Unit (CPU). A recent paradigm shift in digital image pro-
cessing is the use of artificial intelligence techniques such as Convolutional Neural
Networks (CNNs), also known as ‘deep learning’. Traditional machine learning re-
quires careful engineering to extract the desired features from the input data. In
deep learning, a generic system is trained for a specific task by providing (large
amounts of) example data [27]. The capability of CNNs to discover structure in
high dimensional data, such as images, has led to a breakthrough in many fields of
science and industry, including medicine research and the healthcare practice [28,
29], life sciences [30], and biology [31].

1.2. Whole Slide Imaging systems
A Whole Slide Imaging (WSI) system is an optical instrument aimed at creating
a digital image file of a sample mounted on a microscopy slide, where the im-
aged area is much larger than the field of view of the microscope objective lens.
The images of the WSI are typically stored on a centralized system, which de-
livers images on demand [32]. State-of-the-art systems allow scanning of a two-
dimensional (2D) image of a 15×15 mm area at a sampling distance of ∼ 0.25µm
within a minute, resulting in image file sizes of multiple gigapixels and multiple
gigabytes of compressed image data [33]. The image is presented to the user via
a graphical user interface (GUI) on a computer screen that makes it possible to
explore the sample at any desired location or zoom level [34].
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The field of view of the optical system is extended by scanning the sample and
combining multiple acquisitions digitally in post-processing, referred to as ‘im-
age stitching’ or mosaicing [35]. There are two main methods of scanning [36–
38]. The first is the ‘step -and-stitch’ method, in which the slide is moved step-
wise and imaged using an area scanner. This is the most trivial extension to the
traditional FOV-limited microscope but requires a potentially complex process of
image-stitching in post-processing. The second is the ‘push broom’ or line scan-
ning method, which combines simplicity and speed by scanning the slide with a
line sensor at a constant velocity. A major challenge for efficient 2D slide scanning
without the need for user interaction is tracking the topographic variations of the
tissue layer, that usually exceed the depth-of-focus of the scanner. WSI systems
therefore incorporate an autofocus system, either by creating a focus map of the
whole slide prior to scanning [39], or by adding a closed-loop feedback system for
maintaining optimum focus during scanning [40–42].

WSI systems currently on the market are developed for application in the field
of digital pathology, with applications in primary diagnosis [43–46], education [47–
49], and research [50, 51]. Advantages of digital pathology include the possibility
of regional or even international collaboration [33], correlation with digital radiol-
ogy images [52], improved workflow management and control [53], and it opens
the way for Computer Aided Diagnostics (CAD) and Clinical Decision Support
(CDS)[54–56].

1.3. Imaging Modalities
In this thesis, three microscopic imaging modalities are considered: brightfield
imaging, fluorescence imaging and phase contrast imaging. Brightfield imaging
is a type of microscopy in which light is passed through the sample to asses the
absorption. Absorption stains are used to reveal the tissue structure, because bi-
ological material at the microscopic level is mostly transparent. The most com-
mon staining that is used is Hematoxylin and Eosin (H&E) staining [57]. Hema-
toxylin targets nucleic acids and gives the nuclei of the cells a deep-blue purple
color. Eosin stains proteins and gives the cytoplasm and extra cellular matrix a
pink color. Brightfield imaging has the advantage of being simple and excelling in
revealing tissue structure [58], and is the most common modality in pathology [33].

Fluorescence microscopy images samples prepared with fluorescent stains.
The physical principle of fluorescence is that a molecule is excited by light of a par-
ticular wavelength, and emits light with a longer wavelength (the so-called Stokes-
shift) [59]. This difference in wavelength allows to suppress excitation light scat-
tered by the sample towards the camera so that only the emitted fluorescence is
imaged. It is probably the main microscopy modality in life sciences and biol-
ogy [59, 60]. The reason is that fluorescent dyes can label specific molecules in-
side a cell, enabling structural biological imaging in connection to the biological
function of the molecules. For example, fluorescent molecules conjugated to an-
tibodies can be used as markers for proteins of interest, a technique known as im-
munohistochemistry. Also, species can be genetically modified to express fluores-
cent proteins, labeling the proteins of interest in vivo. Finally, specific genes can
be labeled by using Fluorescence in situ Hybridisation (FISH). Another advantage
of fluorescence microscopy is the ability for multiplexing. Multiple fluorophores
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Figure 1.1: Schematic image of the optical architecture of a microscope for (a) brightfield imaging, (b)
widefield fluorescence and (c) confocal fluorescence.

can be used to label different molecules of interest in the same sample. Each fluo-
rophore can only be excited with a wavelength within a relatively narrow spectral
width ∼ 10− 100nm and will subsequently emit within a similarly narrow spec-
tral width. Using light sources tuned to the excitation bandwidth (lasers or a white
light source in combination with dichroic filters) can therefore selectively excite
the different fluorophores. Fluorescence microscopy is implemented in a wide-
field imaging system (capturing the image on a camera), or in a confocal system
(imaging point-by-point). In this thesis, both implementations are considered.

Quantitative phase contrast imaging reveals local variations in the optical
thickness, i.e. the difference in refractive index of a sample compared to its en-
vironments. Biological structures have a natural variation in refractive index and
therefore do not need staining for visualization by quantitative phase imaging.
For this reason, phase contrast imaging is often used for imaging live cells [61–
63]. The technique is complementary to fluorescence microscopy as it operates
on unlabeled samples, has lower phototoxicity and does not suffer from photo-
bleaching [64]. Traditional Zernike phase contrast microscopes have a modified il-
lumination and a phase ring in the imaging path to reveal the phase contrast. With
the emergence of digital microscopy, quantitative phase imaging was developed in
which the phase is calculated from holographic data [64] or from a through-focus
image stack obtained with a phase contrast microscope or regular brightfield mi-
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croscope. Phase maps can either be 2D [65] or fully 3D [66, 67]. In this thesis we
consider phase imaging using multi-focal brightfield image acquisitions.

1.4. Instrumentation
Figure 1.1 outlines the optical instruments required for brightfield, widefield flu-
orescence and confocal fluorescence. The optical architecture of a brightfield
imaging system with white light illumination is shown in Fig. 1.1a. Light passes
through the sample, the magnifying lens set, and is detected by an area sensor. A
light source with a uniform intensity distribution across the illuminated field of
view and a uniform distribution over directions of incidence is required for opti-
mal image quality. These conditions on uniformity are achieved using Köhler il-
lumination [68, 69]. The most straightforward method of color imaging is to use a
sensor that has a Bayer filter for color sensitive pixels [70], such as is used in most
digital cameras and smartphones. The disadvantages of this method are that light
is lost in filtering, leading to lower signal levels, and that the sampling density for
each color channel is lower than defined by the pixel pitch. Alternatively, the light
can be split into a red, green and blue branch and imaged with three cameras in
parallel, at the expense of an increased complexity and higher component costs.

Probably the most important system parameter is the Numerical Aperture (NA)
of the objective lens, which determines the resolution that can be obtained with
the system. The NA is defined as:

NA = n sinα,

where n is the sample refractive index, andα the half angle of the cone of detection,
within the sample. For lenses that satisfy Abbe’s sine condition [69] the NA can also
be expressed as:

NA = R

Fo
,

where R is the radius of the pupil and Fo the focal length of the objective. The
magnification of the system is given by the ratio:

M = Ft

Fo
,

where Ft is the focal length of the tube lens. The Field of View (FOV = FN/M with
FN the so-called field number and M the magnification) is defined as the max-
imum field position that is imaged, and is ultimately limed by the objective lens.
Generally, objective lenses with a high NA have a smaller FOV, due to trade-offs be-
tween the demands on optical complexity for achieving good image quality with
a high NA and the corresponding demands for image quality over a large area.
The ratio of the illumination NAi and detection NAd is called the coherence factor
σ= NAi /NAd . Forσ≥ 1 the system is called an incoherent imaging system and has
the best resolution [69, 71].

Figure 1.1b shows a schematic view of the optical architecture of a widefield
fluorescence microscope. This architecture is based on epi-illumination i.e., the
sample is illuminated through the objective lens. The illumination light is coupled
into the main optical axis by the use of a dichroic mirror. This dichroic mirror re-
flects light with a wavelength shorter than a cut-off wavelength (e.g. blue), while it
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transmits light with a wavelength longer than the cut-off wavelength (e.g. green or
red). For additional filtering, an excitation filter (not drawn) is added to the illu-
mination arm and an emission filter (not drawn) is added to the path towards the
detector [59]. A fluorescent molecule emits light isotropically, independent of the
direction of excitation. This makes fluorescence microscopy incoherent, regard-
less of the illumination NA. There is no need for Köhler illumination in widefield
fluorescence microscopy. For example, the illumination in Fig. 1.1b is placed con-
jugate to the pupil plane and therefore only requires to have a uniform radiation
pattern for a uniform sample illumination.

The most straightforward method for multi-label imaging is to use a wideband
light source, such as a mercury arc lamp, or a set of laser sources with different
wavelengths, in combination with a monochromatic sensor. Then, for every fluo-
rophore a different dichroic beam splitter is used, matched to the excitation and
emission wavelength of interest [59]. The captured image data can be combined in
digital post-processing, for example by assigning false colors to the different wave-
lengths used. Alternatively, a multi-band dichroic beam splitter might be used,
which allows to divide the spectrum in multiple bands for excitation and emission.
Fluorophores can then be discriminated based on their excitation wavelength, for
example by switching the illumination color [59], or based on the emission spec-
trum, as is done in hyperspectral imaging [72–74].

Figure 1.1c shows a confocal fluorescence microscope architecture. The main
difference with a widefield system is that here only a single point of the object is im-
aged at a time. A photodiode or photomultiplier is used to detect the emitted light,
and a scanning approach is used to image a plane or volume inside the object.
Most often, the focal point is scanned over the sample by the use of a galvo mir-
ror system that is placed conjugate to the pupil plane (not drawn). A point source
illumination is required, for example created by focusing a laser beam trough a
pinhole that is optically conjugate to the object plane. Another pinhole is placed
conjugate to the object plane in the detection path. As a result, light originating
from an out-of-focus position is hardly illuminated, and the emitted light is to a
high extent blocked by the detection pinhole. This greatly improves contrast, in
particular in thick samples. This capability of optical sectioning is the primary
reason of the practical success of confocal microscopy. The main system param-
eter in this respect is the size of the detection pinhole. A small pinhole results in
an improved lateral resolution and a high background suppression, but ultimately
also reduces the signal level of the in-focus fluorescence. In practice, the pinhole
is chosen to have approximately the size of a focused spot. This gives a good signal
level and a substantial background reduction, but does not lead to practical gains
in lateral resolution. In the last decade, multiple techniques have been proposed
that overcome the resolution versus signal trade-off by using a pixelated detector
and re-assigning the intensity data in digital post-processing or by re-scanning the
emitted light [75–79]. The point-to-point scanning strategy of confocal fluores-
cence microscopy results in a limited imaging throughput. Parallelization of the
data acquisition is a strategy to increase speed, for example by acquiring a large
number of points in parallel [80, 81].
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Figure 1.2: High quality images. (a) ‘De anatomische les van dr. Nicolaes Tulp’ (The Anatomy Lesson
of dr. Nicolaes Tulp) by Rembrandt van Rijn [82]. (b) ‘Een vlees-striemtge, spouwen en platdrucken’
(A flesh-fiber, split and pressed flat) by Antoni van Leeuwenhoek [83]. (c) A USAF 1951 resolution
test target.

1.5. Image quality
Image quality is a central theme in this thesis. Quality, however, might have many
different meanings in different fields of study. Commonly, it refers to artistic qual-
ity such as the beautiful painting by Rembrandt in Fig. 1.2a showing an early study
to the human body. Images of high scientific quality might refer to the object of
interest, or the quality of observation such as the drawing by Van Leeuwenhoek in
Fig. 1.2b, illustrating probably the first observation of muscle structure. This the-
sis, however, has a signal processing point of view, and regards image quality as the
extent to which object features are represented in the measured signal, the image.
An example is how well an optical system can resolve small structures of a resolu-
tion target, see Fig. 1.2c. In computational imaging, image quality is determined
both by the imaging instrumentation and by the image processing steps that are
taken to construct the final image.

Optical systems in this thesis are analysed in the framework of Fourier op-
tics [84]. The main thesis of this framework is that a point source in the electro-
magnetic field in the object space of the optical imaging system will result in an
extended spot in the electromagnetic field in image space, captured at the detec-
tor. This spot shape is described by the so-called Point Spread Function (PSF). The
entire image can be synthesized as a sum over the PSFs corresponding to the dif-
ferent point sources in the imaged object. For sufficiently low NA values and for an
aberration free optical system with a circular aperture the PSF is the so-called Airy
pattern. This PSF has a central peaked spot with a radius 0.61λ/NA and a series of
low intensity concentric rings separated by dark fringes.

The PSF is closely related to the resolution of the optical system, probably the
most important image quality metric for microscopy. Consider for example a finely
spaced line grid that is imaged onto the detector. The finite sized PSF will smear
out the features of the grid, ultimately making it unresolvable when the grid spac-
ing becomes too small. The customary definition of resolution is the period of
the finest line grid that can be resolved. A monumental insight in the field of mi-
croscopy was put forward by Abbe in the late 19th century [85], namely that even
perfectly designed optical imaging systems have a limited resolution, and that this
fundamental limit arises from diffraction at the pupil of the optical imaging sys-
tem. Abbe showed that the highest spatial frequency of the object that can be de-
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tected in the image is 2NA/λ (for an incoherent system), with λ the wavelength
of the light, making the diffraction limit to resolution equal to λ/2NA. Note that
the Numerical Aperture NA can by its definition not exceed the medium refractive
index n, and as a result, the resolution is ultimately limited to the wavelength of
light in the medium λ/n. Aberrations in the optical system, for example caused by
imperfections in the lenses or misalignment of the components, might lead to a
lower resolution than given by the diffraction limit.

Resolution and pixel pitch or ‘pixel size’ are often confused. From a signal pro-
cessing point of view, the pixel pitch should be chosen based on the optical res-
olution. The Nyquist criterion states that for a digital representation of an image
which is band limited with a maximum spatial frequency fm , a sampling density
∆= 1/2 fm must be used [86]. Using a smaller pixel pitch will not improve the reso-
lution; using a higher pixel pitch will introduce aliasing. The optical magnification
is another parameter that is often confused with the resolution. Whereas in tra-
ditional microscopy the magnification played an important role for details to be
visible with the human eye, this is not the case in digital microscopy where the size
of the image can be chosen arbitrarily on the digital device. The optical magnifica-
tion is therefore unrelated to the resolution.

Image quality is affected by noise. The amount of noise can be expressed by the
signal-to-noise ratio (SNR), which gives the ratio between the magnitude of the sig-
nal and the standard deviation of the noise. A fundamental lower limit on the noise
level follows from the particle nature of light. According to quantum mechanics
light is emitted and absorbed in discrete packages called photons, where the prob-
ability of detecting a photon is proportional to the magnitude squared of the elec-
tromagnetic field at the detection point. Only photons that excite an electron in the
detector actually contribute to the signal. Therefore, the measured intensity and is
most often expressed in ‘photo-electrons’ (symbol e−) The probability distribution
for the number of photo-electrons that is measured in a certain period is given by
the Poisson distribution, which has a standard deviation of

p
N e− given an expec-

tation value of N e−, an effect also referred to as shot noise. The SNR of an optical
system is therefore ultimately limited to

p
N . Obtaining enough photo-electrons

for a good SNR is challenging in low-light conditions such as in fluorescence mi-
croscopy and when short integration times are a practical constraint, such as for
scanning system.

Where the fundamental limits to resolution and noise are given by the under-
lying physics of the optical imaging system, the image quality might in practice
be limited by the imaging sensor. First, additional noise is usually introduced by
the read-out electronics of the detector or camera. Read noise includes thermal
noise from the electronic amplifiers, noise fluctuations of the dark current from the
photo-diodes, reset noise from CMOS circuitry and quantization noise from the
conversion of a charge or voltage to a discrete digital number [87–89]. Second, the
measured value at a pixel might not only depend on the light incident at that pixel,
but also by the light incident on adjacent pixels, so-called cross-talk [90], or there
may be a time dependence in the read-out electronics, for example an incomplete
pixel reset might introduce image lag [91]. Third, the response function of the sen-
sor may involve unwanted complications. Typically, for microscopy applications
a linear response is desired, although non-linear responses are sometimes used
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to achieve a high dynamic range [90]. Linearity implies that the sensitivity of the
sensor is preferably independent of the intensity it measures. Deviations from lin-
earity can result in a false representation of the intrinsic contrast of the object. The
linearity is in all cases limited by the maximum amount of photons that can be
measures before the signal saturates. This full well capacity affects the dynamic
range and the peak SNR of a sensor [90].

A good quality image has uniform image features. For this, the illumination
has to be sufficiently uniform over the field of view. Also, the aberrations in the op-
tical systems have to be well controlled to provide a uniform resolution throughout
the field of view. Finally, the sensor is required to have a uniform sensitivity and
offset. Pixel-to-pixel variations might lead to ‘fixed-pattern-noise’, degrading uni-
formity. In many cases, non-uniformity can be corrected for in post-processing,
provided the system has a reasonable SNR.

1.6. Opportunities for WSI
The digital era brings new demands to traditional microscopy. Hardware tools are
needed to generate massive amounts of image data for high throughput screen-
ing and for reliable computer aided diagnosis [92–94]. This requires imaging sys-
tems with an unlimited, or at least very large (∼ cm) field of view and high resolu-
tion (∼ 0.25µm). User interaction should be limited to a minimum in an environ-
ment where large amounts of samples have to be digitized at high throughput [52].
The WSI systems currently on the market for digital pathology applications sat-
isfy these demands for 2D brightfield imaging. The goal of this thesis is to address
opportunities for WSI in other imaging modalities.

First, there is a need for an efficient method for multi-focal imaging, also
called 3D or ‘z-stack’ imaging [95–97]. Visualizing the 3D tissue morphology is
needed in some cases in the field of histology before making a final diagnosis [36,
98]. Assessing cells in 3D is generally always needed for diagnoses in the field of
cytology [52]. A multi-focal acquisition might also be used for areas in a sample
where the auto-focus algorithm is not able to find focus, for example due to the
presence of tissue at multiple depths.The multi-focal imaging functionality of cur-
rent WSI systems is mostly realized by repeating a single layer scan for multiple
positions of the objective lens. This approach is inefficient due to the considerable
increase in scan time, and the sensitivity to errors in the registration of focal layers.

Second, use of WSI systems can be broaden to quantitative phase tomography
(QPT) and 3D imaging of thick tissue sections (∼ 60µm). Both contrast modalities
are based on computational imaging techniques and are enabled by the availabil-
ity of multi-focal images. Quantitative phase tomography forms a non-invasive
and label-free imaging platform in cell biology and pathology [64], and can be used
complementary to fluorescence imaging or for imaging of unstained tissues. 3D
imaging of thick slides with widefield microscopy suffers from the lack of an op-
tical sectioning capability, i.e. multi-focal images have optical cross-talk, adding
blurred structures in out-of-focus layers to the in-focus image. This can be partly
compensated by the use of a numerical post-processing technique called decon-
volution [99–101]. An important requirement for both modalities is the need for
simple, scalable image processing methods, ultimately enabling real time image
data processing.
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Third, it is a major opportunity for WSI systems to become compatible with flu-
orescence imaging. This would open digital pathology to the benefits of functional
studies by immunofluorescence and FISH imaging. Both techniques offer the ben-
efits for more specific, reproducible and quantitative diagnoses [36, 102, 103]. A
WSI system capable of fluorescence imaging would also be of great use in the field
of life sciences, for example for high throughput screening applications [92]. Cur-
rent slide scanners are generally not capable of fluorescence imaging [104]. The
few commercial solutions that are available, most often lack high throughput or
do not support multiplexing.

Fourth, confocal laser scanning microscopy is the de facto standard modality
for fluorescence imaging in biology [60], because the optical sectioning capabil-
ity enables high contrast. The underlying point scanning technique, has a limited
throughput, and the imaged area is limited by the Field Of View (FOV) of the mi-
croscope objective. This makes the technique unsuitable for fast multi-focal scan-
ning over large areas. Potential parallelization strategies for increased throughput
are the use of a line illumination instead of a spot illumination in combination
with a line sensor [105–107] and scanning multiple depth layers in parallel using
an illumination with multiple foci [108, 109]. Scanning the stage instead of the illu-
mination is naturally compatible with confocal line illumination [110] and makes
for a system with a minimum number of moving optical components.
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Figure 1.3: Schematic layout of the WSI system. The optical layout shows the tilted sensor that
gives rise to a tilted object plane. (a) Every line on the sensor scans the sample at a different depth.
(b) A color sequential illumination strategy is used for RGB imaging. (c) The slide is digitized in a
push-broom scanning fashion.

The work in this thesis builds on a new WSI-system that has been devised by
Philips and is described in the patent literature [111–113]. The optical architecture
is illustrated in Fig. 1.3. At the heart of this architecture lies a single multi-line
CMOS sensor. Placing the sensor tilted to the optical axis tilts the imaged plane
in object (sample) space, see Fig. 1.3a. As a result, each sensorlet scans the tissue
at a different focus level. This is used for closed loop auto-focus operation or for
acquiring a multi-focal image stack in a single scan. Images with inherent color
registration are acquired using a color-sequential illumination scheme [71], see
Fig. 1.3b. Image acquisition is done in a ‘push broom’ scanning fashion [35, 114],
see Fig. 1.3c, which has a limited need for stitching and results in a field of view
that is in principle unlimited.
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1.7. Thesis outline
This thesis contains the following chapters.

In Chapter 2 we present an in-depth analysis of the multi-line CMOS sensor for
multi-focal imaging designed by Philips. This sensor allows for image data acquisi-
tion with very high throughput (∼100,000 lines/s) of up to eight lines in parallel. In
this chapter we describe several measurement techniques to investigate the sensor
response function and the noise behavior. The main question addressed is what
SNR can be obtained given a certain photo-electron flux, and the implications this
has for the suitability of the sensor for fluorescence imaging.

A multi-focal imaging brightfield scanning system offers a platform for sev-
eral interesting computational imaging techniques. Chapter 3 explores imaging
of thick slides using an eight layer image acquisition in combination with a de-
convolution technique for an improved contrast. Further, it investigates quanti-
tative phase tomography based on a multi-focal image acquisition. An important
requirement for both modalities is the need for simple, scalable image process-
ing methods, that can easily be implemented on a parallel processing platform,
ultimately enabling real time image data processing. The chapter contains a dis-
cussion of the algorithms, the numerical implementations, a detailed description
of the design parameters for quantitative phase imaging, and scan results.

In Chapter 4 the extension of a WSI system to widefield fluorescence mi-
croscopy is explored. In this chapter, we limit ourselves to 2D scanning, but we
use a push broom acquisition based on line-scanning compatible with a tilted sen-
sor for 3D scanning or auto-focus. The LED based light source makes the proposed
method technologically robust and cost effective. The main challenge is to provide
enough optical power in the detection étendue for a substantial SNR. In this chap-
ter we describe the design of an LED based epi-illumination module, and explore
the optical power that can be delivered by an LED source, and the SNR required.

Chapter 5 investigates the use of a laser illumination source for fluorescence
imaging. A laser light source is not restricted by étendue limitations, such as is the
case with an LED illumination. Further, it allows to focus the light into a line that
can be scanned through the sample volume and subsequently imaged onto the the
detector. This results in a high illumination efficiency, and it gives an increased
contrast by suppressing background light, i.e. it offers confocality. A diffractive op-
tics method is used to generate multiple illumination lines conjugate to the tilted
sensor plane. The chapter describes the design of a multi-focal (3D) scanning sys-
tem, including design details of the diffractive structure, the experimental real-
ization of a prototype system, the scan results, and a quantitative analysis of the
system.

Chapter 6 concludes this thesis with a summary of the obtained results. Also,
an outlook is provided to future developments in WSI systems. In particular,
the challenges and some potential solutions for using a general purpose scien-
tific CMOS (sCMOS) camera for multi-line scanning of a tilted object plane are
discussed. Further, some opportunities for extension of WSI techniques to Light
Sheet Microscopy (LSM) and Structured Illumination Microscopy (SIM) are con-
sidered. Finally, we discuss the opportunities for computational imaging tech-
niques for WSI.
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2
Experimental characterization of

a novel multi-line image sensor
for application in whole slide

imaging

A novel architecture for whole slide imaging with simultaneous image acquisi-
tion and auto-focus imaging at very high speed (>100 Mpixel/s) is investigated.
The architecture is based on a custom designed CMOS sensor that consists of
multiple sensorlets that can be individually selected for readout. The sensor is
placed at an angle with the optical axis, so that each sensorlet can generate a
scan plane at a different depth in the sample. We performed an experimental
characterization to asses the sensor for image artifacts and noise behavior. The
sensor is found to show a non-linearity in the readout leading to a discontinu-
ity in the histogram of digital pixel values. A mitigation to this ‘missing sym-
bols’ artifact is proposed in the form of a non-linear mapping that can be ap-
plied in digital post processing. Also, the sensor is found to show high frequency,
pixel value dependent, variations in the gain, leading to a striping artifact in the
brighter areas of the image, oriented perpendicular to the scan direction. Addi-
tionally, minor artifacts were identified including a fluctuating background and
image lag. For these artifacts, straightforward linear unmixing type corrections
are available. A rather high read-out noise of about 40 photoelectrons is found
for a wide range of gain settings. This has only a small impact on brightfield
imaging, where a large photon current is typically achieved, and for which a very
high signal-to-noise ratio (SNR) of 292 can be obtained. It does pose a problem
for fluorescence imaging, however, where the signal photon flux is much lower,
which compromises the SNR. We show that fluorescence imaging is not possi-
ble using LED illumination and only at a limited speed of around 1-10 Mpixel/s
using laser illumination.
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2.1. Introduction
The optical microscope is one of the core instruments used by pathologists to
study tissues at length scales down to the cellular level for diagnostic purposes. The
advances in image digitizing technologies have led to the field of ‘digital pathol-
ogy’, in which the traditional microscope is replaced by a Whole Slide Imaging
(WSI) system. These systems enable scanning of tissue slides at high resolution
(∼0.25µm) and high throughput (15 mm2/min) to digital image files [1, 2]. Dif-
ferent scanning approaches are available, of which the line-sensor based ‘push
broom’ approach for two-dimensional (2D) brightfield imaging seems prevalent
[3]. There are several challenges in whole slide imaging. First, accurate focusing
for 2D imaging without any user interaction practically involved is a critical chal-
lenge, primarily due to inherent tissue topography variability [4–6]. Second, 2D
imaging does not cover all use cases. It is regularly required to asses the cellu-
lar composition of specimens in three dimensions in the field of histopathology
and cytology [7–10]. Three-dimensional (3D) scanning in current WSI systems is
mostly realized by scanning a series of adjacent tissue sections or through multi-
ple scans at different focus levels to create a so-called ‘3D virtual slide’ or ‘z-stack’.
This approach is sensitive to misalignment and might need a post-processing reg-
istration step. Also, the scan duration is increased considerably and consequently
hampers adoption in clinical practice.

A conceptually novel 3D WSI architecture based on a custom-built multi-line
CMOS image sensor has been proposed by Philips[11–13]. The sensor contains
128 sensorlets of 4×4096 pixels. Placing the sensor tilted to the optical axis tilts the
imaged plane in object (sample) space. As a result, each sensorlet scans the tissue
at a different focus level. This can be used for closed loop auto-focus operation or
for acquiring a 3D image stack in a single scan.

One of the main advantages of CMOS technology is the integration of the im-
age sensor with circuitry for both driving the image sensor and performing on-chip
signal processing [14]. In addition, CMOS technology allows for very high read-out
speeds in comparison to CCD, where the charge transfer read-out requires a serial
read-out. A disadvantage of CMOS technology is the reduced photon detection
efficiency due to the requirement of multiple transistors per pixel, which occupy
space on the sensor surface [14, 15]. Also, CMOS sensors suffer from fixed pattern
noise (FPN), which is caused by pixel-to-pixel variations due to device and inter-
connect mismatches across the sensor array, and from reset noise that is caused
by an incomplete pixel reset [15, 16]. Offset FPN and reset noise can be reduced by
correlated double sampling (CDS) at the expense of more transistors per pixel [15].
The low photon detection efficiency can be increased by further miniaturization of
the electronics and the use of micro-lenses [15, 17]. The novel designed multi-line
CMOS image sensor makes use of the advantages of CMOS technology by having
integrated read-out electronics and two Field Programmable Gate Arrays (FPGAs)
for on-chip processing of the image data. The read-out electronics is relocated to
the regions of the sensor between the sensorlets that are not needed as photosensi-
tive regions. This increases the fill factor to 79 % and because in total more circuitry
can be positioned on the sensor, enables a faster read-out. It also eliminates the
need for micro-lenses, which are undesirable when the image sensor is tilted with
respect to the optical path [12]. The issue of FPN is addressed by the inclusion of a
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series of ‘dark pixels’ on every row on the image sensor. This allows for removal of
FPN in numerical post processing.

Here, we report on an experimental characterization of the custom-built multi-
line CMOS image sensor. The first goal is to test the sensor for image artifacts and
to assess the possibility of correcting these artifacts in digital post processing. The
second goal is to determine the signal-to-noise ratio (SNR) of the system as a func-
tion of the available photo-electron current, based on an experimental evaluation
of different noise sources. In our experimental evaluation and characterization we
build on methods that have been reported in the literature. In particular, we make
use of the ‘photon transfer method’, which exploits the linear relation of the shot
noise induced variance with the number of photoelectrons in order to measure
gain and read noise [18–20]. We also make use of existing experimental methods
to measure dark current and linearity [19, 21, 22]. Recently, we investigated the
possibilities and limits of extending WSI systems to fluorescence imaging by using
a LED based epi-illumination [23]. Typical photo-currents that can be achieved for
fluorescence imaging are orders of magnitude smaller than for brightfield imaging.
For that reason we will focus specifically on the sensor performance at low light
levels.

This report will start with a brief description of the novel 3D optical architec-
ture and with the sensors capabilities in Section 2.2. Then, we will give an effective
sensor model describing the stochastic process of data acquisition in Section 2.3.
We have characterized a number of effects and artifacts, and measured perfor-
mance parameters. The different measurement methods as well as the key re-
sults are reported in Section 2.4. We conclude this chapter with a discussion of
the implication of our measurements for the achievable SNR, the consequences
for fluorescence scanning and the next steps of research into sensor performance
in Section 2.5.

2.2. Whole slide scanner architecture
Slide scanning is most often implemented by using a line scanning setup with con-
tinuous scanning (‘push broom’ scanning). This is a favored architecture for its
mechanical simplicity and reduced need for stitching [24]. Figure 2.1a shows a
novel line scanner architecture based on an image sensor that is tilted with respect
to the optical axis. This gives rise to a tilted object plane, as illustrated in Fig. 2.1b.
Therefore, every row on the sensor corresponds to a different z-position in object
space. Scanning at multiple depth levels can be used for auto-focus or for multi-
focus volumetric (3D) imaging. A time-sequential illumination strategy is used
(see Fig. 2.1b) to acquire color images (up to five channels, but default three for
RGB). This scanning architecture removes the need for multiple sensors for auto-
focus and color and gives intrinsic alignment of the color channels and depth lay-
ers.

The used multi-line sensor is a custom designed CMOS image sensor which
can capture high resolution images and auto-focus images simultaneously at a
very high lines rate up to 100 klines/s. The design of the image sensor originates
from Philips and has been described in the patent literature [11–13]. The pixel ge-
ometry of the sensor is shown in Fig. 2.1d. The sensor consists of 128 sensorlets,
each sensorlet consisting of four rows. The sensor is 4096 pixels wide. In addition,
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32 extra pixels are placed on both sides which are not sensitive to light, with the
purpose of background correction. The pixel pitch is 6.42µm in the scan direction
and 5.54µm in the lateral direction. The projection of the tilted rectangular pixels
onto the scanned plane is square for a sensor tilt of about 30°.

The sensor unit comprises two Field Programmable Gate Array (FPGA) mod-
ules or ‘engines’ for reading and processing the image data. Both engines have
four 9-bit Analog-to-Digital-Convertors (ADCs). Each ADC can be independently
configured to read a line of a sensorlet. The first ADC will always read the first line,
the second ADC the second line, etc.

The main purpose of having two engines is to use one engine for acquiring
high resolution image data, while the other engine is used to capture auto-focus
data. This is illustrated in Fig. 2.1e. Capturing high resolution images can make
use of digital Time Delayed Integration [25] (TDI): the four ADCs of an engine read
the four rows of a single sensorlet, and the data is added with a delay in order to
achieve a fourfold increase in signal. Simultaneously, the other engine reads out
a series of sensorlets sequentially. This is most often done in a ‘binning’ mode,
where two ADCs read two lines of a sensorlet and donwsample the data with a fac-
tor two for SNR improvement. The third and fourth ADC read the next sensorlet
simultaneously. For the next line, the next two sensorlets are read. This is repeated
until for every sensorlet a line of downsampled data is available. This dataset is
used to determine optimal focus and adjust the position of the microscope ob-
jective. However, capturing auto-focus data is not the only possibility this sensor
architecture offers. Alternatively, the engines can be used to simultaneously ac-
quire data from eight different sensorlets, as illustrated in Fig. 2.1f. The result is a
multi-focal volume or ‘z-stack’ of image data.

The software interface (provided by Philips) supports multiple predefined ac-
quisition modes and settings. Table 2.1 lists the most important options. There
are four Sensor modes listed. 1xTDIx1 is the most simple mode, in which one ADC
is used to read one row of the selected sensorlet, resulting in one image. In the
1xTDIx4 mode, four images are acquired: all ADCs of an engine are set to read a
different sensorlet. In the 4xTDIx1 mode, all ADCs are used to read the four lines
of a single sensorlet. The engine performs online TDI and outputs a single im-
age. 2xTDIx2 is a mixed mode in which two sensorlets are selected for double-row
TDI. The binning mode is designed for auto focusing and most often combined
with a scanning row address mode. It works comparable to the 2xTDIx2 mode but
performs a factor two downsampling. The row address mode is either in fixed or
’scanning’ mode. In scanning mode, the selected sensorlet is changed every line.
The start sensorlet, step size and number of steps can be defined.

2.3. Effective sensor model
A digital CMOS sensor is an electronic device that converts collected photoelec-
trons to a voltage, which is amplified and subsequently converted to a digital num-
ber. In this section we present an effective sensor model to describe the stochastic
process of acquiring the value X of a single pixel. We start with the general descrip-
tion

X =D

[
Q +B +N

g

]
, (2.1)
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Figure 2.1: Illustration of the scanning system.
a. Schematic layout of the WSI system, showing the rotated sensor, tube lens and the tilted object
plane. Depending on the chosen sensorlet (e.g. 1 in red or 128 in blue) a different axial position is
scanned.
b. The sensor is tilted with respect to the optical axis. This make the sensorlets correspond to different
z-positions in the objects space. For a sensor tilted 30° and using an 20× objective, a range of 20 µm
is covered.
c. The sensor is monochromatic. Color images are obtained by using a synchronized light source that
sequentially illuminates the sample with red green and blue to obtain an RGB image.
d. The sensor consists of 128 sensorlets of four rows which are 4096 pixels wide. The space between
the sensorlets equals 13 rows. The pixel size is 6.42 µm in the scan direction and 5.54 µm in the lateral
direction.
The sensor contains two ‘engines’ (top and bottom) which both can read-out four lines simultaneously.
The diagram shows the connections of the sensorlets to the top and bottom engine in different acqui-
sition modes.
e) For 2D scanning, the top engine is used to read all four rows of a selected sensorlet and preform
four row TDI to obtain a high resolution image. The bottom engine is used in binning mode to read
and downsample the data of two rows of a sensorlet. Two sensorlets can be read-out simultaneously.
Every timestep, the next two sensorlets are read, such that after 64 steps, all sensorlets have been
read and the optimal focus can be calculated to provide closed loop feedback for auto-focus.
f) For 3D scanning, both engines read four sensorlets to obtain an 8 layer multi-focal volume
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Table 2.1: List of relevant options in the Philips sensor software.

Setting name options can be set per

Sensor mode SensorMode 1xTDIx1,
4xTDIx1,
1xTDIx4,
2xTDIx2 Binning

engine

Row address mode RowAddrMode Fixed,
Scanning

engine

Analog Gain AnalogGain 0-2551

(default = 32)
engine

Analog Offset AnalogOffset 0-2551 engine
Number of lines NrLineTriggers integer scan
Line period LineTriggerPeriod 35.714µs (default) to

892.85µs (25× default)2
scan

Exposure time ExposureTimeCh[0,1,2] 8.432µs (default) to
210.8µs (25× default)2

channel

1. Throughout this document a decimal notation will be used for these settings, opposed
to the software interface that uses a hexadecimal notation.
2. Actual limits might be slightly different. The mentioned range was used for this research.

where D denotes the conversion to a digital number, Q the collected charge in e−,
B the electron equivalent background offset, N the electron equivalent read noise,
and g the gain in e−/ADU.

The charge Q is the accumulation of the current that is created by electrons
that are excited in the semiconductor. Light falling on the sensor gives rise to a
current I that is proportional to the intensity. Additionally, thermal excitation of
electrons in the semiconductor gives rise to a ‘dark current’ Id . Both currents are
accumulated during the exposure time τ. Due to the discrete nature of the elec-
trons, both processes are stochastic and can be described using Poisson statistics
i.e. they give rise to shot noise. The sensor has a built-in dark current compensa-
tion. Therefore, the dark current will effectively not increase the collected charge,
but will contribute to the variance of the collected charge. A common behavior of
a CMOS sensor is to show some image lag, which is caused by an incomplete pixel
reset [16]. That means that a fraction l of the charge of the previous acquisition
Q−1 is remaining. In summary,

E[Q] = Iτ+ lQ−1, (2.2)

var[Q] = (I + Id )τ+ l 2var[Q−1]. (2.3)

The background profile B in a CMOS sensor is the result of the offset voltage of
the analog amplifier. In the sensor under investigation, this offset can be adjusted
using the Analog Offset setting. The offset is depending on the pixel position y and
the chosen ADC. Additionally, this offset shows a position independent variation
in time. As this can be fully corrected for using the black pixels, this is not treated
as noise. The background profile is written as the sum of a static and a fluctuating
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part.
B = Bs (y)+B f (t ) (2.4)

The read noise N is a collection term for all temporal noise in the process of
reading a pixel [14, 19]. The underlying physical processes include noise in the
read-out electronics, and variations in the pixel reset [14, 16]. The read noise de-
pends on the configuration of the analog amplifier and will therefore depend on
the Analog Gain setting. Read noise has zero mean and a variance

var[N ] =σ2
0. (2.5)

Before conversion to a digital number, the voltage is amplified to match the
dynamic range of the ADC, which determines the gain g . This amplification can
be configured using the Analog Gain setting of the sensor. In our sensor, the gain
varies between the ADCs. Also, the amplification shows a non-linear, time depen-
dent fluctuation. Therefore, we model

g = g0 + g f (Q, t ), (2.6)

where g0 is the actual sensor gain for the given ADC expressed in e−/ADU. The
second term involving g f represents the amplification fluctuations, where by def-
inition E[g f ] = 0.

The analog to digital conversion performs the mapping of a range of voltages
to digital numbers. In this conversion a round-off error or ‘quantization noise’ is
introduced which can be approximated as an additive white noise source with a
variance of (1/12)ADU2 [19]. Ideally, the ADC performs uniform mapping of volt-
age to digital values. However, under certain conditions, we found the sensor to do
a non-linear mapping of voltages to digital numbers. Therefore, we write

D[X ] = M(D0[X ]), (2.7)

where D0[X ] represents regular analog to digital conversion. M(X ) represents the
effect of a non linear mapping relating the input and output in ADU. If this map-
ping is a unique mapping, there exists a function M−1 such that X = M−1(M(X )),
which implies that this effect can be numerically corrected. The non-linear map-
ping in the sensor under investigation is a result of an effect that will be called
‘missing symbols’. Summarizing all these definitions, we find

X = M

(
D0

[
(I + Id )τ+ lQ−1 +Bs (y)+B f (t )+N

g + g0(t ,Q)

])
(2.8)

We distinguish three type of effects: those that are invertible: image lag and
background, those that cause non-linearities: missing symbols and gain fluctu-
ations and those that contribute to noise: dark current, quantization, and read
noise. The signal-to-noise ratio (SNR) is given by:

SNR = Iτ

(I + Id )τ+σ2
0 + 1

12 g 2
0

≡ Iτ

Iτ+σ , (2.9)

where, for convenience, we defined σ to represent the total amount of signal inde-
pendent noise of the system.
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2.4. Sensor characterization
2.4.1. Experimental setup

A whole slide scanner prototype is built for testing the novel multi line sensor. We
use a Nikon 20× NA 0.75 Plan Apochromat VC objective lens and a custom Nikon
tube lens (effective focal length of 222.4±2.2 mm) for obtaining a target magni-
fication of M = 22.24. A sample stage is made using two stages: a PI M-505 low
profile translation stage is used for positioning of the slide in the field direction
and a Newport XM1000 ultra precision linear motor stage for the continues scan-
ning motion of the sample. To focus, we use two stages to axially translate the
objective: a PI M-111 compact micro-translation stage for coarse positioning, and
a PI P-721.CL0 piezo nano-positioner for fine positioning. We use a custom RGB
LED based light source for widefield illumination. The custom made LED driver
has closed loop optical feedback for power stabilization and switching times on
the order of 2µs [23]. For our measurements, we use the blue channel, which con-
tains a Lumiled Luxeon Rebel Blue (∼470 nm, LXML-PB02) LED. The illumination
is controlled by a National Instruments NI PXIe-6363 data acquisition card and is
synchronized to the sensor.

2.4.2. Notation conventions

The data of an engine of the sensor is described as as a four dimensional digital
dataset. This is illustrated in Fig. 2.2. The notation will be used that xl pcz denotes
a measured value of line l , pixel p, channel c and layer z. The dataset has Nl ×
Np ×Nc ×Nz elements. The fist dimension is the ‘scan’ direction and has a size Nl

equal to the Number of lines setting. The second dimension is the lateral direction
with Np = 4096 pixels. The third dimension represents the color channels, with
Nc ≤ 5 and which has Nc = 3 for RGB imaging. Lastly, the dataset has Nz layers.
Lines and channels are acquired line after line, and for every line Nc channels are
acquired sequentially. The connotation of the term ‘line’ is therefore temporal in
the current context and must not be confused with a physical row of pixels on the
sensor. Every layer corresponds to a physical sensorlet. In our measurements, the
sensor is only used in a ‘Fixed’ Row address mode. This means that the data of all
layers is captured simultaneously and Nz is solely dependent on the Sensor mode
setting, e.g. Nz = 1 for 1×TDI×1 and 1×TDI×4, but Nz = 4 for 4×TDI×1. The dark
current pixels are denoted by bl p ′cz with corresponding dimensions, except for the
second dimension which has Np ′ = 64 corresponding to the left 32 and right 32
black pixels respectively. In most cases we will work with the data of a single layer
and a single channel. The last two indices will then be left out for brevity.

We have characterized a number of effects and artifacts, and measured perfor-
mance parameters. These are, missing symbols, background pattern, image lag,
dark current, fluctuations of gain, the sensor gain as a function of the Analog Gain
setting and the ADC, and the linearity of response. The measurement methods as
well as the key results are summarized in the following.

2.4.3. Missing symbols

The sensor is tested for a non-linear mapping of voltages to digital numbers, with
a possible ‘missing symbols’ like discontinuity, by testing the sensor response in
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Figure 2.2: Illustration of the
notation convention of the four
dimensional dataset generated
by the sensor.

the scan direction. The sensor is illuminated uniformly. The light source is pulsed
in synchronization with the sensor integration period. The pulse sequence is con-
figured to illuminate only one channel. The pulse duration is increased from zero
to the full exposure time during the course of a scan to create a gradually changing
illumination spanning the full dynamic range of the sensor. It is anticipated that,
although the illumination power increases smoothly, the effect of missing sym-
bols will cause discontinuities in the obtained data. The result is demonstrated in
Figs. 2.4a to 2.4c which displays the value of pixel 2000 as a function of time for all
three color channels, respectively. The measured value is increasing with the line
as expected. However, a range of values is clearly missing, indicating a non-linear
response with a discontinuity. For the first (red) and second (green) channel, this
occurs at about 120 ADU and for the third (blue) channel around 300 ADU. Not
only pixel 2000 is affected, but all pixels are missing the same range of values. This
can be seen in the histograms in Figs. 2.4d to 2.4f that are made including all pixels.

To gain further understanding of the actual behavior of the missing symbols,
we measured a static defocused resolution target. The raw data is shown in
Fig. 2.5a and shows a sharp edge between the background and the brighter areas.
Plotting the image data in a histogram, given in Fig. 2.5c, clearly shows a range of
missing symbols. Fig. 2.5e shows the pixel variance vp as a function of the pixel
mean mp , where the variance and mean of each pixel are computed over the set of
lines acquired sequentially over time, i.e. they are defined as:

mp = meanl [xl p ] (2.10)

vp = varl [xl p ] (2.11)

An increased variance is present around the range of missing values. Just above
this range, a decrease of the variance is observed.

We propose the following piecewise linear model for the mapping function
M(X ) to explain the observed behavior.

M(X ) =
{

X +d X−X2
X2−X1

, where X1 < X < X2

X otherwise
(2.12)

In this model, a discontinuity occurs at X1 and has size d ADU which is added to
the output. Over the range X1 to X2 this value decreases linearly to zero. The model
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is illustrated in Fig. 2.3a. The discontinuity in the model explains the increase in
variance, which is caused by small deviations that are amplified by the disconti-
nuity in M(X ) giving rise to an added variance on the order of d 2. This range of
lower variance is explained by the region between X1 and X2 of the mapping func-
tion M(X ) which has effectively a lower gain. In case that d < X2−X1 the mapping
between input and output remains unique and therefore, invertible:

M−1(Y ) =


X1 X1 ≤ Y < X1 +d

Y −d Y −X2
X1+d−X2

X1 +d ≤ Y < X2

Y otherwise

. (2.13)

Here, whe chose to map values between X1 and X1 +d , which are not expected to
occur, to X1. The inverse mapping is illustrated in Fig. 2.3b.

Figure 2.3: Illustration of
the proposed model for
the non-linear mapping
function.
(a) The forward mapping
M(X ), with indicated the
start of the non-linear re-
gion X1, the size of the
discontinuity d and the
end of the non-linear re-
gion X2.
(b) The inverse mapping
function M−1(Y ).
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The model parameters X1, X2, and d introduced in Eq. (2.12) are found by a nu-
merical inversion scheme. First, given some values of X1, X2 and d , the corrected
value xc is calculated using

xc = M−1(x), (2.14)

where the superscript c indicates the correction for missing symbols. From the
corrected values, the corrected mean mc

p = meanl [xc
l p ] and corrected variance

vc
p = varl [xc

l p ] are calculated. By repeating this procedure for all possible values

of X1, X2 and d the overall deviation of vc
p from a linear relation with mc

p is mini-
mized:

argmin
X1 X2d

Np∑
p=1

[
vc

p − (A+Bmc
p )

]2
, (2.15)

where A and B are the least squares solution of the linear model vc
p = A+Bmc

p . For
the given sensor settings, the values X1 = 112ADU, X2 = 156ADU, and d = 19ADU
are found. In the right column of Fig. 2.5, the correction of missing symbols using
the inverse function M−1 given in Eq. (2.13) is demonstrated. Figure 2.5b shows
the image data after correction. The inverse function indeed removes the gap in
the histogram, as is show in Fig. 2.5d and the deviations in the variance as shown
in Fig. 2.5f.

The range of values at which the missing symbols occur depends on the ex-
posure time. A measurement is performed for a range of exposure times between
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8.432µs and 25.296µs (1 and 3× default), see Fig. 2.6. The range of missing values
shifts proportionally to higher values for increasing exposure times. Extrapolating
the results, it reaches the end of the dynamic range at about 34µs (4× default).

The amount of values missing also depends on the Analog Gain, as can be seen
in the histograms in Fig. 2.7. The range of affected values changes from 15 ADU at
an Analog Gain of 6 to 3 ADU at an Analog Gain of 50. Using the sensor gain, see
Section 2.4.8, it is calculated that this corresponds to roughly 200 e− regardless of
the chosen setting.

The effect of missing symbols is not caused by interference between sequential
lines, or from an incomplete pixel reset. This is verified by repeating the previous
experiment, but now with an illumination sequence in which only one out of three
lines is exposed. This measurement shows the same behavior. Additionally, it was
found that the Analog Offset setting does not change the range of missing values.

Our results imply that lower line rates can be used as a work around. Through-
out the measurements in the remainder of this section, the sensor is operated such
that the effect of missing symbols is avoided.
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Figure 2.4: Demonstration of missing symbols. The sensor was operated in 1xTDIx1 mode using
sensorlet 64, an Analog Gain of 6 and an Analog Offset of 113.
a-c) Graphs showing the value of pixel 2000 as a function of time for the red, green and blue channel.
d-f) Histogram of the full scan, showing missing symbols at the same absolute ADU values for the red,
green and blue channel.

2.4.4. Image lag
The sensor is tested for image lag in a bright-to-dark transition. The sensor is uni-
formly illuminated with a pulse sequence in which only one channel of one out of
three lines is exposed. Over the full course of the measurement, the pulse length of
the illumination is increased from zero to about two times the exposure time. The
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Figure 2.5: Measurement and correction of missing symbols.
(a) Scan of a defocused resolution target in false colors. The sensor is operated in 1xTDIx1 mode, an
Analog Gain of 10 and sensorlet 64 is used. Displayed is color channel 1. The effect of the missing
symbols is visible as sharp boundary between the dark background and the bright area’s.
(b) Data after correcting for missing symbols. The boundary is not visible anymore.
(c-d) Fitted mapping function M(X ) and the corresponding inverse mapping function M−1(Y ) for the
missing symbols. Found was X1 = 112ADU, X2 = 156ADU and d = 19ADU.
(e-f) Histogram for the raw- and the corrected data.
(g-h) Variance versus mean for the raw- and the corrected data.
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dead time between the acquisitions was chosen to be about three times the expo-
sure time. Because every exposed acquisition is preceded by a series of 8 unex-
posed acquisitions, we can make the approximation that, for any reasonable value
of α, the expectation value of an exposed pixel is

E [X1 −B1] =Q1 +α9Q−8 ≈Q1. (2.16)

For the unexposed consecutive acquisition we than have

E [X2 −B2] =αQ1 =αE [X1 −B1]. (2.17)

By fitting the measured data against this linear model, a value for α can be ob-
tained. As a demonstration of the image lag measurement, Fig. 2.8 shows the value
of xl ,2000,1 with l ∈ 1,4, · · · , i.e. the value of pixel 2000 of the first channel for the
exposed lines. Also shown is the value of the consecutive acquisition xl ,2000,2. After
about 2000 lines, the illumination pulse fully overlaps with the pixels integration
period and the measured value no longer increases. Looking closely at the consec-
utive channel reveals that it also stops increasing. This proves the observed behav-
ior is not caused by the illumination. Figure 2.8b shows the correlation between
xl ,2000,1 and xl ,2000,2. A linear fit gives a slope of 6.7 %.

Image lag was measured for all pixels in the first channel by correlating xl p1

with xl p2, where only channel 1 is exposed and l = 1,4, · · · corresponds to the ex-
posed lines. This measurement was repeated for the second channel by illuminat-
ing it and correlating xl p2 with xl p3, and for the third channel by illuminating it
and correlating xl p3 with xl+1,p1, i.e. the first channel of the next line. The results
are given in Fig. 2.9. The image lag shows a small dependence on the pixel number.
On average, the image lag was determined to be 6.7 %. Note that the found image
lag is very similar for all channels, which shows that this is most probably an effect
caused by the sensor. If this would have been caused by the readout electronics, it
would be likely to see a dependence on the color channel.

In practice, image lag will make the red and green mix into the green and blue
channel respectively while the blue channel mixes into the red channel of the next
line. A mitigation might be found in linear unmixing of the channels.

2.4.5. Dark current
The impact of dark current is measured by acquiring data using an unexposed sen-
sor for a range of exposure times. The values mp and vp are calculated for each
scan. From Eq. (2.8) it follows that

dE[X ]

dτ
= 0 ≈ dmp

dτ
, (2.18)

dvar[X ]

dτ
= Id

g0
≈ dvp

dτ
. (2.19)

This implies that, due to the built-in dark current correction, mp will not increase,
but that vp will increase due to dark current [25]. By linear regression of vp against
τ, a value of Id can be obtained.

For our measurement, a range of exposure times between 42 and 211µs (5 and
25× default) is used. Figure 2.10a shows the slope of the linear fit between mp
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Figure 2.8: Demonstration of the image lag. The sensor was operated in 1xTDIx1 mode using an
Analog Gain of 70 and an offset of 115. Sensorlet 64 was used. The exposure time was 42.2 µs (5×
default) while the line trigger period was increased to have a dead time of about 160 µs between every
acquisition. Only the first channel of one in three lines is illuminated. This graphs show only the values
for l = 1,4, · · · , corresponding to the exposed lines.
(a) Value of pixel 2000 of the illuminated channel 1 (red curve) and the consecutive channel 2 (blue
curve).
(b) The same data as scatter plot, showing the value of the consecutive channel versus the illuminated
channel. Included is a linear fit indicating an image lag of 6.7 %.
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Figure 2.9: Image lag
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limited size of the light
spot used in this experi-
ment. An average image
lag of 6.7 % is found. The
sensor operation mode is
given in the caption of
Fig. 2.8
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and τ for all pixels. As anticipated, this value has a very low dependence of about 1
ADU/ms on average. Given that the maximum exposure time of the sensor is about
200µs, this is negligible in all practical purposes. The increase of vp as a function
of exposure time is shown in Fig. 2.10b. An average of 1535 e−1/ms is found. A
gain of g0 = 52.9e−/ADU is used to convert variance to photoelectrons, see Sec-
tion 2.4.8. To our current understanding, this number is unexpectedly high and
might be caused by other mechanisms that are not yet understood. Regardless the
underlying mechanism, the impact on the noise is the same.

The measured dark current implies that at the default exposure time (8.432µs),
the dark current will lead to 12.9 excited electrons which will contribute 3.6 e−

noise, which is a relatively small contribution. At the maximum exposure time
of 210µs (25× default), 324 electrons will be excited which will contribute 18 e− to
the sensor noise.
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Figure 2.10: Effects of Dark current. Measured in 1xTDIx1 mode using sensorlet 64, an Analog Gain
of 32 and an Analog Offset of 116
(a) Background intensity increase due to dark current.
(b) Dark current measured by the increase in variance as a function of exposure time.

2.4.6. Background

The sensor background was measured by acquiring a scan of an unexposed sensor.
An illustration of the result is given in Fig. 2.11a. Now, by calculating B(y) ≈ mp ,
the static background is found. Figure 2.12 shows the static background for a range
of Analog Gains and Analog Offsets. In Fig. 2.11b, the static profile is removed
to give an impression of the fluctuating background. Although this background
fluctuation is random, it does not show a dependence on the pixel. The fluctuating
background profile can therefore be obtained from the dark pixels. Good results
where obtained by averaging the center 24 black pixels of the left column:

B f (t ) ≈ meanp [bpl ], p ∈ 4 · · ·28. (2.20)
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This is used to correct for the fluctuating background profile. The last Fig. 2.11b
shows the residual background after background removal. For background cor-
rected values, we will use the notation with a b superscript

xb
l p = xl p −mp −meanp ′ [bp ′l ], p ′ ∈ 4,5 · · ·28, (2.21)

mb
p = meanl

[
xb

l p

]
, (2.22)

vb
p = varl

[
xb

l p

]
(2.23)

where mp is obtained from a scan of an unexposed sensor using the same settings
and bpl from the same scan as xpl . Both the static and the fluctuating background
do no impact image quality when they are corrected for. This is possible provided
that the sensor operates linearly. This means, for example, that having missing
symbols in the relevant range for the black pixels should be prevented.
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Figure 2.11: Illustration of the background profile. Measured by acquiring 2000 lines in 1xTDIx1 mode
using sensorlet 64, while the sensor was not exposed.
(a) Raw data showing an unexposed image at Analog Gain = 30 and offset = 115
(b) Image with static background profile removed.
(c) Image with both static and fluctuating background profile removed.
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Figure 2.12: Background profile at an Analog Gain of 15 (a), 30 (b), 70 (c) for an Analog Offset of 115
(blue), 116 (orange) and 117 (blue).

2.4.7. Gain fluctuations
Fluctuations in the read-out amplifier are investigated by measuring a series
of frames of a static defocused resolution target. The measurements are cor-
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rected for the background profile. The resulting image is shown in Fig. 2.13a.
Three ‘bins’ of pixels where selected based on their average intensity: a bin of 0-
50 ADU,representing the darkest pixels, 100-150 ADU,where the fluctuations be-
come visible, and the brightest pixels 400-450 ADU, see Fig. 2.13b. For each bin,
the noise spectrum sn was calculated using

sn = meanp

[
Fl

[
xb

l p

]]
,with p such that


0 ≤ mb

p ≤ 50 forn = 1

100 ≤ mb
p ≤ 150 forn = 2

400 ≤ mb
p ≤ 450 forn = 3

(2.24)

where n is the bin number. The result is shown Fig. 2.13c. The noise due to gain
fluctuations clearly stands out on top of the flat spectrum of quantization-, shot-
and read noise.

The gain fluctuations have an impact on pixel variance vb
p . This is investigated

using a measurement of a static defocused resolution target. We make use of the
fact that the gain fluctuations are found to affect only a narrow range of frequen-
cies. We therefore apply a band-stop filter to the signal in order to suppress the
affected frequencies without distorting the remaining frequency content of the sig-
nal. The variance due to white noise sources will then not be reduced. This implies
that the transfer function of this digital filter H is defined by

H(0) = 1, (2.25)

H( f ) = 0, f ∈ affected frequencies, (2.26)

〈H( f )2〉 f = 1. (2.27)

The first requirement ensures that the mean over the lines will be unaffected. The
filtered variance is denoted by a superscript f and is given by

v f
p = varl

[
H ⊗l xb

l p

]
, (2.28)

where ⊗l denotes convolution over the l dimension. In Fig. 2.14, a scatter plot is

shown of the unfiltered mean mb
p and variance vb

p . Also the filtered variance v f
p

is plotted. The unfiltered curve deviates from the filtered values starting around
70 ADU. This also creates a discontinuity that is hardly present in the filtered data.
This figure allows to quantify the impact of the gain fluctuations. At an intensity
of 400 ADU, the variance is increased from about 8 to about 10 ADU2. Expressing
this in rms photoelectrons, the temporal noise leads to a

p
10/8 = 12% increase of

noise in the white parts of the image.
Further tests show that the gain fluctuations are invariant to the Analog Gain,

invariant to the Analog Offset, independent of the chosen sensorlet, independent
of the pixel position and appearing in all color channels. It is present in both
4xTDIx1 mode as well as in 1xTDIx1 mode. The distinct spectral peaks only show in
the scan (i.e. time) direction. This effect appears to be unrelated to the fluctuating
background as they have an uncorrelated spectrum. The position of the noise in
the spectrum is highly dependent on the line rate, suggesting that this is a high fre-
quency noise source which is aliased. As this effect is independent of the Analog
Gain setting, it is independent of the absolute number of photoelectrons, which
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suggests that this is not reset noise, but rather electronic interference. This noise
will significantly impact image quality, especially in the white areas of the image,
where it leads to a striping artifact oriented perpendicular to the scan direction.
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Figure 2.13: Demonstration of the temporal noise.
(a) A scan is made of a defocused pinhole (1xTDIx1, gain=32, exposure time = 101.2 µs, 12× default).
Fluctuations are removed.
(b) The pixels are separated in 3 bins, with low, medium and high intensity.
(c) The average noise spectrum along the time axis is calculated for each bin.
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Figure 2.14: Impact of
the temporal noise on the
sensor calibration. Shown
are the Variance versus
Mean values and the lin-
ear regression for the un-
filtered (red) and filtered
(blue) image data. Sensor
was run in 1xTDIx1 mode,
with an Analog Gain of 32,
and an Analog Offset of
116 and an exposure time
of 101.2 µs (12× default).

2.4.8. Sensor gain
An essential step in the experimental evaluation of the sensor is the determination
of the sensor gain and noise. This is done using the photon transfer method [19,



42 2. Experimental characterization of a multi-line image sensor

20], which exploits the linear relation of the shot noise induced variance with the
number of photoelectrons. Provided that the sensor is linear, and, except for shot
noise, only signal independent additive noise sources are present with a standard
deviation σ, the total variance is given by

g 2var[X ] = g E[X −B ]+σ2 (2.29)

The sensor gain g0 and standard deviation of additive noiseσ are measured from a
scan of a static defocused resolution target. The data is background corrected and
gain fluctuations are filtered out using the band-stop filter H defined by Eq. (2.27).
To prevent image lag to affect the estimation of the variance, the data of only one
channel is used. This reduces the correlation between the measured values due to
image lag to α3 which is negligible in practice. Therefore, we can approximate

E[X −B ] ≈ mb
p , (2.30)

var[X ] ≈ v f
p . (2.31)

A linear fit is subsequently performed between v f
p and mb

p to obtain values for g
and σ.

The sensor gain was measured for a wide range of Analog Gain settings. The
results are shown in Fig. 2.15 and are summarized in Fig. 2.16. Figure 2.16a shows
that the gain depends linearly on the Analog Gain setting, which is the expected
behavior. The sensor is hardly usable below an Analog Gain setting of about 5
because the Analog Offset was either too high (only clipping) or too low (under-
exposure). This means the minimum gain of the sensor is around 10 e−/ADU. Fig-
ure 2.16b shows the system noise σ as a function of the Analog Gain setting. By
correcting the total noise for quantization noise and dark current noise, the con-
tribution of read noise can be calculated usingσ2

0 =σ2−Idτ−g 2
0 /12. The measured

read-noise shows a rather irregular shape, but has its minimum around an Analog
Gain setting of 20.

The sensor gain was also measured with both engines running in 4×TDI×1
mode for an Analog Gain of 32. Figure 2.17 shows a substantial difference in gain
between the ADCs. This is most probably caused by a difference in the on-board
amplifiers and is not a result of a software configuration. At the time of writing,
setting a different Analog Gain per ADC is not supported by the driver software.

2.4.9. Linearity of response
The linearity of the sensor is verified by a scan that is made using a flat and con-
stant illumination for a range of exposure times. The results are displayed in
Fig. 2.18a. For every pixel a linear fit of the background corrected averaged value
mb

p with the exposure time τwas done, as is illustrated in Fig. 2.18b. The RMS error
of the linear fit was calculated for each pixel and is given in Fig. 2.18c. On average
an error of only 0.7 ADU was found. Also the 95-percentile was calculated, which
remains below 1.4 ADU for all pixels. There is a small but significant relation be-
tween the error value and the position on the sensor which is not fully understood.
For practical purposes, however, the deviation of linearity is low and the sensor
can be regarded linear over the full dynamic range.
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Figure 2.15: Sensor calibration for a range of Analog Gain settings. The obtained read noise σ is
given in e− and the gain g in e−/ADU. The sensor was operated in 1xTDIx1 mode using sensorlet 64.
Background and fluctuation correction was applied, and temporal noise was filtered out. An exposure
time of 84.3 µs (10× default) was used.
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Figure 2.16: Summary of the sensor calibration results. Full measurement data is shown in Fig. 2.15.
(a) Sensor gain g0 as a function of the Analog Gain setting including a linear fit.
(b) Total system noise σ as a function of Analog Gain. Also shown is the contribution of read-noise
σ0.
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Figure 2.17: Gain with
both engines in 4×TDI×1
mode with an Analog Gain
of 32, an Analog Offset
of 116 for the top engine
and 124 for the bottom
engine, and an exposure
time of 101.2 µs (12× de-
fault). A filter for rejection
of the temporal noise was
applied. Bar 1-4 corre-
spond to the ADCs of the
top engine. Bar 4-8 corre-
spond to the ADCs of the
bottom engine.
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Figure 2.18: Linearity of the sensor response.
(a) Raw data showing the mean intensity of a scan of 1000 lines in 1xTDIx1 mode, Analog Gain=32,
Analog Offset=116 using sensorlet 64 for a range of exposure times between 42 µs and 210 µs (5×
and 25× default). Fluctuation and background correction was applied. Values above 450 ADU where
disregarded to prevent clipping effects.
(b) Intensity as a function of exposure time for a subset of pixels, together with a linear fit.
(c) The RMS error and 95-percentile of the deviation of the linear fit for every pixel.
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2.4.10. Lateral crosstalk
The sensor was tested for lateral crosstalk by imaging a slightly defocused resolu-
tion target onto the right side of the sensor, while the left side of the sensor was
illuminated without obstruction. The values of the unobstructed pixels where cor-
related to the modulated pixels to assess the correlation. A lack of correlation indi-
cates the absence of (long distance) lateral crosstalk. Figure 2.19 shows the result
for the lateral crosstalk measurement. The values of the pixels 100, 200, 300, 500,
1000, and 1500 are plotted as a function of average value of pixels 3000 to 3500, see
Fig. 2.19b. It can be noted that there is no relation between the value of these pixels
and the intensity of the modulated side of the sensor. This indicates that there is
no lateral crosstalk present in this image.
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Figure 2.19: Test for lateral crosstalk. Sensor was operated in the 1×TDI×1 mode, an Analog Gain
of 32 and an Analog Offset of 116. Sensorlet 64 was used.
(a) Raw data showing a slightly defocused resolution target imaged at the right of the sensor.
(b) Values of pixels 100, 200, 300, 500, 1000, and 1500 plotted as a function of average value of pixels
3000 to 3500. The legend shows the calculated crosstalk for the indicated pixels

2.5. Discussion
2.5.1. Implications for achievable SNR
The measured gain, dark current and read-noise can be used to determine the SNR
as a function of the available photo-electron current, using Eq. (2.9). As an illus-
tration of the different sources of noise, Fig. 2.20 shows the noise contributions
as a function of the photo-current for the default Analog Gain and exposure time.
The smallest noise contribution is from the dark current shot noise, which is about
two orders of magnitude smaller than the read noise. Even for the longest pos-
sible exposure time on the system, the dark current shot noise will remain below
the quantization noise. This implies that increasing the exposure time will in prac-
tice hardly increase the system noise. Also, the quantization noise of the system is
much lower than the read noise for the given Analog Gain.

Now that all noise contributions are known, we can calculate the optimal Ana-
log Gain setting given the available photo-electron current. The optimal setting is
found by maximizing the SNR as a function of the Analog Gain, with the bound-
ary condition that the measured value does not exceed 450 ADU. The results are
displayed in Fig. 2.21a, for both the minimum exposure time (8.432µs) and the
maximum exposure time (210.8µs). We found the read noise to have a minimum
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at an Analog Gain setting of 20 (see Fig. 2.16). Due to the dominant role of the read
noise (see Fig. 2.20), it is never advantageous to decrease the Analog Gain to reduce
the quantization noise. This means that, although lower gains can be achieved, it
will never be advantageous to have a gain lower than 32 e−/ADU. For higher photo-
electron currents, keeping the Analog Gain at 20 would lead to clipping and higher
values must then be chosen.

Figure 2.21b shows the corresponding SNR values, for both the minimum ex-
posure time (8.432µs) and the maximum exposure time (210.8µs). The results
can be compared to the dashed line that indicates the theoretical limit of a shot
noise limited SNR. In both curves, three regions can be discriminated. For very
low photo-electron currents, the read noise of the system is dominant. The SNR
increases therefore proportional with the signal. An SNR of 10 is obtained starting
at photo-electron currents larger than 2 e−/µs when the system is used at maxi-
mum exposure time. The second region is there where shot noise takes over as the
dominant noise source, which is at 10 e−/µs for the maximum exposure time and at
3×102 e−/µs for the minimum exposure time. This point indicates the start of the
region in which the sensor performs well. The SNR now increases proportional to
the square of the photo-electron current. The third region starts where the Analog
Gain has to be increased to prevent clipping. This is at about 70 e−/µs for the max-
imum exposure time and 2×103 e−/µs for the minimum exposure time. Here, the
system is very close to shot noise limited. Increasing the photo-electron current
beyond this point still increases the SNR, but the need for higher Analog Gain val-
ues will introduce some extra noise. For these very high photo-electron currents,
SNR values up to 200 can be achieved.

The mentioned results are calculated based on the 1×TDI×1 mode, but can
be easily be extrapolated to 1×TDI×4 mode by multiplying the resulting SNR val-
ues by a factor 2. Our noise model predicts an SNR of 146 when the full dynamic
range of the sensor is used at the default exposure time and Analog Gain. When
combined with 4 TDI lines, an SNR of 292 is expected.

Figure 2.20: Calculated
contributions of different
noise sources as a func-
tion of the photo-electron
flux. Assuming an Ana-
log Gain of 32 (default)
and an exposure time of
8.432 µs (default).

10 -1 100 101 102 103 104

I [e-/ms]

100

101

102

N
oi

se
 [e

- ]

noise contributions

Dark current I
d

Quantization (g/12)1/2

0



2.5. Discussion 47

10 -1 100 101 102 103 104
0

50

100

A
na

lo
g 

G
ai

n

a. optimal analog gain

10 -1 100 101 102 103 104

I [e-/µs]

100

101

102

S
N

R

b. optimal SNR

Figure 2.21: Calcu-
lation of the optimal
sensor configuration
as a function of the
photo-electron flux for
the minimum (blue)
and maximum (red)
exposure time.
(a) The calculated
optimal Analog Gain.
(b) The corresponding
SNR. The dashed line
indicates the theoretical
limit of a shot noise
limited SNR.

2.5.2. Consequences for fluorescence scanning

We investigated the possibilities and limits of extending a WSI system to fluores-
cence imaging by using an LED based epi-illumination in recent research [23]. The
results were obtained with the same setup as used in the current study. We found
the photon yield to be between 0.2 and 1 e−/µm2/µs depending on the sample and
the fluorophore. Given the sensors target pixel size in object space of (0.25µm)2,
this corresponds to 0.01 to 0.06 e−/µs. The sensor will not be able to capture mean-
ingful images with such low photon yield, given the SNR (see Fig. 2.21). Improve-
ments can be realized by combining the data of multiple sensorlets and by increas-
ing the exposure time beyond current limitations. For example, by adding the sig-
nal of two sensorlets, for the least performing fluorophore considered in Ref. [23]
it would require an exposure time of at least 2.6 ms to achieve an SNR larger then
1 and about 200 ms to have an SNR higher then 10. This is more than 20.000 times
longer than the default exposure time. Although longer exposure times will in-
crease the SNR, the system will not become shot noise limited, because the dark
current is more than an order of magnitude larger than the signal. This indicates
that the system is unsuitable for fluorescence imaging using an LED based illumi-
nation. Preliminary results with a laser line illumination source for fluorescence
imaging suggests that the photon yield can be improved by two orders of magni-
tude. In that case, an SNR of 10 can be achieved using an exposure time of about
500µs, on the order of the current maximum. This results in scan times that will
be about 60 times slower than the default scan rate, which might be acceptable in
practice. The read noise and dark current shot noise will be on the same order of
magnitude as the shot noise.
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2.5.3. Conclusions and next steps
The proposed slide scanner architecture with the custom CMOS multi-line sen-
sor enables simultaneous auto-focus and image acquisition with 4-row TDI. Our
system characterization shows that images with a very high SNR of 292 can be ac-
quired, provided a sufficiently high photon-flux can be realized. This mean that
8-bit images will have a noise level less than 1 least significant bit (LSB). At the de-
fault settings, the gain is measured to be 50 e−/ADU. The optimal gain in the limit
of low photon currents is 32 e−/ADU.

In our experimental characterization, however, some issues were found. At the
high line rates, the sensor shows missing symbols, leading to non-linearities in the
read-out. The resulting discontinuity has a size of about 200 e−. We show that this
effect can partly be corrected. The proposed method is computationally simple
and therefore suitable for on-board correction. The validity of the model still has to
be verified for higher Analog Gain settings. There might be room for improvement
by considering a more complex model for the missing symbols, but this is possibly
at the expense of an increase in computational complexity. A work around is to
reduce the line rate to less than one fourth of the default, now at the expense of
scanning speed.

The sensor shows high frequency fluctuations in the gain. This effect has a mul-
tiplicative nature and shows distinct spectral peaks. The location of these peaks
depends strongly on the chosen line rate, suggesting this is a high frequency effect
that is aliased multiple times. Numerical correction of this effect may be possible
if a full description of the gain fluctuations g f (t ,Q), introduced in Eq. (2.6), can be
provided. Our measurements suggest that g f (Q, t ) can be written as the product
of a periodic function which we approximate by a single harmonic and a function
describing the increase with intensity C (Q):

g f (t ,Q) =C (Q)cos(ωt +φ). (2.32)

This model reflects that the fluctuations do not depend on the lateral pixel position
and that the temporal part does not depend on Q. In order to explain why the gain
fluctuations predominantly affect pixels with higher intensity, the function C (Q)
must be non-linear. A possible model is a step function

C (Q) =
{

0 for Q <Q0

C0 for Q >Q0
, (2.33)

with C0 the amplitude and Q0 a threshold value. This model suggests that only
the phase φ remains to be determined for every measurement before it becomes
possible to do a straightforward correction by a multiplicative factor depending
only on line and intensity.

Some additional issues where found apart from the aforementioned two major
issues. (1) The sensor shows a fluctuating background profile which can be com-
pletely compensated by using the black pixels, provided that the sensor behaves
linearly. (2) The measured gain deviates across the ADCs, which may have an im-
pact on the SNR. (3) We determined the image lag to be 6.7 % in a bright to dark
transition. This can be solved by linear unmixing in a straightforward way. (4) We
measured a rather high dark current of 1.5×103 e−/ms. However, the attendant
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noise does not have a significant impact on the overall SNR in practice. (5) We
found the sensor to be linear with the exception of the earlier mentioned effects.
(6) Finally, no lateral crosstalk between pixels in a row was found.

2.6. Acknowledgements
We acknowledge Bas Hulsken, Rik Kneepkens, Jelte Peter Vink, Mathijs Rem, Gert-
Jan van der Braak and Aslihan Arslan Carisey at Philips Digital & Computational
Pathology for support and feedback and for providing the multi-line image sensor
for testing. NWO-TTW is thanked for financial support.

References
[1] J. Bury and J. Griffin. Digital pathology. Ed. by S. K. Suvarna, C. Layton, and J. D.

Bancroft. 8th ed. Elsevier Health Sciences, 2018, p. 476. ISBN: 978-0-7020-6864-5 (cit.
on p. 24).

[2] S. Al-Janabi, A. Huisman, and P. J. Van Diest. “Digital pathology: current status and
future perspectives”. In: Histopathology 61.1 (2012), pp. 1–9. DOI: 10 . 1111 / j . 1365 -
2559.2011.03814.x (cit. on p. 24).

[3] L. Pantanowitz, N. Farahani, and A. Parwani. “Whole slide imaging in pathology:
advantages, limitations, and emerging perspectives”. In: Pathology and Laboratory
Medicine International 7 (2015), p. 23. DOI: 10.2147/PLMI.S59826 (cit. on p. 24).

[4] M. D. Zarella et al. “A Practical Guide to Whole Slide Imaging: A White Paper From
the Digital Pathology Association”. In: Archives of Pathology & Laboratory Medicine
143.2 (2019), pp. 222–234. DOI: 10.5858/arpa.2018-0343-RA (cit. on p. 24).

[5] C. Higgins. “Applications and challenges of digital pathology and whole slide imag-
ing”. In: Biotechnic & Histochemistry 90.5 (2015), pp. 341–347. DOI: 10.3109/10520295.
2015.1044566 (cit. on p. 24).

[6] M. Montalto, R. Filkins, and R. McKay. “Autofocus methods of whole slide imag-
ing systems and the introduction of a second-generation independent dual sen-
sor scanning method”. In: Journal of Pathology Informatics 2.1 (2011), p. 44. DOI:
10.4103/2153-3539.86282 (cit. on p. 24).

[7] N. Roberts et al. “Toward Routine Use of 3D Histopathology as a Research Tool”. In:
The American Journal of Pathology 180.5 (2012), pp. 1835–1842. DOI: 10.1016/j.ajpath.
2012.01.033 (cit. on p. 24).

[8] Y. Xu et al. “A Method for 3D Histopathology Reconstruction Supporting Mouse Mi-
crovasculature Analysis”. In: PLOS ONE 10.5 (2015). Ed. by A. H. Beck, e0126817. DOI:
10.1371/journal.pone.0126817 (cit. on p. 24).

[9] M. E. van Royen et al. “Three-dimensional microscopic analysis of clinical prostate
specimens”. In: Histopathology 69.6 (2016), pp. 985–992. DOI: 10.1111/his.13022 (cit.
on p. 24).

[10] Y. Fan and A. P. Bradley. “A method for quantitative analysis of clump thickness in
cervical cytology slides”. In: Micron 80 (2016), pp. 73–82. DOI: 10.1016/j.micron.2015.09.
002 (cit. on p. 24).

[11] B. Hulsken and S. Stallinga. “Sensor for microscopy”. In: US Patent No. 10,353,190
B2 (2019) (cit. on pp. 24, 25).

[12] B. Hulsken. “Scanning imaging system with a novel imaging sensor with gaps for
electronic circuitry”. In: US Patent. No. 10,091,445 B2 (2018) (cit. on pp. 24, 25).

[13] B. Hulsken. “Method for simultaneous capture of image data at multiple depths of a
sample”. In: US Patent No. 9,910,258 B2 (2018) (cit. on pp. 24, 25).

https://doi.org/10.1111/j.1365-2559.2011.03814.x
https://doi.org/10.1111/j.1365-2559.2011.03814.x
https://doi.org/10.2147/PLMI.S59826
https://doi.org/10.5858/arpa.2018-0343-RA
https://doi.org/10.3109/10520295.2015.1044566
https://doi.org/10.3109/10520295.2015.1044566
https://doi.org/10.4103/2153-3539.86282
https://doi.org/10.1016/j.ajpath.2012.01.033
https://doi.org/10.1016/j.ajpath.2012.01.033
https://doi.org/10.1371/journal.pone.0126817
https://doi.org/10.1111/his.13022
https://doi.org/10.1016/j.micron.2015.09.002
https://doi.org/10.1016/j.micron.2015.09.002


50 2. Experimental characterization of a multi-line image sensor

[14] S. Mendis et al. “CMOS active pixel image sensors for highly integrated imaging sys-
tems”. In: IEEE Journal of Solid-State Circuits 32.2 (1997), pp. 187–197. DOI: 10.1109/
4.551910 (cit. on pp. 24, 29).

[15] A. El Gamal and H. Eltoukhy. “CMOS image sensors”. In: IEEE Circuits and Devices
Magazine 21.3 (2005), pp. 6–20. DOI: 10.1109/MCD.2005.1438751 (cit. on p. 24).

[16] Hui Tian, B. Fowler, and A. Gamal. “Analysis of temporal noise in CMOS photodiode
active pixel sensor”. In: IEEE Journal of Solid-State Circuits 36.1 (2001), pp. 92–101.
DOI: 10.1109/4.896233 (cit. on pp. 24, 28, 29).

[17] E. Fossum. “CMOS image sensors: electronic camera-on-a-chip”. In: IEEE Transac-
tions on Electron Devices 44.10 (1997), pp. 1689–1698. DOI: 10.1109/16.628824 (cit. on
p. 24).

[18] K. Lidke et al. “The role of photon statistics in fluorescence anisotropy imaging”. In:
IEEE Transactions on Image Processing 14.9 (2005), pp. 1237–1245. DOI: 10.1109/TIP.
2005.852458 (cit. on p. 25).

[19] L. J. van Vliet, D. Sudar, and I. T. Young. Digital fluorescence imaging using cooled
charge-coupled device array cameras. Ed. by J. E. Celis. 2nd ed. Vol. 3. Academic
Press, 1998, pp. 109–120. ISBN: 978-0-12-164725-4 (cit. on pp. 25, 29, 41).

[20] J. R. Janesick, K. P. Klaasen, and T. Elliott. “Charge-Coupled-Device Charge-Collection
Efficiency And The Photon-Transfer Technique”. In: Optical Engineering 26.10
(1987), p. 261072. DOI: 10.1117/12.7974183 (cit. on pp. 25, 41).

[21] J. C. Mullikin et al. “Methods for CCD camera characterization”. In: Image Acquisi-
tion and Scientific Imaging Systems. Vol. 2173. International Society for Optics and
Photonics. 1994, pp. 73–84. DOI: 10.1117/12.175165 (cit. on p. 25).

[22] Q. Zhao et al. “Modulated electron-multiplied fluorescence lifetime imaging mi-
croscope: all-solid-state camera for fluorescence lifetime imaging”. In: Journal of
Biomedical Optics 17.12 (2012), p. 126020. DOI: 10.1117/1.JBO.17.12.126020 (cit. on
p. 25).

[23] L. van der Graaff et al. “Fluorescence imaging for whole slide scanning using LED-
based color sequential illumination”. In: Optics, Photonics, and Digital Technologies
for Imaging Applications V. Vol. 10679. International Society for Optics and Photon-
ics. SPIE, 2018. ISBN: 9781510618848. DOI: 10.1117/12.2306776 (cit. on pp. 25, 30, 47).

[24] S. M. Shakeri et al. “Optical quality assessment of whole slide imaging systems for
digital pathology”. In: Optics Express 23.2 (2015), pp. 1319–1336. DOI: 10.1364/OE.23.
001319 (cit. on p. 25).

[25] H. Netten et al. “A fast scanner for fluorescence microscopy using a 2-D CCD and
time delayed integration”. In: Bioimaging 2.4 (1994), pp. 184–192. DOI: 10.1002/1361-
6374(199412)2:4%3C184::AID-BIO3%3E3.0.CO;2-M (cit. on pp. 26, 36).

https://doi.org/10.1109/4.551910
https://doi.org/10.1109/4.551910
https://doi.org/10.1109/MCD.2005.1438751
https://doi.org/10.1109/4.896233
https://doi.org/10.1109/16.628824
https://doi.org/10.1109/TIP.2005.852458
https://doi.org/10.1109/TIP.2005.852458
https://doi.org/10.1117/12.7974183
https://doi.org/10.1117/12.175165
https://doi.org/10.1117/1.JBO.17.12.126020
https://doi.org/10.1117/12.2306776
https://doi.org/10.1364/OE.23.001319
https://doi.org/10.1364/OE.23.001319
https://doi.org/10.1002/1361-6374(199412)2:4%3C184::AID-BIO3%3E3.0.CO;2-M
https://doi.org/10.1002/1361-6374(199412)2:4%3C184::AID-BIO3%3E3.0.CO;2-M






3
Computational imaging

modalities for multi-focal whole
slide imaging systems

Whole slide imaging systems can generate full-colour image data of tissue slides
efficiently, needed for digital pathology applications. This paper focuses on a
scanner architecture that is based on a multi-line image sensor that is tilted with
respect to the optical axis, such that every line of the sensor scans the tissue
slide at a different focus level. This scanner platform is designed for imaging
with continuous autofocus and inherent color registration at a throughput on
the order of 400 MPx/s. Here, single-scan multi-focal whole slide imaging, en-
abled by this platform, is explored. In particular, two computational imaging
modalities based on multi-focal image data are studied. First, 3D imaging of
thick absorption stained slides (∼60µm) is demonstrated in combination with
deconvolution to ameliorate the inherently weak contrast in thick-tissue imag-
ing. Second, quantitative phase tomography is demonstrated on unstained tis-
sue slides and on fluorescently stained slides, revealing morphological features
complementary to features made visible with conventional absorption or fluo-
rescence stains. For both computational approaches simplified algorithms are
proposed, targeted for straightforward parallel processing implementation at
∼GPx/s throughputs.

This chapter has been published as: Leon van der Graaff, Geert J.L.H. van Leenders, Fanny Boyaval,
and Sjoerd Stallinga in Applied Optics 59, 20 (2020) [1].
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3.1. Introduction
A higher resolution and a larger field of view has always been an important concern
in the design of optical systems. The use of an objective lens with a higher numer-
ical aperture (NA) provides a higher resolution but at the same time decreases the
field of view (FOV) of the optical system. Whole Slide Imaging (WSI) systems pro-
vide a solution to this fundamental trade-off between resolution and FOV by scan-
ning the tissue slide and acquiring a digital image with high resolution (∼0.25µm)
with a truly unlimited FOV. WSI systems are the primary enabling technology for
digital pathology, with applications in primary diagnosis [2–5], education [6–8] and
research [9, 10].

Other methods are proposed to overcome the trade-off between resolution and
FOV. Multi-spot scanning with array illuminators, here a large grid of high-NA
spots is used for illumination, but a low NA with large FOV imaging path is used,
have been considered [11–13]. In Fourier Ptychography [14, 15], a series of low res-
olution images of a large FOV acquired with different illumination beam angles are
combined to produce a single high-resolution image of the entire FOV. Although
these methods do overcome the resolution-FOV trade-off, they do not optimally
use the space-bandwidth-time product of the optical system [16] (basically cor-
responding to the throughput in Mpx/s) because a fraction of the data stream is
lost to overhead or carries redundant information. In addition, non-scanning ap-
proaches are still limited in FOV by the low magnification objective lenses used.

Currently, the majority of WSI systems provides high quality two-dimensional
(2D) images of tissue slides, mostly for brightfield microscopy with white light il-
lumination [17–19]. There are two main methods of scanning. The first is the ‘step
-and-stitch’ method, in which the slide is moved step-wise and imaged using an
area scanner. This is the most trivial extension to the traditional FOV-limited mi-
croscope but requires a potentially complex process of image-stitching in post-
processing. The second is the ‘push broom’ or line scanning method, which com-
bines simplicity and speed by scanning the slide with a line sensor at a constant
velocity. The limited illumination etendue can be compensated by sensors with
a Time Delay Integration (TDI) capability [20]. Current scanner systems have a
throughput of several 100 Mpx/s, sufficient for imaging ∼cm2 tissue areas at sub-
µm sampling density within ∼1min.

A major challenge in slide scanning is the need for tracking the topographic
variations of the tissue layer which usually exceed the depth-of-focus of the scan-
ner. To this end, a focus map of the whole slide can be made prior to scanning,
where only a limited number of locations is used to save time [21]. An improve-
ment is an autofocus system in which focus information is provided continuously,
without mechanically changing focus. This information is then used for a closed-
loop feedback system for maintaining optimum focus [22, 23]. Such an autofocus
system can be realized using a second optical branch in the scanner for generat-
ing the focus information. Drawbacks of this approach are the increase in overall
optical complexity and the required synchronization between the autofocus and
imaging branches of the scanner.

Recently, a new WSI-system has been described in the patent literature by
Philips [24–26] to overcome these drawbacks. The core of the approach lies in
a new architecture for a multi-line image sensor. The sensor contains separate
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‘sensorlets’, groups of adjacent pixel rows, which can be read-out independently.
The sensor is tilted with respect to the optical axis resulting in a tilted object plane
[27]. The readout of pixel information is done via two separate, simultaneously
obtained, data streams, one obtained from a single sensorlet for providing the pri-
mary imaging information, the other obtained from multiple sensorlets for pro-
viding autofocus information. A full color whole-slide image with inherent color
registration is acquired with a color-sequential illumination scheme based on fast
switchable, high power LEDs [28]. In summary, the advantages of the proposed
architecture are the elimination of the need for multiple cameras for imaging and
autofocusing, the reduction of component costs and the simplification of manu-
facturing and maintenance.

An inherent capacity of the WSI platform is the possibility to make a multi-
focal scan by readout of multiple sensorlets simultaneously [24–26]. This reduces
scan time and has intrinsic axial registration of the scanned layers compared to
acquiring a multi-layer image with multiple sequential 2D scans. The goal of this
paper is to explore new imaging modalities of the scanner platform, based on this
opportunity. Making 3D images with a single scan specifically leads to opportu-
nities in imaging the 3D morphology of tissues and cells over large FOVs and in
computational phase contrast imaging of unstained tissues.

Visualizing the 3D tissue morphology is needed in some cases in the field of
histology before making a final diagnosis [17, 29]. Visualizing cells in 3D is gen-
erally always needed for diagnoses in the field of cytology [30]. The 3D imaging
functionality of current WSI systems is mostly realized through sequential scans
at different focus levels [31–33]. This approach leads to a considerable increase in
scan time, and is sensitive to errors in registration of focal layers, which hamper
its large-scale application. These disadvantages can be overcome by the proposed
single scan 3D imaging mode.

Quantitative phase imaging forms a non-invasive and label-free imaging plat-
form in cell biology and pathology [34]. Algorithms are available for phase retrieval
from a through-focus image stack to obtain a 2D phase contrast image of a thin
layer, usually based on solving the Transport of Intensity Equation (TIE) [35–38],
as well as for a full 3D tomographic reconstruction of a thicker specimen [39–41].
Application of such computational phase contrast modalities based on multi-focal
image stacks can broaden the application of WSI systems to unstained samples.

An important requirement for both modalities is the need for simple, scalable
image processing methods, ultimately enabling real time image data processing.
Key in achieving high throughput image processing is parallelization of the al-
gorithm, such that it can be computed efficiently on a Graphics Processing Unit
(GPU) or on dedicated hardware, e.g. a Field-Programmable Gate Array (FPGA). In
this work the focus will therefore be on image processing algorithms that are com-
patible with large scale parallelization in a straightforward way. In particular, a de-
convolution algorithm for improved sectioning in multi-focal volumetric imaging
of thick slides and an algorithm for quantitative phase tomography are presented.
In both a ‘z-only’ approach is proposed, in which the final deconvolved or phase
image data is calculated independently for each lateral position (x, y), which leads
to low memory, efficient, and scalable calculations.

This paper is structured as follows. First, the 3D scanner architecture is de-
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Figure 3.1: Schematic layout of the WSI system. (a) The pixel geometry of the novel multi-line CMOS
image sensor. The sensor is equipped with two ‘engines’ that can independently read out the sensor.
This can be used for (b) 2D scanning with continues autofocus or (c) 3D scanning. The optical layout
(d) shows the tilted sensor that gives rise to a tilted object plane (e). A color sequential illumination
strategy (f) is used for RGB imaging.

scribed including the novel image sensor. Next, multi-focal volumetric images of
60µm thick tissue sections are shown. Then, the results of quantitative phase to-
mography of unstained tissue sections are presented. The paper is concluded with
an evaluation of the findings and possible next steps for the highly modular WSI
platform.

3.2. Scanner setup and image processing
3.2.1. 3D scanner architecture

A schematic outline of the 3D WSI platform is shown in Fig. 3.1. At the heart of
the system lies a CMOS image sensor, of which the pixel geometry is outlined in
Fig. 3.1a. The sensor consists of 128 sensorlets, groups of 4 adjacent pixel rows
with a width of 4096 pixels. The sensorlets have a 13-row spacing. The pixel pitch
is ∆l = 6.42µm in the scan direction and ∆p = 5.54µm in the orthogonal, or ‘field’
direction. The sensorlets have a 13 row spacing such that the sensorlet pitch ∆s =
(13 + 4)∆l 115.56µm. The sensor is tilted over an angle of β = 30°, so that each
sensorlet scans the sample at a different depth, see Fig. 3.1e. This also results in
a square projection of the pixels on the the plane of the tissue slide. The slide is
illuminated by a color-sequential LED-based light source, equipped with a Köhler
condenser [28], see Fig. 3.1f. The light source has three color channels for RGB
imaging, with a typical wavelength of 657 nm for the red channel, 557 nm for the
green channel and 465 nm for the blue channel.

Two Field Programmable Gate Array (FPGA) modules or ‘engines’ govern the
readout of the sensor and provide the capability of on-chip processing of the image
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data. Each engine has four Analog-to-Digital Converters (ADCs), which can be
independently connected to a sensorlet of choice. The main purpose of having two
engines is to use one for acquiring the image data, while the other engine is used to
capture auto-focus data, as is illustrated in Fig. 3.1b. Optionally, the readout signal
can be increased with a factor of four by application of TDI [20]. In this case, all four
ADC’s are connected to the four rows of a single sensorlet, and the FPGA applies
digital TDI to create the primary, high resolution, high SNR, image information.
Simultaneously, the other engine reads out a series of sensorlets sequentially, e.g.
starting at sensorlet one, and increasing the sensorlet number with every readout
line. Optionally, this is combined with ‘binning’ for higher signal levels, where the
FPGA combines the data of two rows of a sensorlet to create a two times down
sampled image with a four times higher signal level. The FPGA can calculate the
optimal focus position from this data, and provides real time feedback to adjust the
position of the objective lens. In this study we use an alternative readout mode in
which data is acquired from 8 different sensorlets simultaneously, as is illustrated
in Fig. 3.1c. For example, by reading out a single row of the sensorlets 1, 17,..., 127,
an 8 layer multi-focal volume covering the full axial range can be obtained.

Images are acquired in a line-by-line or ‘push broom’ scanning fashion [42, 43].
The translation stages performs a linear translation with a velocity vt while the
sensor is triggered for data acquisition at equidistant positions with a step size ∆t .
We use∆t = 0.25µm and vt = 1mm/s resulting in a throughput of 4096·3·8·vt /∆t ≈
393MPx/s.

The objective lens and tube lens form a telecentric imaging system, see
Fig. 3.1d. We use a Nikon 20× NA.75 Plan Apochromat VC objective lens (Fobj =
10mm) for high resolution imaging. Alternatively, a Nikon 10× NA.45 CFI Plan
Apochromat λ objective lens (Fobj = 20mm) is used for a 2× wider scan lane and
larger axial range, at the expense of lateral resolution. The tube lens has an effec-
tive back focal length of Ftube = 222.4±2.2mm to match the sensor pixel pitch of
5.54µm with the target sampling density of ∆= 0.25µm.

Scanning experiments were carried out on a prototype WSI system realized by
Philips for research purposes.

3.2.2. Finite conjugate imaging and spherical aberration

A range of axial positions in object (sample) space is imaged onto the tilted detec-
tor by the imaging light path, comprising the objective lens and the tube lens. This
imaging light path is optimized for imaging at a single depth inside the sample,
typically directly after the cover slip. It follows that in this case we will suffer from
spherical aberration. The sensitivity to spherical aberration can be analyzed along
the lines of [44]. In that analysis, it is assumed that the objective lens and tube lens
from an aplanatic telecentric imaging system.

We consider three degrees of freedom, see Fig. 3.2, namely z1, the axial object
position, z2, the increase of the free working distance of the objective with respect
to the nominal working distance, and z3, the axial image position. These three dis-
tances are relative to the nominal aberration-free case. The total aberration func-
tion W (ρ) is then given by:
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Figure 3.2: Illustration of the effect of the shifted axial position on focus and conjugate for two lines on
the sensor (in blue and red). The light path runs from right to left so as to be consistent with previous
figures. The sample consists of a coverslip (cyan) and the tissue of interest (pink) which are assumed
to have a matched refractive index n. The dashed lines indicate the nominal object and image planes
i.e. the focal plane of the tube lens and the surface below the coverslip. Three degrees of freedom are
indicated: the axial object position z1, the free working distance z f + z2 where z f is the nominal free
working distance, and the axial image position z3. Tilting the sensor over an angle β makes it cover
an axial range d in image space. Changing the axial position zc of the sensor is used for minimizing
the overall spherical aberration.

W
(
ρ
)= z1

√
n2 −ρ2NA2 + z2

√
1−ρ2NA2 − z3

√
1− ρ2NA2

M 2 , (3.1)

where ρ is the scaled radial pupil coordinate (0 ≤ ρ ≤ 1) such that the pupil is scaled
to the unit circle, NA denotes the objective numerical aperture, M = Ftube /Fob is
the lateral magnification, equal to the ratio of the tube focal length and the objec-
tive focal length, and n is the medium refractive index. This may be written in a
compact form as:

W
(
ρ
)= 3∑

j=1
z j f j

(
ρ
)
, (3.2)

f1
(
ρ
)=√

n2 −ρ2NA2, (3.3)

f2
(
ρ
)=√

1−ρ2NA2, (3.4)

f3
(
ρ
)= ρ2NA2

2M 2 , (3.5)

where a Taylor approximation is used for the third aberration term based on M À 1
and neglecting the piston term. The total amount of aberration is given by the root
mean square (rms) value of the aberration function Wrms, which is given by:

W 2
rms =

3∑
j ,l=1

g j l z j zl , (3.6)

with:
g j l =

〈
f j fl

〉−〈
f j

〉〈
fl

〉
. (3.7)

Here the angular brackets indicate averaging over the pupil (i.e. integration over
the unit circle with radial coordinate ρ). These averages can be evaluated analyti-
cally and are given in [44].

The degrees of freedom in our system can be reduced using two conditions.
First, the object should be in focus. This is defined by the axial object position
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z1 for which the rms value of the aberration function is minimal, given the axial
position of the sensor z3 and the objective’s working distance z2. This implies that
z1 can be found by solving:

∂Wrms

∂z1
= 0, (3.8)

which leads to:
z1 =− g12

g11
z2 − g13

g11
z3. (3.9)

This expression directly gives the axial magnification as:

Max =− g11

g13
=χM 2

n
, (3.10)

where χ is a non-paraxial correction factor depending only on NA and n, which
satisfies χ→ 1 in the limit NA/n → 0.

The second condition we impose is that the upper focal slice should be ad-
jacent to the cover slip. The tilted image sensor spans a range of axial positions
zc −d/2 ≤ z3 ≤ zc +d/2 in image space, where d is the total axial range and zc is the
axial position of the center of the sensor. In object space, this corresponds to the
axial range 0 ≤ z1 ≤ d/M ||. Now Eq. (3.9) implies that the working distance of the
objective must be set such that:

z2 =− g13

g12

(
zc − d

2

)
. (3.11)

Using the expressions we derived for the object axial position and the working dis-
tance, see Eqs. (3.9) and (3.11), we can now write the rms value of the aberration
function as a function of the axial image position, in which the axial position for
the center of the sensor zc remains as a free parameter. With some algebra it may
be shown that:

W 2
rms =

(
g33 −

g 2
13

g11

)
z2

3 +2

(
g 2

13

g11
− g23g13

g12

)(
zc − d

2

)
z3 +

(
g22g 2

13

g 2
23

− g 2
13

g11

)(
zc − d

2

)2

.

(3.12)
Clearly, the aberration depends quadratically on the axial image position z3, which
is illustrated in Fig. 3.3. We can now choose zc to minimize the overall aberration.
This is achieved when the minimum of the parabola is at z3 = zc . This condition
can be used to find an expression for zc :

zc =
g 2

13/g11 − g23g13/g12

g33 − g23g13/g12

d

2
. (3.13)

We will discuss the implications for the default 20×NA0.75 objective lens. The
results for other optical configurations are given in Table 3.1. Using this objec-
tive, the lateral magnification is M = 22.2. The sensor has a pixel pitch of 5.56µm,
which gives a pixel pitch in object space equal to p = 0.25µm. Assuming a medium
refractive index n = 1.5, it is found that χ = 1.07 and the axial magnification is
Max = 352. The image sensor size in the direction perpendicular to the line sensors
is 127×17×6.42µm = 13.9mm. With a tilt angle β = 30° the axial range in image
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Figure 3.3: The total aberration Wrms as a function of the axial position in image (detector) space for
different values of zc : the optimal value (zc = 0.32d), with the top of the sensor at the nominal plane
(zc = d/2), and with the center of the sensor at the nominal plane (zc = 0). The curves are calculated
using NA= 0.75 and λ = 500 nm.

space is d = 6.9mm and the axial range in object space is d/Max = 19.7µm. The op-
timal axial position of the center of the sensor is zc = 0.32d , giving an axial range
in image space of −0.18d ≤ z3 ≤ 0.82d . The reason for the significant asymmetry is
the use of finite conjugate compensation of the spherical aberration arising from
focusing into the sample below the cover slip.

Figure 3.3 shows the rms spherical aberration as a function of the axial posi-
tion in image (detector) space. With the optimum choice for zc , the rms spherical
aberration for the center of the sensor is only 1.4 mλ for a typical green emission
wavelength of λ= 500nm, composed mainly of higher order spherical aberration,
and 21 mλ at the edge of the sensor. The spherical aberration varies in an asym-
metrical way from the bottom of the sensor to the top of the sensor, in case the
axial position of the middle of the sensor is not chosen optimally. For example, by
choosing zc = 0, the center of the sensor is at the nominal image plane. Now the
rms spherical aberration ranges up to 60 mλ for the worst-case edge of the sensor.
When zc = d/2 is chosen, the top row of the sensor is in the nominal image plane
and has no aberration. However, the row at the other side of the sensor will then
experience an rms aberration of 42 mλ.

Table 3.1: Calculated optical properties for optical configurations, with different magnification and
axial range of the 3D scan. Shown are the used objective lens, the NA, the focal length Fobj of the
objective lens, the lateral magnification M , the axial magnification Max, the non-paraxial correction
factor χ, the lateral pixel pitch in object space ∆, the target sampling density in object space ∆ax, the
resulting axial range in object space d/Max, and the root mean square spherical aberrations Wrms
at the center and edge of the sensor respectively. The values are based on n = 1.5, λ= 500nm and
β= 30°.

Obj. NA Fobj M Max χ ∆ ∆ax d/Max Wrms

[mm] [µm] [µm] [µm] [mλ]

20× .75 10 22.2 352 1.07 0.25 0.15 19.7 1.4 - 21
10× .45 20 11.1 84.1 1.02 0.50 0.65 82.4 0.2 - 10

4× .20 50 5.55 13.2 1.00 1.25 2.65 512 0.0 - 2.4
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3.2.3. Image post processing
In this work, no use is made of the on-chip processing capabilities of the sensor,
but instead raw measurement data is written to a digital file for further process-
ing in MATLAB. The four dimensional image data set I [l , p,c, s] depends on a first
index l ∈ [1, Nl ] for the ‘scan’ direction with size Nl equal to number of scanned
lines, a second index p ∈ [1, Np ] for the field direction, with Np = 4096 pixels, a
third index c ∈ [1, Nc ] representing the color channels, which has Nc = 3 for RGB
imaging, and a fourth index s ∈ [1, Ns ], enumerating the Ns = 8 layers. Lines and
channels are acquired line after line, and for every line Nc channels are acquired
sequentially. The connotation of the term ‘line’ is therefore temporal in the current
context and must not be confused with a physical row of pixels on the sensor.

Three pre-processing steps are taken for all data sets. First, the sensor offset is
corrected, which consists of two terms. The sensor has a line-to-line varying off-
set Id [l ,c, s] which is provided in the raw data of each scan. The second offset is a
lateral offset Il [p,c, s], which must be measured only once for every particular con-
figuration of exposure time, gain, and chosen sensorlets. The offset was measured
by creating a ‘dark’ scan without illumination. The second pre-processing step is
the registration that is required to compensate for the spatial offset in the scan di-
rection of the different sensorlets used to scan the focus layers. Additionally, small
registration errors arising from misalignment of the sensor tilt and rotation typi-
cally arise. This is compensated by translating the image data dl pixels in the scan
direction and dp pixels in the field direction, given by:

dl [s] =
[

Nt∆s

∆l

(
s − Ns +1

2

)
+

(
r − Nr +1

2

)]
D(1+δl ), (3.14)

dp [s] =
[

Nt∆s

∆l

(
s − Ns +1

2

)
+

(
r − Nr +1

2

)]
δl , (3.15)

where a constant sensorlet interval Nt is assumed e.g. Nt = 4 when sensorlets 50,
54, ..., 78 are used. D is the number of stage steps of size ∆t it takes to translate
the image to the next row on the sensor, given by D = ∆l cos(β)/M∆t . The stage
step size ∆t is chosen such that D = 1 for the 20× objective lens and D = 2 for the
10× objective lens. The value r is the row within the sensorlet at which the data is
acquired, given by:

r [s] =
{

s, s ≤ 4,

s −4, s ≥ 5.
(3.16)

The overall displacement is minimized by correcting s and r for the number of
used sensorlets Ns = 8 and the number of rows in a sensorlet Nr = 4. The resid-
ual alignments errors δl and δp are found by scanning a checkerboard resolution
target and searching the value that optimizes the correlation between the layers.
This is implemented by a coarse 5×5 grid search around zero with a step size 0.02,
followed by a parabolic interpolation of the result. Finally, the image is scaled in
the scan direction with a factor ∆p /∆t M , to have isotropic sampling. The system
is designed to have this factor equal to one for the 20× objective lens such that this
scaling can be omitted in that particular case. The third pre-processing step is to
correct for non uniformity of the illumination by applying flat fielding. The illumi-
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nation intensity I f [l ,c, s] is found by scanning a transparent area of a resolution
target and average the result over the scan direction.

The quantitative phase tomography algorithm appears to be sensitive to inho-
mogeneities between the focal layers originating from incomplete flat fielding and
a small line-to-line instability of the read-out gain. A simple mitigation is to cor-
rect pixel values for line-to-line and pixel-to-pixel variations by the average line
and pixel value:

I ′[l , p,c, z] = I [l , p,c, z]− 1

Np

∑
p

I [l , p,c, z]− 1

Nl

∑
l

I [l , p,c, z]. (3.17)

This can work because the DC offset is not important for the phase tomography
algorithm.

3.3. Single scan multi-focal volumetric imaging of thick tissue layers
3.3.1. Axial deconvolution
Widefield microscopy has no optical sectioning capability, i.e. multi-focal volu-
metric images have optical cross-talk, adding blurred structures in out-of-focus
layers to the in-focus image. This can be partly compensated by the use of de-
convolution techniques, in case of sufficiently high SNR [45–47]. A drawback of
applying existing 3D deconvolution approaches to multi-focal whole-slide images
is the computational complexity, which scales unfavorably with lateral image size.
This may be attributed to the lateral sharpening, that is a secondary goal of 3D de-
convolution methods. The idea of this lateral sharpening is to partially undo the
blurring by the microscope Point Spread Function (PSF). Here, a ‘z-only’ approach
is followed, in which the goal of lateral sharpening is abandoned, and the focus
is entirely on the goal of reducing the axial cross-talk. This reduces the compu-
tational complexity in such a way that the computational costs are scalable with
lateral image size in a straightforward way. Deconvolution would then become
suitable for real-time processing with the use of parallel processing.

The deconvolution algorithm is a variant of the Iterative Constrained Tikhonov-
Miller (ICTM) deconvolution method [48], which is based on the minimization of
the function:

ε= 1

2

∣∣p −Gd
∣∣2 + 1

2
w |C d |2 (3.18)

under the constraint d ≥ 0. Here p represents the pre-processed image data vector,
d the to-be-deconvolved image data vector, G the blurring matrix (PSF), w the
regularization parameter, and C the regularization matrix. The constraint d ≥ 0 is
taken into account by a mapping d = c (s) from the domain −∞ < s < ∞ to 0 ≤
d <∞. Verveer and Jovin [48] use the mapping c (s) = s for s ≥ 0 and c (s) = 0 for
s < 0. The conjugate gradient method is used in ref. [48] to minimize Eq. (3.18)
with the aid of this mapping. An alternative mapping that could possibly work is
c (s) = exp(s). The gradient vector of the error function w.r.t. d has components:

ri = ∂ε

∂di
=∑

j
Ai j d j −bi , (3.19)

where i and j are indices labeling the vector and matrix components, and with the
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vector b =GT p and the matrix A =GT G +wC T C . The Hessian is:

∂2ε

∂di∂d j
= Ai j . (3.20)

For the unconstrained vector s we find a gradient:

ui = ∂ε

∂si
= c ′ (si )ri (3.21)

and a Hessian:

Bi j = ∂2ε

∂si∂s j
= c ′ (si )c ′

(
s j

)
Ai j + c ′′ (si )riδi j , (3.22)

where c ′ (s) and c ′′ (s) are the first and second order derivative of the mapping func-
tion. For the mapping function of ref. [48] c ′ (s) = 1 for s > 0 and c ′ (s) = 0 for s ≤ 0,
and c ′′ (s) = 0 (the delta-peak at s = 0 is ignored). This boils down to u = Pr and
B = P T AP with P a diagonal (projection) matrix with entries Pi i = 1 for si > 0 and
Pi i = 0 for si ≤ 0. An iterative update is made of the unconstrained deconvolved
image vector s at iteration step k in the search direction v following:

sk+1 = sk +αv (3.23)

with step size:

α=− uT v

vT B v
. (3.24)

The search direction can be computed using e.g. the conjugate gradient method
or the steepest descent method. For the sake of simplicity we use the gradient in
the original d-domain, i.e. v = r . The constrained deconvolved image vector d at
iteration k +1 is then found by d k+1 = c

(
sk+1

)
. A fixed number of iterations Ni is

used, because this removes the need for convergence testing during the optimiza-
tion, which greatly contributes to the computational efficiency. For Ni = 30, the
deconvolved images are converged to the final image with an error below the eight
bit precision level. The ICTM method is applied to do only an axial deconvolution.
This ‘z-only’ approach uses an effective blurring matrix:

Gi j =α j

[
1−β+βsinc

(
π

zi − z j

∆z

)2]
, (3.25)

of size Ns ×Ns with Ns the number of layers, sinc(t ) = sin(t )/t , and z is the axial
position in object space. The constant term represents the axial response for a
uniform object (delta-peak in Fourier space), the sinc term represents the axial
response for a point object (uniform in Fourier space). The weighting coefficient
β takes the relative magnitude of both contributions into account. In practice,
a value close to but not equal to one gives satisfactory results. In the following
β = 0.95 has been used. The parameter ∆z is a measure for the depth of focus
for which we use ∆z = 19.9µm The parameter α j is used to normalize every row
of the blurring matrix G such that

∑
j Gi j = 1. This ensures that G leaves the DC

component unchanged, and it prevents the deconvolution to underestimate the
value of d at the upper and lower scanned layers.
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Regularization is needed in order to avoid division by zero if the blurring matrix
is singular and/or if prior knowledge of the imaged object is available. For the
axial deconvolution with the effective blurring matrix Eq. (3.25) this appears to be
relatively unimportant. In the following C = I , the identity matrix, is used and
w = 10−6.

The axial deconvolution method is implemented on a GPU using MATLABs
Parallel Processing Toolbox. Deconvolving an image segment of 512×4096×3×8
requires 17 ms on an Nvidia Tesla P100-PCIE-16GB GPU. The current calculation
time implies a throughput of about 3GPx/s, far exceeding the acquisition speed.

3.3.2. Scan setup and samples
The 10× objective lens is used to cover a large axial range for multi-focal volumetric
imaging of thick slides. A sensorlet pitch Nt = 18 is used such that the layers have
a pitch of Nt∆ax = 11.7µm and cover a total axial range of 8Nt∆ax = 93.5µm

Two samples are used to demonstrate the imaging of thick slides. The first
slide contains a 60µm thick stage 3 human rectum cancer section, stained with
Hematoxylin and Eosin (H&E). The second slide contains a 60µm thick human
prostate section, stained with H&E and cleared using benzyl alcohol benzyl ben-
zoate (BABB) [49].

3.3.3. Results
Figure 3.4 shows the result of a multi-focal scan of a normal human rectum tissue
section. It provides a side-by-side comparison of the image after pre-processing
and the image after deconvolution. In Figs. 3.4a and 3.4b, the center layer of the
focal stack is shown, displaying a 800×800µm2 area of 60µm thick mucosa tissue.
Transverse sectioned colonic crypts are shown (tube shaped mucosal structures)
extended towards the bowel lumen. An edge towards the lumen is shown in the
left half of the image, see Arrow 1 in Fig. 3.4. For two structures, a detailed view of
all focal layers is provided in Figs. 3.4c to 3.4f.

The deconvolution algorithm clearly improves the image contrast by using the
information of the neighboring layers. A higher contrast between the dark ring
of cells along the crypts and the surrounding area is observed, see e.g. Arrow 2
in Figs. 3.4a and 3.4b. Also, the nuclei in the intermediate tissue show enhanced
contrast, see e.g. Arrow 3 in Figs. 3.4a and 3.4b. The deconvolution reveals multiple
cellular layers of the cellular inner structure of the crypt that are hard to distinguish
in the pre-processed data, see e.g. Arrow 4 in Figs. 3.4c and 3.4d and Arrow 5 in
Figs. 3.4e and 3.4f. Some ringing artifacts are observed in in the out-of-focus layers,
in particular for z = 47µm, see e.g. Arrow 6 in Figs. 3.4c and 3.4d and Arrow 7 in
Figs. 3.4e and 3.4f, but do not seem to harm the overall image quality too much.

The result of a multi-focal scan of a cleared prostate section is provided in
Fig. 3.5. Again, a side by side comparison is provided between the pre-processed
data and the deconvolved data. Figs. 3.5a and 3.5b depict an 800× 800µm2 area
of 60µm thick prostate tissue, showing stroma separated from prostate glandules
(containing two types of cells in normal prostate). In Figs. 3.5c and 3.5d a detailed
view is provided of an almost fully cleared tissue, where mainly the nuclei have re-
mained visible. Figures 3.5e and 3.5f provide a detailed view of the differences in
morphology.
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Figure 3.4: A multi-layer scan of a 60 µm thick, H&E stained normal human rectal mucosa section.
(a) Center layer after pre-processing. (b) Center layer after deconvolution. Visualization 1* provides
the whole focal volume. (c, e) All focal layers of a detail of the pre-processed image. (d, f) All focal
layers of a detail of the deconvolved image.
* doi.org/10.6084/m9.figshare.12097872.v1

The deconvolved images show an improved contrast, especially on the smaller
length scales. For example, the nuclei show a good separation, see e.g. Arrow 1
in Figs. 3.5c and 3.5d. Also there is a clear separation of basal and luminal cells
throughout the focal volume, see e.g. Arrow 2 in Figs. 3.5e and 3.5f. Bright circu-
lar shapes with a smooth gray outline are visible in Fig. 3.5d for z ≤ −33µm, see
for example Arrow 3 in Fig. 3.5d These structures are out-of-focus nuclei of which
only the center is suppressed by the axial deconvolution. This is interpreted as an
artefact of the ‘z-only approach’ to deconvolution.

3.4. Quantitative Phase Tomography of unstained tissue layers

3.4.1. Quantitative Phase Tomography

We have implemented 3D phase retrieval using the Quantitative Phase Tomog-
raphy (QPT) method that was recently introduced by Descloux et al. [41]. This
method enables the retrieval of a local phase in 3D from a stack of bright-field im-
ages by a simple filtering operation. Their optical analysis is based on the Born
approximation, in which the 3D intensity of a weak scattering object can be writ-

https://doi.org/10.6084/m9.figshare.12097872.v1
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Figure 3.5: A multi-layer scan of a 60 µm thick, cleared, and H&E stained human prostate section.
(a) Center layer after pre-processing. (b) Center layer after deconvolution. Visualization 2* provides
a side-by-side comparison of the whole focal volume. (c, e) All focal layers of a detail of the pre-
processed image. (d, f) All focal layers of a detail of the deconvolved image.
* doi.org/10.6084/m9.figshare.12097872.v1

ten in 3D Fourier space as a function of the 3D spatial frequency vector ~f as:

Î (~f ) ≈ I0δ(~f )+ Γ̂(~f )+ Γ̂∗(~f ), (3.26)

The first term represents a DC offset with amplitude I0, giving rise to the delta-
function δ(~f ) in reciprocal space. The second and third term are the complex val-
ued so-called cross-spectral density Γ̂(~f ) and its complex conjugate.

After a 3D Fourier transform from spatial frequency to real space, the cross-
spectral density is related to the local phase by:

φ(~r ) = tan−1
(

αIm(Γ(~r ))

I0 +αRe(Γ(~r ))

)
, (3.27)

where α is a calibration factor and~r = (x, y, z) is the spatial position vector.
Descloux et al. provide a description of the spatial frequency support of the

cross-spectral density, which is given by the difference between any possible spa-
tial frequency vector in the cone of directions of incidence on the illumination side
and in the cone of directions of scattering on the detection side:

~f = n

λ

([
sinθi

cosθi

]
−

[
sinθd

cosθd

])
,with |θi | < arcsin

NAi

n
,and |θd | < arcsin

NAd

n
, (3.28)

https://doi.org/10.6084/m9.figshare.12097872.v1
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Figure 3.6: The frequency support of the cross-spectral density Γ̂ and its complex conjugate Γ̂∗ as

a function of the lateral spatial frequency f⊥ =
√

fx
2 + fy

2 and the axial spatial frequency fz for a

wavelength λ= 500nm. (a) In the incoherent limit NAi =NAd , the support of Γ̂ fully overlaps with the
support of Γ̂∗. (b) Under partial coherence conditions NAi < NAd , Γ̂ can be retrieved in the region
fz > fc and fl < | f⊥| < fu from the intensity data.

where n is the average object refractive index, NAi is the illumination numerical
aperture, NAd is the detection numerical aperture, and λ the wavelength. Only the
spatial frequency component along the radial direction ( f⊥) and along the opti-
cal axis ( fz ) are given, as the optical system is rotationally symmetric around the
optical (z) axis. The frequency support of the complex conjugate Γ̂∗ has the same
shape, but is mirrored in the f⊥ axis (substitution fz →− fz ). Figure 3.6a shows the
frequency support in the incoherent limit, i.e. the detection NAd is equal to the il-
lumination NAi , where Γ̂ fully overlaps with its complex conjugate. In contrast, in
a partially coherent system, i.e. NAi <NAd , Γ̂ can be largely separated from Γ̂∗, see
Fig. 3.6b. The frequency support of Γ̂ has an upper bound in fz given by:

fm = n

λ

1−
√

1− NA2
d

n2

 . (3.29)

The upper bound in fz of the complex conjugate Γ∗ is:

fc = n

λ

1−
√

1− NA2
i

n2

 . (3.30)

Both fm and fc are indicated in Fig. 3.6b. Here it can be seen that a substantial
part of Γ̂ can be retrieved from a stack of intensity data by using a single side-band
high-pass filter K :

Γ̂+(~f ) = Î (~f )K̂ (~f ), K̂ (~f ) =
{

1, fz > fc

0, otherwise
. (3.31)

It can be seen from Eq. (3.28) that, provided that the NAi substantially smaller than
NAd , the support of Γ is bound by the arc ( f⊥λ/n + sinθi )2 + ( fzλ/n − cosθi )2 =
1. The intersection of this curve with fz = fc provides the smallest lateral spatial
frequency fl for which Γ̂+ is nonzero. This smallest lateral spatial frequency fl is
given by:

fl =
n

λ

2

√√√√√√
1− NA2

i

n2 −
(

1− NA2
i

n2

)
− NAi

n

 (3.32)
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The highest lateral spatial frequency for which Γ̂+ is nonzero is given by the regular
partially coherent cutoff frequency:

fu = NAd

λ
+ NAi

λ
. (3.33)

In Fig. 3.6b both fl and fu are indicated.
It may be concluded that, although we do not apply explicit filtering in the

lateral direction, the Optical Transfer Function (OTF) of this new phase imaging
modality will be a band pass filter in the lateral plane. The absence of low spatial
frequencies is not uncommon to phase reconstructions obtained from through-
focus image stacks. Methods based on solving the Transport of Intensity Equation
(TIE) [35–38] need to invert the Laplacian in the lateral coordinates. The Laplacian
has a transfer function that depends quadratically on the (lateral) spatial frequency
components, i.e. it has (near) zero transfer at low spatial frequencies. The band-
pass character of the QPT modality under consideration will result in phase recon-
structions in which there is considerable edge ringing. Two uniform regions sep-
arated by a sharp phase step are recognizable as flat regions with the same phase
value, the border between the two regions separated by a single oscillation. A small
point-like phase object is imaged as a λ/NAd sized spot with considerable circular
fringes. In fact the integral over the entire Point Spread Function (PSF) must be
zero, as the transfer function at zero spatial frequency is zero.

In the following we present an analysis of different trade-offs between and in-
terdependencies of the optical system parameters. There are six system parame-
ters for quantitative phase imaging: the NA of the detection NAd , the NA of the
illumination NAi , the average sample refractive index n, the wavelength λ, the ax-
ial sampling distance ∆z, and the number of layers scanned Ns . These parame-
ters, however, are not independent. First, Nyquist sampling in the axial direction
requires an axial sampling:

∆z = 1

2 fm
= λ

2n

1−
√

1− NA2
d

n2

−1

, (3.34)

where we used the relation between fm and N Ad given in Eq. (3.29). Second, it
appears that there is an optimal choice for the illumination NAi given the number
of scanned layers Ns . Equation (3.30) implies that the illumination NAi can be
derived from the lower axial cutoff frequency fc . Generally, a lower fc is favorable,
but fc is limited by the sampling density in the Fourier domain. For that reason fc

is selected to be half of the smallest resolvable frequency:

fc = 1

2Ns∆z
. (3.35)

The corresponding NAi can be found by solving Eq. (3.30) and substituting
Eq. (3.35) to obtain:

NAi = n

√√√√√√1−

1−
1−

√
1−NA2

d /n2

Ns


2

. (3.36)
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Substitution in Eq. (3.30) leads to:

fc = fm

Ns
, (3.37)

i.e. the ratio to the upper and lower axial cutoff frequencies must be equal to the
number of scanned layers. It is noted that the system has no direct dependence
on n, but only on the ratio’s NAd /n and NAi /n. The current analysis shows that
instead of six, there are only three degrees of freedom in the design of the opti-
cal system. A convenient set of three independent system parameters are formed
by the diffraction length scale λ/N Ad , the scaled objective lens NAd /n, and the
number of scanned layers Ns .

In Fig. 3.7 different relevant optical system parameters are plotted as a func-
tion of Ns for four different NAd /n values corresponding to objective lenses with
NAd = 0.2, 0.45, 0.75, 1.2 and an average sample refractive index n = 1.33. Fig-
ure 3.7a shows the axial spatial frequency support of Γ̂+, i.e. the range of spatial
frequencies between fc and fm . The maximum axial spatial frequency fm is in-
dependent of the number of layers scanned but shows a strong dependence on
NAd /n. This implies that the axial resolution depends on NA comparable to con-
ventional brightfield or fluorescence microscopes. The lower bound of the spa-
tial frequency support fc appears to be inversely proportional to the number of
scanned layers Ns according to Eq. (3.37). Imaging objects with large axial size, i.e.
small axial spatial frequencies, is thus realized primarily by scanning more layers.

The lateral frequency support of Γ̂+, i.e., the range of frequencies between the
lower and upper cutoff spatial frequencies fl and fu is shown in Fig. 3.7b. The lat-
eral frequency support depends only slightly on NAd /n. For increasing values of
Ns , the lateral upper bound fu decreases to an asymptotic valueλ/NAd . The lateral
lower bound fl decreases typically as 1/

p
Ns , except for the practically not so rele-

vant case Ns = 2 or 3 in combination with a high value of NAd /n. Imaging objects
with large lateral size, i.e. small lateral spatial frequencies, can thus be improved
by scanning more layers, just as for axial case, although the rate of improvement
scales less favourably for the lateral case.

Figure 3.7c shows the partial coherence factor NAi /NAd , which turns out to
depend hardly on NAd /n. The partial coherence factor decreases with Ns typically
as 1/

p
Ns .

3.4.2. Numerical implementation
The QPT method takes the following steps [41]: 1. Padding the intensity data
I (x, y, z) with a mirrored copy I (x, y,−z) to minimize Fourier streaking occurring
because of the boundary discontinuity in the axial direction. 2. Take a 3D Fourier
transform of the data. 3. Apply the axial spatial frequency filter. 4. Optionally,
noise can be reduced by suppressing all spatial frequencies where no signal is ex-
pected based on the known spatial frequency support given in Eq. (3.28). 5. Take
the inverse 3D Fourier transform. 6. Remove the padded data. 7. Calculate the
phase using Eq. (3.27).

In our application, scalability to large image datasets is of utmost importance.
We therefore do not implement the optional 4th step. This makes the implemen-
tation a z-only problem, just as for the deconvolution approach we propose, easily
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Figure 3.7: The behavior of a QPT optical system expressed in normalized coordinates, as a function
of the dimensionless numbers Ns and NAd /n. (a) The axial frequency support of Γ̂+. (b) The lateral
frequency support Γ̂+. (c) The partial coherence factor.

compatible with parallel processing solutions. It turns out that is numerically con-
venient to implement steps 1-3, 5, and 6 using a single matrix transform:

Γ+ = PI (~r ) = [
C F−1

z K Fz M
]

I (~r ), (3.38)

where P is a Ns ×Ns matrix with Ns the number of layers in the intensity stack I (~r ).
P is composed of four matrices. First, M is a 2Ns ×Ns matrix that pads the data us-
ing Mi j = δi j +δ2Ns−i+1, j where δ is the Kronecker delta. The second matrix F has
size 2Ns ×2Ns and implements the Fourier transform along the z-axis. Matrix K is
a 2Ns ×2Ns diagonal matrix implementing the spatial frequency filter. The data is
inverse Fourier transformed using the 2Ns ×2Ns matrix F−1. Finally, the mirrored
data is removed by the Ns ×2Ns matrix Ci j = δi j for i , j ≤ Ns and zero otherwise.
The matrix P has to be calculated only once and can then be applied to every coor-
dinate (x,y) independently. This method is particularly suitable for small numbers
of layers, where the need for extra memory allocation that is associated with data
mirroring outweighs the high efficiency of the Fast Fourier Transform compared to
a matrix multiplication. This method is implemented for execution on a Graphics
Processing Unit (GPU) using the Matlab Parallel Processing Toolbox. Calculating
the phase of a 2048× 2048× 8 image requires about 50 ms using an Nvidia Tesla
P100-PCIE-16GB. This implies a throughput of 670 MPx.

3.4.3. Scan setup and samples
The QPT method is implemented based on scans with the 20× objective lens, the
green color channel, and the use of Ns = 8 scan lines simultaneously. Given that
NAd = 0.75, and assuming a sample refractive index of n = 1.33 and a wavelength
of λ = 500nm, Eq. (3.34) results in a target ∆z of 1.05µm. To guarantee Nyquist
sampling a sensorlet interval Nt = 6 is chosen, leading to ∆z = 0.93µm. This gives
a total covered axial range Ns∆z = 7.4µm. Now Eq. (3.35) provides fc = 1/14.9µm,
and solving Eq. (3.30) gives NAi = 0.29. As a result, the system will have a lateral
resolution of 1/ fu = 0.48µm, as follows from Eq. (3.33), it images structures with
a lateral size up to 1/ fl = 4.3µm, according to Eq. (3.32), and Eq. (3.29) provides a
maximum axial spatial frequency fm = 1/2.2µm.

Three samples are used to demonstrate the QPT method. The first slide con-
tains a 5µm thick human prostate Tissue Micro Array (TMA) section labeled with
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Kreatech ERBB2 (17q12) / SE 17 FISH probe (product number KBI-10701) for the
detection of amplification of the ERBB2 (also known as HER-2/neu) gene via Flu-
orescence in situ Hybridization (FISH) [50]. The second slide is a 4µm thick stage
3 human rectum cancer section with immunofluorescence labeling. Three pro-
teins are labeled: Desmin (IgG1 M antibody labeled with Alexa Fluor 488), which
is highly expressed in muscle cells, CD31 (IgG R antibody labeled with Alexa Fluor
546), which is a is a marker for blood vessels, and D2-40 (labelled with Alexa Fluor
594), which is used as a marker of lymphatic endothelium. Additionally, the slide
is stained with DAPI, labelling the nuclei. The third slide is an 4µm thick human
prostate section. The slide is deparaffinized and embedded in xylene but not fur-
ther processed for staining.

3.4.4. Results

Figure 3.8 shows the result for the ERBB2 slide. Figure 3.8a shows all eight layers
of the pre-processed image data. A detail is selected in which a single cell is vis-
ible. The local phase computed from this data is shown in Fig. 3.8b. A diverging
colormap is used to display the phase values [52], with blue corresponding to neg-
ative values, black to zero and green to positive values. The total estimated optical
thickness of the sample is obtained by summing the local phase over all layers. The
result is shown over three length scales, zooming in with a factor of 64: Fig. 3.8c has
the full width of a single scan lane, Fig. 3.8d displays an intermediate length scale,
and Fig. 3.8e corresponds to the detail shown in Figs. 3.8a and 3.8b. Figures 3.8f
to 3.8h show a color coded maximum intensity projection of the same area. The
pixel values in this image have an intensity corresponding to the maximum phase
along the axial direction and a color corresponding to the depth at which the max-
imum was found. The used colormap, shown at the left side of Fig. 3.8f, has a uni-
form luminescence and an equidistant color spacing. This minimizes the visual
cross-talk between depth and intensity. As a reference, Figures 3.8i to 3.8k provide
a maximum intensity projection of a multi-focal fluorescence image of the same
section, for the same areas. This fluorescence image was obtained in previous re-
search [27] using a multi-focal multi-line confocal scanner. A rigid transform is
used to register the fluorescence reference image to the phase image, where the
optimal transform is found by minimizing the root mean square distance between
a series of manually selected landmarks.

In the pre-processed images shown in Fig. 3.8a the outline of the cells are visi-
ble at low contrast, as well as a few spots that change from bright to dark through
focus, see Arrows 1 and 2 in Fig. 3.8a. The corresponding local phase in Fig. 3.8b
shows the contours of the cells and cell organelles with a high contrast. The QPT al-
gorithm is able to reveal the axial position (z ≈ 1.7µm) of the sources of the bright
and dark spots, see Arrow 3 in Fig. 3.8c. The lateral band-pass behavior of the
QPT algorithm causes ringing, which is particularly visible as a blue (negative) lo-
cal phase surrounding the cell, see for example Arrow 4 in Fig. 3.4b. Also in the total
optical thickness, displayed in Figs. 3.8c to 3.8e, the cell contours and tissue struc-
ture is clearly revealed. The band-pass characteristic is again apparent, for exam-
ple indicated by Arrow 5 in Fig. 3.8d and Arrow 6 in Fig. 3.8e. The color coded max-
imum intensity projection appears particular suitable for imaging at larger length
scales. For example, the wall of a blood vessel with a size of ∼ 100µm is clearly vis-
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Figure 3.8: A multi-layer phase contrast image of a 5 µm thick human prostate TMA section prepared
for ERBB2 detection using FISH . The layers have an axial spacing of 0.93 µm spanning 7.4 µm in
total. (a) A detail of the raw image data after pre-processing. (b) The retrieved phase of the corre-
sponding area. (c-e) The total optical thickness, shown over three length scales. Visualization 3a

shows this in more detail. (f-h) A color coded maximum intensity projection of the same area, see
Visualization 4b. (i-k) A confocal fluorescence image of the same section [27] showing the same area,
see Visualization 5c.
a doi.org/10.6084/m9.figshare.12097881.v1
b doi.org/10.6084/m9.figshare.12097884.v1
c doi.org/10.6084/m9.figshare.12097887.v1

https://doi.org/10.6084/m9.figshare.12097881.v1
https://doi.org/10.6084/m9.figshare.12097884.v1
https://doi.org/10.6084/m9.figshare.12097887.v1
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Figure 3.9: A multi-layer phase contrast image of a 4 µm thick human rectum section. The layers
have an axial spacing of 0.93 µm spanning 7.4 µm in total. (a) A detail of the raw image data after pre-
processing. (b) The retrieved phase of the corresponding area. (c-e) The total optical thickness, shown
over three length scales. Visualization 6a shows this in more detail. (f-h) A color coded maximum
intensity projection of the same area, see Visualization 7b. (i-k) A widefield multi-color fluorescence
image of an directly adjacent section [51] showing the same area, see Visualization 8c.
a doi.org/10.6084/m9.figshare.12097890.v1
b doi.org/10.6084/m9.figshare.12097893.v1
c doi.org/10.6084/m9.figshare.12097896.v1

https://doi.org/10.6084/m9.figshare.12097890.v1
https://doi.org/10.6084/m9.figshare.12097893.v1
https://doi.org/10.6084/m9.figshare.12097896.v1
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Figure 3.10: A multi-layer phase contrast image of an unstained, 4 µm thick human prostate section.
The layers have an axial spacing of 0.93 µm spanning 7.4 µm in total. (a) A detail of the raw image
data after pre-processing. (b) The retrieved phase of the corresponding area. (c-e) The total optical
thickness, shown over three length scales. Visualization 9a shows this in more detail. (f-h) A color
coded maximum intensity projection of the same area, see Visualization 10b. (i-k) An H&E stained
section of the same tissue block showing the same area, see Visualization 11c.
a doi.org/10.6084/m9.figshare.12097899.v1
b doi.org/10.6084/m9.figshare.12097902.v1
c doi.org/10.6084/m9.figshare.12097905.v1

https://doi.org/10.6084/m9.figshare.12097899.v1
https://doi.org/10.6084/m9.figshare.12097902.v1
https://doi.org/10.6084/m9.figshare.12097905.v1
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ible, see Arrow 7 in Fig. 3.8f. Comparing the results with the fluorescence images,
a surprisingly clear correspondence is found between the cell organelles observed
in the phase images and the FISH labeled sites, compare Arrow 8 in Fig. 3.8h with
Arrow 9 in Fig. 3.8k.

Figure 3.9 shows the result for the human rectum section following the same
structure as Fig. 3.8. The sample is shown over three length scales, zooming in
with a factor of 16, ranging from the full width of a single scan lane to the same
detail shown in Figs. 3.9a and 3.9b. Figures 3.9i to 3.9k provide a multi-color wide-
field fluorescence image of a directly adjacent, identically prepared slide that we
reported on in earlier research [51]. This image was registered to the phase image,
just as for the previous case.

The insets show the cross section of normal crypts in the human rectum. The
crypt lumen indicated by Arrow 1 Fig. 3.9e and cell walls indicated by Arrow 2
Fig. 3.9e are clearly visible. The phase images are able to reveal relevant struc-
ture in the tissue on the larger length scales as well, in particular in the color coded
maximum intensity projection. For example, the top half of the largest zoom level
shows the submucosa with two veins, see Arrow 3 in Fig. 3.9f, the muscularis mu-
cosae, see Arrow 4 in Fig. 3.9f, while the bottom half shows the normal mucosa with
the crypts, indicated by Arrow 5 in Fig. 3.9f. A clear correspondence is found with
the fluorescence images. For example, the red labeled micro vessel indicated by
Arrow 6 in Fig. 3.9h can also be observed in the phase contrast images, see Arrow 7
in Fig. 3.9h. At the smallest zoom level small spots are visible that are not present
in the fluorescence control images. Interestingly, some of them have a negative
phase value, see e.g. Arrow 8 in Fig. 3.9e, suggesting that this might be regions
with a lower refractive index than the surrounding tissue structures, such as wa-
ter droplets or air bubbles. Around the spots, ringing is visible in correspondence
with the expected bandpass behavior.

Figure 3.10 shows the result for the human prostate section following the same
structure as Fig. 3.8 and Fig. 3.9. The result is shown over three length scales, zoom-
ing in over a factor of 25, from the full width of a single scan lane down to a colum-
nar epithelium layer around a lumen. As a reference an H&E stained section from
the same tissue block is shown, registered to the phase image. It is noted, however,
that this section was not directly adjacent to the unstained section used for phase
imaging, and that therefore the overall structure is not corresponding closely to the
structure of the phase images of the unstained slide.

The cell borders of the epithelium are clearly visible in the phase images, see
Arrow 1 in 3.10e. Also apparent are the outline of the nuclei e.g. as indicated by
Arrow 2 in 3.10h and the structure of the stroma e.g. as indicated by Arrow 3 in
3.10g. The overall features (highlighting edges and near-point like objects) are the
same as for the other two cases.

3.5. Conclusion
In conclusion, we present a whole slide imaging (WSI) system based on a multi-
line CMOS sensor devised by Philips [24–26]. A tilted image plane makes it possible
to acquire image data from multiple focal slices simultaneously. The architecture
with a single image sensor provides inherent registration of different color chan-
nels and focal layers. The ‘push-broom’ scanning approach results in a field of
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view that is in principle unlimited, and a reduced need for stitching. The system
achieves image acquisition with a very high throughput of ∼400MPx/s, and can
be used for 2D full-colour imaging of absorption stained slides with continuous
autofocus, but also for multi-focus imaging.

The scanner platform enables novel contrast modalities based on computa-
tional imaging approaches. Multi-focal volumetric imaging of thick pathology
samples is demonstrated, where 8 layers are acquired in a single scan. Samples of
60µm thick are imaged with a resolution of 0.5µm. Deconvolution is used to im-
prove contrast, which is inherently low for such thick specimens. A simplified form
of the ICTM deconvolution method is proposed, targeting suppression of out-of-
focus light only, and ignoring lateral resolution improvement, enabling very high
processing speeds of about 3 GPx/s, far exceeding the acquisition speed. This indi-
cates that this approach is suitable for on-line, and potentially on-chip, processing.

The sectioning of the focal layers could possibly be improved upon by combin-
ing the proposed ‘z-only’ deconvolution with a multi-scale image approach [53].
Decomposition of the image data in a wavelet representation would enable a dif-
ferent setting of the depth of focus parameter for every lateral length scale in the
wavelet domain [54]. In this way, the deconvolution would become effectively de-
pendent on the lateral spatial frequency content, while at the same time avoiding
a (much) larger blurring matrix.

Next, phase imaging based on the recently introduced QPT method [41] is
demonstrated. A simplified form of the algorithm, based on ‘z-only’ processing is
proposed for this modality as well, giving data processing speeds of ∼0.67GPx/s,
exceeding the acquisition speed. A system design study of the phase imaging
modality is developed in this paper, leading to a description in which the axial
and lateral spatial frequency support, as well as the partial coherence factor, are
entirely given by the diffraction length scale λ/NAd , the scaled imaging NAd /n
and the number of scanned layers Ns . The image formation theory points to an
in-plane transfer function that has the character of a band-pass spatial frequency
filter. The lower and upper cutoff spatial frequencies for the current setup (with
objective lens NAd = 0.75 and condenser NAi = 0.26) are at 1/ fl = 4.3µm and
1/ fu = 0.48µm. This band-pass transfer results in phase images where the near-
point like objects, with a size of ∼ 1µm, are highlighted, and where phase step
edges are recognizable by a single oscillation in the direction orthogonal to the
edges. Comparison of QPT images of a slide prepared for FISH to the fluorescence
reference image reveals that QPT imaging is able to image the sites labeled for FISH
imaging. QPT imaging of an unstained tissue slide and comparison to immuno-
fluorescence imaging shows that phase imaging can provide additional structural
tissue information.

A next step for the QPT method could be to include a form of in-plane image
processing, targeting to overcome the primary limitation of the QPT method of
having a zero transfer function at low spatial frequencies, a limitation shared with
TIE-based methods of solving the phase from through-focus image stacks. This
next step should be accompanied with a careful balancing of signal reconstruction
and noise amplification at low spatial frequencies, following the lines of e.g. [37,
38] for TIE-based methods. At the same time, sacrifices to computational speed
should not be too large, as speed is a need for real-time processing of ∼cm2 tissue
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areas scanned in ∼1min.
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4
Fluorescence imaging for Whole

Slide Scanning using
LED-Based Color Sequential

Illumination

In the field of pathology there is an ongoing transition to the use of Whole
Slide Imaging (WSI) systems which scan tissue slides at intermediate resolution
(∼0.25µm) and high throughput (15 mm2/min) to digital image files. Most scan-
ners currently on the market are line-sensor based push-broom scanners for
three-color (RGB) brightfield imaging. Adding the ability of fluorescence imag-
ing opens up a wide range of possibilities to the field, in particular the use of
specific molecular (proteins, genes) imaging techniques. We propose an exten-
sion to fluorescence imaging for a highly efficient WSI systems based on a line
scanning technique using multi-color LED epi-illumination. The use of multi-
band dichroics eliminates the need for filter wheels or any other moving parts
in the system, the use of color sequential illumination with LEDs enables imag-
ing of multiple color channels with a single sensor. Our approach offers a solu-
tion to fluorescence WSI systems that is technologically robust and cost- effec-
tive. We present design details of a four-color LED based epi-illumination with
a quad-band dichroic filter optimized for LEDs. We provide a thorough analysis
regarding the obtained optical and spectral efficiency. The primary throughput
limitation is the minimum Signal-to-Noise-Ratio (SNR) given the available op-
tical power in the illumination étendue, and indicates that a throughput on the
order of 1000 lines/sec can be obtained.

This chapter has been published as: Leon van der Graaff, Geert J.L.H. van Leenders, Fanny Boyaval,
and Sjoerd Stallinga in Proc. SPIE 10679 106790D, (2018) [1].
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4.1. Introduction
Interpreting images of tissues and cells for diagnosis is a core activity of pathol-
ogists. For over a century, microscopes have been used to visualize these small
structures. This has changed, however, with the emergence of digital pathology,
which uses digital slide scanners to acquire high resolution (∼0.25µm) digital im-
ages of complete tissue slides (∼15x15 mm) in a very short time (∼1 min). These
images, referred to as ‘Whole Slide Images’ (WSI) or ‘virtual slides’ are then as-
sessed for diagnosis on a computer screen. Advantages of Digital Pathology in-
clude collaboration at a distance, correlation with radiologic images, workflow
management and control, teaching, certification, and it opens the way for Com-
puter Aided Diagnostics (CAD) and Clinical Decision Support (CDS)[2–4].

It is a major opportunity for the field of pathology for slide scanners to become
compatible with fluorescence imaging. This would open the Digital Pathology en-
vironment to the benefits of both immunofluorescence studies (visualizing spe-
cific proteins) and FISH studies (Fluorescence in situ hybridization, detecting and
localizing specific parts of the DNA or RNA). Both techniques offer the benefits
for more reproducible and quantitative diagnosis [5–7]. Current slide scanners,
however, are usually not capable of fluorescence imaging [8]. The few commer-
cial solutions that are available, most often lack high throughput or cannot resolve
multiple fluorescent dyes.

Various optical architectures for slide scanners are available [9], for exam-
ple the step-and-stitch approach which uses standard wide field acquisitions and
merges them together digitally. However, the most favored architecture appears to
be continuous scanning with a line sensor (‘push broom’ scanning), because of the
mechanical simplicity and reduced need for stitching [10]. Most often, these sys-
tems make use of TDI (Time Delayed Integration) to increase the SNR [11]. Com-
bining this design with time-sequential illumination removes the need of multi-
ple sensors for different color channels and gives intrinsic alignment of the color
channels.

Here, we propose an extension of this architecture to fluorescence scanning
that is simple and robust. To achieve this, a fast switchable, high power light source
is required. For that, LEDs are the most obvious choice. Advantages are a high op-
tical power, low price, long lifetime, small size, and their availability in a wide range
of colors. Usually, multi-color fluorescence imaging systems make use of mechan-
ical filter wheels. This is, however, incompatible with line scan rates in excess of
kHz rates. In our setup we have chosen to use a single ‘quad-band’ dichroic fil-
ter with four different reflection- and passbands and corresponding emission and
excitation filters.

An intrinsic limitation to high throughput wide-field fluorescence imaging is
the relative low light level that is detected, typically several orders of magnitude
less than is available in brightfield imaging. This will have a big influence on the
tradeoff between exposure times and the shot-noise dominated SNR, i.e. scanning
will be either slow or noisy. This article will therefore focus on the efficiency of
the illumination and its effect on the image quality. In the methods section, the
spectral, optical and electrical efficiencies will be discussed. In our results, we de-
scribe the obtained illumination power and the resulting scanning speed that can
be obtained given the required SNR.
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Figure 4.1: Illustration of the scanning system.
(a) A microscope slide is translated by a scanning stage and imaged line by line on a monochromatic
sensor. It is illuminated using either brightfield illumination or epi-illumination. Brightfield illumination
is done sequentially with red green and blue to obtain an RGB image. For epi-illumination, the dichroic
mirror is placed in the optical path and the sample is illuminated sequentially with red, lime, blue and
violet to obtain multi-channel fluorescence images.
(b) ‘Push-broom scanning’: the slide is scanned in arbitrary long lanes, back and forth over the slide.
(c) Time Delayed Integration (TDI): when using a multi-line sensor, frames of sequential acquisitions
can be combined to increase the signal level. For this, the movement of the slide has to be synchro-
nized to the readout.

4.2.1. Scanning System
Our whole slide scanner prototype is based on the architecture described by Shak-
eri et al. [10], see Fig. 4.1. We use a Nikon 20× NA 0.75 Plan Apochromat VC ob-
jective lens and a custom Nikon tube lens (effective focal length of 222.4±2.2 mm)
for obtaining a target magnification of M = 22.24. For lower magnification im-
ages, a Nikon 10× NA .45 Plan Apochromat λ objective is used. A sample stage is
made using two stages: a PI M-505 low profile translation stage is used for posi-
tioning of the slide in the field direction and a Newport XM1000 ultra precision
linear motor stage for the continues scanning motion of the sample. To focus,
we used two stages to axially translate the objective: a PI M-111 compact micro-
translation stage for coarse positioning, and a PI P-721.CL0 piezo nano-positioner
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for fine positioning. Images are captured using a Hamamatsu Orca Flash 4.0 v2
CMOS Camera. This sensor has a pixel pitch of 6.3µm corresponding to 0.29µm
in object space. The illumination is controlled by a National Instruments NI PXIe-
6363 data acquisition card. The camera and illumination control are synchronized
to the trigger output of the scanning stage.

4.2.2. Spectral efficiency

Figure 4.2: Spectral effi-
ciency of the quad-band
filter set.
(a) Power spectrum of
the LEDs with the power
spectrum after filtering
indicated by the shaded
area. LED and filter
spectra are obtained from
the data sheets provided
by the manufacturers.
(b) Normalized power
spectrum of DAPI (blue)
Alexa Fluor 488 (green)
Mitotracker Red (or-
ange) and cy5 (red) with
shaded the power after
filtering. Fluorophore
spectra are obtained from
http://spectra.arizona.edu
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In our system we use a quad-band dichroic filter to couple in the epi-
illumination. This provides us with four fixed color bands that are matched to the
LED sources. This approach is compatible with color sequential illumination. In
contrast to using a filter-wheel, it requires no switching time, nor synchronization
and has no moving parts. Although Acousto optical tunable filters (AOTF) could
provide short switching times and great spectral flexibility, they lack efficiency due
their polarization sensitivity and cannot provide the suppression of excitation light
needed for fluorescence applications. Using four color bands gives a good cover-
age of the visible spectrum and provides a good trade-off between the number of
colors and spectral efficiency, as will be shown in the next paragraph.

The dichroic filter set in our setup is a Semrock BrightLine Pinkel filter set,
optimized for LEDs (LED-DA/FI/TR/Cy5-4X-A-000). The used LED sources are a
Ledengin LZ1 Violet LED (∼393 nm, LZ1-10UB00-00U5), and the Lumiled Luxeon
Rebel Blue (∼470 nm, LXML-PB02), Lime (broad spectrum around typical wave-
length 554 nm, LXML-PX02-0000) and Red (∼635 nm, LXM5-PD01) LEDs. These
LEDs are manufactured as a surface mount device (SMD) and have an integrated
lens of glass (Ledengin) or silicone (Lumiled) on top of the actual light emitting
chip. The LEDs are soldered on metal-core printed circuit boards (MCPCB) for
heat dissipation. The calculated spectral efficiencies of this configuration are
shown in Fig. 4.2. The top row shows the efficiency of illumination, i.e. the prod-
uct of the LED spectrum and the filter emission band, which is in general over
50 %. The lime LED has a considerable lower efficiency due to its broad spectrum.
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However, lime LEDs have a very high output power compared to green LEDs. This
combination appears to provide more power than using an intrinsically less effi-
cient green LED. The bottom row of Fig. 4.2 shows the match of four commonly
used fluorophores to the filter set. Again, a typical efficiency of about 50 % is ex-
pected.

4.2.3. Étendue efficiency

LEDs are available in a wide range of sizes and powers. The maximum power, how-
ever, that can be transmitted through the objective and projected onto the sample
appears not to be related to the power of the light source Ps , but rather to its emis-
sion intensity Ps /As , where As is the emission area of the LED. The reason for this
is that in a lossless optical system, the étendue (product of area and the solid angle
the source subtends) is conserved. In our case, the effectively used circular area
of the LED surface As = πR2

s and the opening angle α used to collect the light are
therefore limited by the étendue E of the objective:

πR2
sπn2

s sin2α≤ E =πNA2πFOV2 (4.1)

where ns is the refractive index of the source material, NA the numerical aper-
ture of the objective and FOV the radius of the used field of view. Two conclusions
can be drawn from this inequality. First, for obtaining optimal efficiency, the LED
should have a surface area πR2

s ≥ E/πns , otherwise the étendue of the objective
cannot be filled. Second, an estimate can be made of the étendue efficiency by
considering the LED to be a Lambertian emitter. The power that can be transmit-
ted through the objective is then given by

P = Ps

As
πR2

s sin2α≤ Ps
E

As n2
2π

≡ PsηE (4.2)

where ηE is the étendue efficiency and where Equation 4.1 is used. This shows that
LEDs can be chosen arbitrary large, but only an increase of the surface intensity
Ps /As will increase the transmitted power. Filling in the relevant parameters for
our system (NA = 0.75, FOV = 0.5mm, ns = 1.5, As = 1mm2) gives an estimated
maximum obtainable étendue efficiency ηE = 19%.

4.2.4. Optical design

The optical system is designed to have an even illumination distribution. This is
achieved by using a 4f-system to image the LED sources in the back focal plane of
the objective. The illumination distribution in the front focal plane (the sample
plane) therefore follows the radial emission pattern of the LEDs, which is smooth
and fairly uniformly distributed. An even flatter distribution profile can be ob-
tained by having a diffuser in the back focal plane of the collector lenses at the
expense of a reduction in illumination power. Therefore, a flat-field correction in
post-processing is preferred. The 4f-system has a magnification of 7.5, which is
made with an f = 150mm field lens (Thorlabs AC254-150-A) and f = 20mm col-
lector lenses (Thorlabs ACL2520U-A) for the LEDs. A schematic layout of the opti-
cal design is shown in Fig. 4.3.
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Figure 4.3: Schematic layout of the optical design of the LED-based epi-illumination. The optical path
of the violet channel is shown shaded.
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Figure 4.4: Schematic layout of the driver electronics. The optical feedback stabilizes the output
of the LED (L1) such that the voltage measured by the power meter is equal to Vref. The system
response-time is set by R1C2, which has to be matched to the speed of the power meter in order to
prevent instabilities. C1 and C5 are used for stabilization of the power supply.
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times of the driver elec-
tronics for all four LED
channels. Shown is a
50 µs pulse. The typical
rise time is 2 µs. Some
channels show ringing
effects, which last at most
40 µs after switch-on.

4.2.5. Driver electronics

LEDs are current driven devices. In most applications, this current is either pro-
vided by the combination of a voltage source and a series resistor, or by a switched-
mode power supply. Both methods are, however, not suitable for color sequential
illumination, which requires short switching times (∼µs) and high thermal sta-
bility. Moreover, the LEDs are turned on only a short and limited period of time
(in our case, a few ms and at most a 25 % duty cycle), which gives room for us-
ing higher currents than the maximum specified by the manufacturer. Therefore,
a fast switching, high current LED driver is developed. This device makes use of
optical feedback such that the current can be adjusted to have a constant output
power. The feedback compensates fluctuations in LED efficiency due to tempera-
ture changes. This removes the need of warming up the LEDs to a steady state tem-
perature, and most importantly, it makes the system insensitive to all settings in-
fluencing the average current (e.g. scan speed, pulse length, number of channels)
and environmental influences (e.g. room temperature, drift). The output power is
measured by a Thorlabs photodetector (PDA36A) that is incorporated in the beam
combiner, see Fig. 4.3. Sharing a single detector between the color channels is pos-
sible because the LEDs are only used individually. The LED driver makes it possible
to drive the LEDs with currents up to 2 A and provides switching times of at most
2µs while it needs at most 40µs settling time, see Figs. 4.4 and 4.5. The speed of
the driver is currently limited by the bandwidth of the photodetector.

4.2.6. Test slides

Two slides are used to demonstrate the system. The fist slide is a Thermofisher
F36924 FluoCells Prepared Slide #1. This slide contains bovine pulmonary artery
endothelial (BPAE) cells stained with a combination of fluorescent dyes. Mito-
chondria are labeled with red-fluorescent MitoTracker Red CMXRos which can be
excited using the lime channel, F-actin is stained using green-fluorescent Alexa
Fluor 488 phalloidin which can be excited using the blue channel, and blue-
fluorescent DAPI which can be excited with the violet channel, labels the nuclei.

The second slide is an immunofluorescence staining of a stage 3 human rectum
cancer. The slide is stained with three antibodies. Desmin (IgG1 M Alexa Fluor
488) is highly expressed in muscle cells and can be excited using the blue channel.
CD31 (IgG R Alexa Fluor 546) is a marker for blood vessels. It is strongly expressed
in endothelial cells and is therefore used to visualize the vasculature in normal and
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Table 4.1: Measured optical throughput of the illumination.

Channel Spectral efficiency Étendue & Transfer efficiency Output power mW

Violet 77% 20% 179
Blue 78% 9% 73
Lime 21% 10% 33
Red 72% 11% 82
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Figure 4.6: Measured distribution of the epi-illumination in the front focal plane of the objective. The
red circle has a diameter of 1 mm and indicates the region that is actually used for imaging.

pathological conditions. This stain can be excited using the lime channel. D2-40
(direct labelled with Alexa Fluor 594) is used as a marker of lymphatic endothelium.
Although this stain cannot be excited at the most optimal wavelength using our
setup, it does show significant fluorescence under violet excitation. Additionally,
the slide is stained with DAPI, labelling the nuclei.

4.3. Results
4.3.1. Optical performance

The measured optical output of the designed epi-illumination unit is given in Ta-
ble 4.1. The spectral efficiency is determined by measuring the LED source power
both with and without the excitation filter applied. The measured efficiencies are
in general somewhat higher than the expected numbers based on the theoretical
spectra, listed in Fig. 4.2. The étendue & transfer efficiency is determined by mea-
suring the fraction of the source power that passes a circular area with a diameter
of 1 mm in the front focal plane of the objective, i.e. the fraction that can actu-
ally be used for imaging. This number includes both the étendue efficiency, and
the losses due to scattering and absorption. The found numbers compare reason-
ably well to the derived theoretical value of 19 % for a Lambertian emitter. The
blue, lime and red channel loose about 50 %. The violet channel performs on par
with the theoretical expectation. An explanation for the fact that the results of this
channel differs significantly from the others might be found in the different LED
optic. Additionally, the light of this LED might be more collimated than the as-
sumed Lambertian emitter. The last column of Table 4.1 shows the optical power
that can be effectively used during a 1 kHz, 25 % duty cycle pulse of 2 A peak cur-
rent.
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100 µm

Figure 4.7: Scan of the FluoCells slide using 1 ms exposure time and 96 TDI lines. The displayed
image is in false colors: blue corresponds to the violet excitation and labels the nuclei, green to the
blue excitation and labels F-actin and red to the lime excitation and labels the mitochondria.

Figure 4.6 shows the distribution of the light in the front focal plane of the ob-
jective, which is measured by a Thorlabs CMOS camera (DCC1645C). The distri-
bution appears rather smooth and the power remains over 70% of the peak power
throughout the whole region of interest (indicated by the red circle with a diame-
ter of 1 mm. The red channel shows some asymmetry which is caused by a slight
misalignment of the LED on the PCB.

4.3.2. Scan results

Three scans are made to demonstrate the capabilities of the system. The first is a
scan of the FluoCells slide, shown in Fig. 4.7. The image shows a single-lane scan
of 2048×2048 pixels (594µm×594µm). The scan is made using the 20× NA .75
objective lens and an exposure time of 1 ms. TDI is implemented by selecting a
96 line region of interest on the camera. The lines are aligned and summed in
post-processing. There is no correction done for background level, flat-field or
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Figure 4.8: Scan of the human rectum slide at different zoom levels.
(a,c,e) Acquired using the 10× NA .45 objective, an exposure time of 1 ms and 96 TDI lines.
(b,d,f) Acquired using the 20× NA .75 objective, an exposure time of 1 ms and 16 TDI lines.
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crosstalk. The image shows that a high quality scan can be obtained with an expo-
sure time of 1 ms.

The second scan is given in Figs. 4.8a, 4.8c and 4.8d. The images show a whole
slide scan of the human rectum tissue slide at different zoom levels. Figure 4.8a
shows a whole slide scan constructed by stitching 16 scan lanes together, resulting
in a 32,768×40,000 pixel image (∼19×23 mm). Figure 4.8c shows an intermediate
zoom level and Figure 4.8d has the width of a single scan lane (∼1.2 mm). The scan
is made using the 10× NA .45 objective lens. An exposure time of 1 ms is used while
the violet channel is reduced to 17 % output power to avoid overexposure. A region
of 96 lines on the sensor is used for TDI in post-processing. A correction is applied
for background level and flat-field.

The third scan, given in Figs. 4.8b, 4.8d and 4.8f shows the same slide but
scanned with the 20× NA .75 objective lens. Figure 4.8b shows 10 scan lanes
stitched together, resulting in a 20,480×24,000 pixel image (∼6×7 mm). Figure 4.8d
shows an intermediate zoom level and Figure 4.8f has the width of a single scan
lane (∼0.6 mm). The same exposure time (1 ms) and illumination settings where
used, but for this scan, only 16 TDI lines where used. A correction is done for back-
ground level and flat-field.

4.3.3. Photo-electron yield

a

c

b

d

50µm 50µm

50µm 50µm

Figure 4.9: Thermofisher F36924 FluoCells Prepared Slide #1 in false colors. The images are made
in a static alignment.
(a) Image made using an exposure time of 1 ms.
(b) Image made using an exposure time of 50 ms.
(c) Background area, given by the 5 % pixels with lowest intensities in (b).
(d) Representative area, given by the 5 % pixels with highest intensities in (b).



94 4. Fluorescence WSI using LED-Based Color Sequential Scanning

Figure 4.10: Photo-
electron counts per µm2

(measured in object
space) as a function of
exposure time for the 3
stains of the FluoCells
slide. Error bars indicate
2 standard deviations.
The straight lines indi-
cate a linear fit with the
exposure time, of which
the numerical results are
shown in the legend.
The conversion 1 e−/px
= 11.7 e−/µm2 is used
based on the pixel pitch of
0.29 µm.
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Lime+Mitotracker: 6.2e+02 e - /µm 2/ms

Blue+Alexa 488: 2.2e+02 e- /µm 2/ms

Violet+Dapi: 1.0e+03 e- /µm 2/ms

The SNR of an optical system is ultimately limited by shot noise, which has ap
N standard deviation for N collected photo-electrons. It is therefore relevant to

test how many photo-electrons can be captured in a practical application. To this
end, a series of images is acquired of the FluoCells slide in a static alignment (i.e.
without scanning) to allow repeating the experiment multiple times without align-
ment errors. A range of exposure times between 1 and 50 ms is used in order to vary
the illumination dose. An example of an image acquired with an exposure time of
1 ms is given in Fig. 4.9a and with an exposure time of 50 ms in Fig. 4.9b. A uniform
background level is present in the images, mainly due to autofluorescence. This
level is determined by averaging over an area of the image where no cell structure
is present, defined by selecting the 5 % pixels with the lowest intensity in the image
acquired using an exposure time of 50 ms, see Fig. 4.9c. Subsequently, the back-
ground for each channel is subtracted. The representative signal is determined
from averaging an area of the image with high intensities, defined by selecting the
top 5 % pixels with the highest intensity in the image acquired using an exposure
time of 50 ms, see Fig. 4.9d.

For every exposure time, ten noise independent images are acquired and pro-
cessed. Fig. 4.10 shows the obtained average number of collected photo-electrons
per µm2 (measured in object space) as a function of the exposure time. The violet
channel performs very well, which can be explained by the high power of the LED
and the strong fluorescence of the DAPI stain. In contrast, the number of photons
obtained in the blue channel is quite low, even considering the relative power of
the illumination.

The part of the human rectum slide shown in Fig. 4.8f is analysed correspond-
ingly. In this patch, the blue and lime channel have a photon yield of 1.4×102 and
9.0×102e−/ms/µm2, which is on the same order of magnitude as the yield of the
FluoCells slide. The violet channel has a yield of 2.0×104 e−/ms/µm2, where is cor-
rected for the reduced excitation power. This is significantly higher than the other
stains.

4.3.4. FRC Resolution
The impact of shot noise on image quality can also be assessed by its effect on
the information content of the images. This is done by determining the Fourier
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Figure 4.11: FRC curves
of the FluoCells slide
for an exposure time of
10 ms. The shaded area
indicate ±2 standard
deviations. The colored
dashed lines indicate the
FRC resolution. The black
dashed line is the noise
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Figure 4.12: FRC resolu-
tion of the FluoCells slide
as a function of the photo-
electron counts/µm2. Er-
ror bars indicate 2 stan-
dard deviations. The
dotted colored lines indi-
cate the diffraction limit for
the different fluorescent
labels. The dashed black
line gives the Nyquist
sampling limit given the
pixel size and magnifica-
tion of the system.

Ring Correlation (FRC) resolution [12–14] of the images as a function of the photo-
electron count. The FRC resolution method determines the spatial frequency up
to which the correlation between noise independent image acquisitions is higher
than a noise threshold (typically, FRC= 1/7 is used). The inverse of this spatial fre-
quency is the FRC resolution, and measures the smallest detail that can reliably be
discerned in the image. The advantage of the FRC method is that it includes all ef-
fects of the optical imaging system, such as the noise level and the optical transfer
function, but also the underlying sample structure itself. Here, we anticipate that
a low SNR will lead to a smaller FRC resolution.

Ten noise independent acquisitions where done and the FRC is calculated for
every independent pair. This provides an average and a standard deviation of the
entire FRC curve, see for example Fig. 4.11. The FRC resolution and the associ-
ated uncertainty can then be deduced from the threshold criterion. The obtained
results are plotted in Fig. 4.12. The measured values for the blue and lime chan-
nel are very similar: the FRC resolution improves significantly by increasing the
photo-electron counts up to 104e−/µm2, at which the Nyquist sampling distance
of the sensor (580 nm) is reached. It can therefore be concluded that for photo-
electron counts below this number, the effective FRC resolution is limited by the
shot-noise. Linear extrapolation to very high photo-electron counts suggests that
about 105e−/µm2 have to be collected to approach the diffraction limit at λ/2NA.
The violet channel shows significantly different results, which is attributed to the
lack of high frequent content in the underlying sample structure compared to the
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blue and lime channel.

4.4. Conclusion & Discussion
A high throughput whole slide scanning system was extended to fluorescence
imaging. This was achieved by adding a LED based epi-illumination. We used
multi-band dichroics and therefore no moving parts were required in the system.
Our system is compatible with color sequential illumination, which enables multi
color imaging using a single monochromatic sensor. The light source produces
a smooth illumination pattern with rim intensities better than 70 % and has a
high and stable output power. In practice, our system can capture at least 200
to 1000 e−/µm2/ms. It was found that about 104e−/µm2 are required to obtain an
FRC resolution matching the Nyquist sampling length of the sensor (560 nm). Ex-
trapolation of our results suggest that about an order of magnitude more photons
are required to obtain true diffraction limited resolution.

Most WSI systems use continues scanning with a line sensor because of the
mechanical simplicity and reduced need for stitching. The required exposure time
is the main speed limitation in fluorescence imaging with LED illumination. This
stands in contrast to brightfield imaging, where the throughput is limited by the
digital bandwidth. Intrinsically, a step-and-stitch approach will therefore be faster
than (single) line scanning for fluorescence imaging with incoherent LED illumi-
nation because it makes better use of the illumination étendue. This disadvantage
of line scanning is partly overcome by the use of TDI.

Consider, for example, a three-color fluorescence image with moderate SNR.
Our numbers suggest that about 104e−/µm2 have be be acquired. For the dye with
the lowest yield we measured (Alexa Fluor 488 in the FluoCells slide), this needs
50 ms exposure time. Using a single-line system with a field of view of 1 mm and
a pixel size of 0.25µm, scanning an area of 15mm×15mm in 3 colors would then
take 38 h. It would require the use of 96 TDI lines to reduce the scanning time to a
reasonable 23 min.

Our proposed method for extending a WSI platform to fluorescence scanning
is a technologically robust and cost effective solution while adding just a few com-
ponents. The obtained scanning speed is sufficient for most clinical applications
where occasional scanning of fluorescent slides is needed. In this way, the benefits
of fluorescence imaging can become available for the users of Digital Pathology.
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5
Multi-line fluorescence scanning

microscope for multi-focal
imaging with unlimited field of

view

Confocal scanning microscopy is the de facto standard modality for fluorescence
imaging. Point scanning, however, leads to a limited throughput and makes the
technique unsuitable for fast multi-focal scanning over large areas. We propose
an architecture for multi-focal fluorescence imaging that is scalable to large
area imaging. The design is based on the concept of line scanning with con-
tinuous ‘push broom’ scanning. Instead of a line sensor, we use an area sensor
that is tilted with respect to the optical axis to acquire image data from multiple
depths inside the sample simultaneously. A multi-line illumination where the
lines span a plane conjugate to the tilted sensor is created by means of a diffrac-
tive optics design, implemented on a Spatial Light Modulator. In particular, we
describe a design that uses higher order astigmatism to generate focal lines of
substantially constant peak intensity along the lines. The proposed method is
suitable for fast 3D image acquisition with unlimited field of view, it requires no
moving components except for the sample scanning stage, and provides intrin-
sic alignment of the simultaneously scanned focal slices. As proof of concept,
we have scanned 9 focal slices simultaneously over an area of 36 mm2 at 0.29µm
pixel size in object space. The projected ultimate throughput that can be real-
ized with the proposed architecture is in excess of 100 Mpixel/s.

This chapter has been published as: Leon van der Graaff, Geert J.L.H. van Leenders, Fanny Boyaval,
and Sjoerd Stallinga in Biomedical Optics Express 10, 12 (2019) [1].
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Figure 5.1: Schematic side view of the architecture for a multi-line fluorescence scanning microscope
for multi-focal imaging with an unlimited field of view. For clarity we illustrate the concept using only two
focal layers. The imaging path is shown in green, the illumination path is shown in blue. A diffractive
optical element (DOE) is used for generating a set of parallel scan lines, focused at equidistant planes.
Note that in this side view, the lines are orthogonal to the drawing. (a) The tube lens and objective
lens form a telecentric optical system such that the tilted sensor has a tilted conjugate plane in object
space. The rows on the area sensor conjugate to the line foci are used to capture the image data
from the different focal slices scanned by the line foci simultaneously. (b) The sample is scanned in a
continuous ‘push broom’ scanning fashion to obtain a multi-focal image with a field of view that is in
principle unlimited.

5.1. Introduction
In the current era of big data analysis, instrumentation to generate massive
amounts of image data is in high demand. For high throughput screening in bi-
ology, or for novel computer aided medical diagnoses in the field of digital pathol-
ogy, there is a need for fluorescence imaging of tissues over large fields of view
(~few cm), in 3D (up to hundred layers of µm thickness), and at cellular resolution
(~1µm) [2–4]. This can be used, for example, in immunofluorescence or fluores-
cence in situ hybridization (FISH) studies.

The de facto standard modality for fluorescence imaging is scanning confocal
microscopy [5], because the optical sectioning capability enables high contrast.
The underlying point scanning technique has a limited throughput, and the im-
aged area is limited by the Field Of View (FOV) of the microscope objective. Paral-
lelization is a strategy to increase throughput, as then the space-bandwidth-time
product is increased [6]. For example, in spinning disk microscopy, a large number
of points is scanned in parallel [7, 8]. Wide field structured illumination has also
been proposed as a technique for high throughput imaging [9, 10], where the loss
in resolution of lower Numerical Aperture (NA) objectives for increasing the FOV,
is compensated by the use of structured illumination. Throughput can also be in-
creased by scanning multiple depth layers in parallel using an illumination with
multiple foci [11, 12]. These techniques require the distribution of the emitted
light over several detector arms to apply a pinhole conjugate to the foci that scan
the specimen at different depths. The necessary beam splitters used in these ap-
proaches result in a loss in collected fluorescence signal strength by a factor equal
to the number of scanned layers. Another throughput enhancing technique is the
use of a line illumination instead of a spot illumination in combination with a line
sensor [13–15]. The pinhole for achieving optical sectioning must then be replaced
by a slit, which goes at the expense of a small loss in the optical sectioning capa-
bility [14, 16]. Line scanning can be combined with multi-focus scanning [17], but
the proposed method suffers from the same signal losses induced by splitting the
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beam in the detection path as the point scanning based multi-focus systems.

Scanning large, cm2 sized, areas with all mentioned systems can be accom-
plished by using ‘mosaic’ or ‘step-and-stitch’ scanning. The most favorable
method for scanning such large areas, however, is continuous ‘push broom’ scan-
ning with a line sensor, because of its mechanical simplicity and reduced need
for stitching [18, 19]. This scanning approach is naturally compatible with confo-
cal line illumination [20]. Stage-scanning instead of beam scanning makes for a
system with a minimum number of moving optical components. A line scanning
system can be extended by replacing the line sensor with an area sensor. This gives
additional freedom for hyper spectral scanning approaches [21, 22].

In this paper we propose a multi-focal multi-line scanning fluorescence mi-
croscope for efficient 3D imaging over large, cm2 sized, scanning areas. Figure 5.1
shows the essentials of the scanner concept. The architecture is based on the use
of an area image sensor that is tilted with respect to the optical axis, inspired by
[23]. The fluorescent specimen is scanned with a set of illumination lines, that are
oriented perpendicular to the plane spanned by the optical axis and the scan di-
rection, are focused at different depths inside the specimen, and that are optically
conjugate to rows of pixels of the image sensor. This makes it possible to apply
confocal slit apertures digitally, post-acquisition. Another advantage is that the
line foci used for scanning are laterally separated, avoiding losses in the collected
fluorescence signal by beam splitters in existing approaches [11, 12].

The major challenge in realizing this new scanning concept lies in the area of
PSF engineering, in which many approaches targeting the imaging light path, of-
ten in the context of single-molecule imaging [24–29], as well as the illumination
light path, in particular light sheet based techniques [30, 31], have been proposed.
In the current case the single laser beam must be transformed into a set of parallel
scan lines projected at different depths inside the sample. Splitting a beam with
a diffraction grating into a set of sub-beams with near equal intensity that are fo-
cused by the objective lens into a set of equidistant scanning spots in the scan (y)
direction is an obvious possibility. In this paper we show how to extend the use
of diffractive optical elements to first add defocus such that the set of spots scan
the sample at equidistant focal layers, and to second modify the spots to lines or-
thogonal to the plane spanned by the optical (z) axis and scan (y) axis. Moreover,
we introduce a design method for such lines to have uniform intensity along the
lines. Secondary challenges in realizing the scanner concept lie in calibration and
alignment of the diffractive optical element with the system, in particular with the
pixel rows of the image sensor, and with the need to correct for aberrations in the
illumination light path. Minimizing the spherical aberration arising from the finite
conjugate imaging at different depths is an issue that also must be addressed.

This article has the following structure. In the theory section, the illumination
PSF engineering approach to generating the set of equidistant multi-focal scan
lines will be described in detail. The experimental methods section starts with a
description of our experimental setup. After this, the use of a Spatial Light Mod-
ulator (SLM) as diffractive optical element in the setup will be discussed, and, fi-
nally, the image metric based aberration correction that is implemented, will be
described. In the experimental results section, a quantitative characterization of
the realized illumination PSF is presented; images of immunofluorescently stained
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cells and tissues and of cells stained with Fluorescence in situ Hybridization (FISH)
are shown; and a quantitative description of the photo-electron yield of the system,
needed to assess the potential optical throughput, is provided. The article is con-
cluded with a discussion of further extension of this scanning platform to higher
resolutions and to multi-color imaging.

5.2. Theory
5.2.1. Design for generating a set of defocused points
The first step in engineering the desired illumination pattern is to split the illu-
mination laser beam into a set of sub-beams of near equal power, such that the
sub-beams form a set of distinct foci after focusing by the lens. Each focus must be
a line and the total set of foci must have an equidistant spacing in the scan (y) di-
rection and in the focus (z) direction. Our design for this is a diffractive structure,
often referred to as a ‘diffractive optical element’.

Our design approach is based on the method used earlier by one of us [29].
For the sake of completeness, the essentials of the method are repeated here. The
diffractive structure is assumed to be placed in a plane conjugate to the pupil plane
and is described as a thin surface, locally altering the phase of the incoming light,
independent of the angle of incidence. Then the complex amplitude of the incom-
ing beam is modified by the transmission function T

(
~ρ
)= exp

(
2πiW (~ρ)/λ

)
, where

~ρ is the normalized pupil coordinate and W
(
~ρ
)

is the phase profile added to the
incident beam. This phase profile is described by:

W
(
~ρ
)= f

(
mod

[
K

(
~ρ
)

λ

])
, (5.1)

where λ is the illumination wavelength, f (t ) the so-called profile function with
t ∈ [0,1), and K

(
~ρ
)

the so-called zone function. It appears that the incident beam
is split into diffraction orders with integer index m with amplitude:

Cm =
∫ 1

0
d t exp(−2πi mt )exp

(
2πi f (t )

λ

)
, (5.2)

depending only on the profile function, and phase:

Wm
(
~ρ
)= mK

(
~ρ
)

, (5.3)

depending only on the zone function. For a diffraction grating, the zone function
is a linear function of the pupil position, leading to an added aberration that only
consists of wavefront tilt. This is sufficient for splitting the incoming beam into
a set of diffraction orders (the required set of sub-beams), that will result in a set
of foci with an equidistant spacing in the lateral (scan, y) direction. In our case,
however, it is desired to have an equidistant spacing of the diffraction orders in the
axial (focus, z) direction as well. We therefore choose a zone function that is a sum
of tilt and defocus:

K
(
~ρ
)=∆y

NAρy

λ
+∆z

√
n2 −NA2|~ρ|2

λ
, (5.4)
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Figure 5.2: Demonstration of grating with tilt and defocus. (a) The zone function with ∆y = 10λ and
∆z = 10λ. These numbers are chosen for demonstration purpose, and do not represent a realistic
scenario. (b) The profile function optimized for 9 lines. (c) The resulting distribution of power over the
diffraction orders. (d) The corresponding aberration function.

with ∆y the lateral spacing of the foci, ∆z the axial spacing of the foci, n the re-
fractive index of the sample medium, and NA the microscope objective Numerical
Aperture.

The next step in the design is to find a profile function f (t ) that gives a power
distribution over the diffraction orders |Cm |2 that is as uniform as possible. This
problem is in general related to the problem of finding a phase function that
leads to a desired intensity distribution, and can for example be solved using the
Gerchberg-Saxton algorithm [32]. We use a parameterization of the profile func-
tion in terms of a finite Fourier series:

f (t ) =
N∑

n=1
an cos(2πnt ), (5.5)

which advantageously results in a smooth and band-limited profile function, and
is characterized by the N free parameters an . The cost function is defined as

Z (a0, . . . , aN ) =
M∑

m=−M

(|Cm |2 −ηm
)2

, (5.6)

where an integer M ≥ N is used, and where ηm represents the desired set of diffrac-
tion efficiencies. An even distribution of power over the first 2K +1 diffraction or-
ders is obtained when ηm = 1/(2K +1) for m ≤ K and zero otherwise. A generic
search algorithm can be used for the minimization problem, such as implemented
in the function fminsearch in MATLAB. In our experiments we have implemented
a solution for K = 4, N = 5, M = 10, which results in a profile function that gives
97 % of the power in the 9 diffraction orders, where the power in the individual
orders varies by less than 3 %, see Fig. 5.2.
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Figure 5.3: Illustration of the proposed geometry for the aspherical cylindrical lens design. (a) In the
back focal plane, we have an circular aperture which is illuminated by a beam profile A

(
ρx ,ρy

)
. We

introduce an astigmatic aberration function W such that every strip in the back focal plane there is a
corresponding strip in the front focal plane (red boxes in all subfigures). (b) Side view of the optical
system, with the back focal plane (bfp), the objective lens (obj) and the front focal plane (ffp). (c) The
strips in the front focal plane have a non-constant width d x. By changing the shape of the W , d x can
be modified to obtain a uniform distribution of power.

5.2.2. Design for lines with uniform intensity

So far, the diffractive structure is capable of producing a set of point foci, equidis-
tantly spaced in the scan (y) direction as well as in the focus (z) direction. The next
step is to modify the set of point foci into a set of line foci, where the direction of the
lines is orthogonal to the y z-plane of the original point foci. This can be accom-
plished by adding astigmatism to the aberration profile, giving a total aberration
profile:

W
(
~ρ
)=Wy z

(
ρx ,ρy

)+Wx
(
ρx

)
, (5.7)

where Wy z
(
ρx ,ρy

)
is the aberration profile of the grating structure, according to

Eqs. (5.1), (5.4) and (5.5), and where Wx
(
ρx

)
represents astigmatism. This aberra-

tion function depends only on the normalized pupil coordinate ρx as the intended
line foci are oriented in the lateral plane orthogonal to the scan (y) direction. The
astigmatic aberration can be generated by a refractive optical element such as a
cylindrical lens or by the same diffractive optical element that produces the grat-
ing structure.

It appears that a simple parabolic astigmatic aberration profile Wx
(
ρx

) =
1
2 aρx

2 with a a coefficient, results in a line focus where the peak intensity and line
width vary along the line. Here, we add higher order astigmatism in order to over-
come these issues, generating focal lines with substantially constant peak intensity
and line width along the line. The optical design for these improved astigmatic fo-
cal lines starts with a simplified 1D diffraction model for computing the impact
of a general aberration profile Wx

(
ρx

)
on the focal line shape. Consider an in-

finitesimal strip in the back focal plane at location ρx with width Rdρx and height
2R

√
1−ρx

2, with R the pupil radius as indicated in Fig. 5.3a. This strip generates
a plane wave that makes an angle α with the optical axis as indicated in Fig. 5.3b,
given by:

sinα= 1

R

dWx

dρx
. (5.8)

This plane wave is focused to a point in the field of view a distance x from the
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optical axis given by:

x = F sinα= 1

NA

dWx

dρx
, (5.9)

with F the focal length of the objective lens, which we assume to be aplanatic and
where we have used that NA = R/F . The strip width in the front focal plane as
illustrated in Fig. 5.3c is given by:

d x = d (F sinα)

dρx
dρx = 1

NA

d 2Wx

dρx
2 dρx . (5.10)

Equation (5.9) provides a unique mapping of pupil coordinate ρx to field position
x if the second order derivative of Wx as a function of ρx does not change sign.
Now, the intensity in the front focal plane according to the 1D diffraction model is:

I f (x, y) =
(

1

NA

d 2Wx

dρx
2

)−1

· ∣∣U f (x, y)
∣∣2 , (5.11)

where the first factor is the ratio between the width of the strip in the back focal
plane and the width of the strip in the front focal plane. The second factor is the
intensity resulting from diffraction in the ρy -direction:

U f (x, y) = NA

λ

∫ p
1−ρx

2

−
p

1−ρx
2

dρy A
(
ρx ,ρy

)
exp

(
−2πiρy yNA

λ

)
, (5.12)

where the mapping from pupil coordinate ρx to field position x is implicitly taken
into account, and where A(ρx ,ρy ) is the amplitude profile of the beam incident on
the diffractive structure. It is mentioned that the 1D diffraction model can also be
derived from the standard 2D diffraction integral over the pupil plane if we apply
the stationary phase approximation to the integral over the pupil coordinate ρx .

Assuming that the incident amplitude profile is flat, A
(
ρx ,ρy

)= A, we find that:

U f
(
x, y

)= 2ANA

λ

√
1−ρx

2sinc

(
2π

√
1−ρx

2 yNA

λ

)
, (5.13)

with sinc(t ) = sin(t )/t . The focal line intensity according to Eq. (5.11) is:

I f
(
x, y

)= (
1

NA

d 2Wx

dρx
2

)−1
4A2NA2

λ2

(
1−ρ2

x

)[
sinc

(
2π

√
1−ρx

2 yNA

λ

)]2

. (5.14)

For the simple parabolic phase profile Wx
(
ρx

)= 1
2 aρx

2, corresponding to a cylin-
drical lens in the paraxial approximation, the pupil coordinate ρx and field posi-
tion x are related by ρx = NAx/a, and we find a focal line intensity profile:

I f
(
x, y

)= 4A2NA3

aλ2

(
1−

[
NAx

a

]2)
sinc

2π

√
1−

[
NAx

a

]2 yNA

λ

2

. (5.15)

The peak intensity decays as 1− (NAx/a)2 along the line, and the line width in-

creases as 1/
√

1− (NAx/a)2 along the line.
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A peak intensity along the line that is independent of x can be achieved if:

d 2Wx

dρx
2 ∝ 1−ρx

2. (5.16)

This results in an aberration profile Wx
(
ρx

)
that is of fourth order in ρx . Ignoring

constant phase offsets, and requiring a symmetric line structure centered at the
optical axis (no odd terms in ρx ), we arrive at:

Wx
(
ρx

)= 3

4
wNA

[
ρx

2 − 1

6
ρx

4
]

, (5.17)

with l an integration constant. The relation between pupil coordinate ρx and field
position x according to Eq. (5.9) is:

x = 3

2
l

[
ρx − 1

3
ρx

3
]

. (5.18)

At the pupil rim ρx = 1 we find that x = l , implying that the total line length is 2l .
Eq. (5.18) may be inverted to:

ρx = 2cos

(
π

3
+ 1

3
arccos

( x

l

))
. (5.19)

It is mentioned that, although the peak intensity is constant along the line, the line
width still depends somewhat on field position x. An alternative requirement that
might be pursued is the requirement that the total power is distributed equally
along the line, i.e.

∫
d y I f (x, y) is constant. It then follows that:

d 2Wx

dρx
2 ∝

∫
d y |U f (x, y)|2 ∝

√
1−ρx

2, (5.20)

which can be solved in a similar way as before, leading to:

Wx
(
ρx

)= w
2NA

π

[
ρx arcsin(ρx )− 1

3

(
1−ρx

2) 3
2 +

√
1−ρx

2

]
(5.21)

In our experiments we have opted for keeping the peak intensity along the line as
constant as possible, which is optimal in the limit of a small confocal detection slit.

We have tested the theoretical analysis with our 1D diffraction model by com-
puting the shapes of line foci computed numerically with standard 2D diffraction
by a circular aperture. Figure 5.4 shows an evaluation of the obtained results for
a design line length 2l = 500λ/NA. Figure 5.4a shows the result for an aberration
function that consists of lowest order astigmatism only, as e.g. created by the use
of a cylindrical lens. The peak intensity over the line decreases to zero and the
line broadens towards the edges. The full width at half maximum of this line is
1.42l , i.e. just 71 % of the total intended line length 2l . The practically usable part
of the line is even less than this as a drop of 50 % in peak intensity is already quite
high. Figure 5.4b shows the result for the aberration function including higher or-
der astigmatism, optimized for uniform peak intensity according to Eq. (5.17). The
peak intensity turns out to be uniform over the full line, as predicted by the 1D
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diffraction model, except for a small amount of ringing close to the line edges as
can be seen in Fig. 5.4c. This ringing originates from diffraction at the aperture
edges in the ρx -direction, which is not accounted for in the 1D diffraction model.
At x =±220λ/NA ringing is no longer present and the line width is within one Airy
unit, as shown in Fig. 5.4d. We conclude that about 85 % of the design line length
can be used, without a substantial decrease in peak intensity or a substantial in-
crease in line width.

a. First order astigmatism
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Figure 5.4: Calculated intensities in the focal plane using 2D scalar diffraction. A value l = 256λ/NA
was used. The aperture is assumed to be circular. The red lines indicate one airy unit. (a) A line cre-
ated using a parabolic aberration function. (b) A line created using an aberration function with higher
order astigmatism optimized for uniformity conform Equation (5.17). The yellow boxes correspond to
the detailed images given in c-e. (c) Close to the edge of the line profile ringing is present. (d) This
ringing has disappeared around x =−220λ/NA. Here the line width is within one Airy unit. (e) In the
center of the line pattern, the line has the smallest line width. The peak is constant over the line.

5.2.3. Image formation theory

Several aspects of the envisioned imaging system have impact on the formal image
formation model. First of all, the illumination is with a set of line foci, making the
illumination intensity as a function of position in object space:

Hi l l
(
x, y, z

)=∑
m

Hex
(
y −m∆y, z −m∆z

)
, (5.22)

where Hex (x, z) is the intensity profile of the line foci, ∆y is the lateral separation
of the line foci, ∆z is the axial separation of the line foci, and the sum is over all
participating diffraction orders. Second, the image data is captured at a tilted im-
age sensor, which mixes the lateral and axial coordinates. For a fluorescent object
F

(
x, y, z

)
recorded for a scan coordinate ys , the intensity recorded at the image



108 5. Multi-line fluorescence scanning microscope

sensor is:

I
(
M x ′, M y ′, ys

)= ∫
d xd yd z Hem

(
x ′−x, y ′− y,−z + ∆z

∆y
y ′

)
F

(
x, y + ys , z

)
Hi l l

(
x, y, z

)
,

(5.23)
where Hem

(
x, y, z

)
is the emission Point Spread Function (PSF), and M is the lateral

magnification. This may be written as a sum over line images:

I
(
M x ′, M y ′, ys

)=∑
m

Im
(
x ′, y ′−m∆y, ys

)
, (5.24)

with (substitute y ′′ = y ′−m∆y):

Im
(
x ′, y ′′, ys

)= ∫
d xd yd z Hem

(
x ′−x, y ′′− y + ys ,−z + ∆z

∆y
y ′′

)
Hex

(
y − ys , z

)
×F

(
x, y +m∆y, z +m∆z

)
, (5.25)

Taking into account that only a small range of y ′′ values around the central line
position at y ′′ = 0 give rise to substantially non-zero intensities we may approxi-
mate this as:

Im
(
x ′, y ′′, ys

)= ∫
d xd yd z Hem

(
x ′−x, y ′′− y + ys ,−z

)
Hex

(
y − ys , z

)
×F

(
x, y +m∆y, z +m∆z

)
. (5.26)

The procedure of digital spatial filtering following a slit shape, possibly, including
the collection of extra signal along the scan with a TDI operation can be incorpo-
rated by setting ys = yi − y ′′ and integrating over y ′′, where the integration range
is K rows of pixels (we take K = 4 or K = 1). Here yi is the image coordinate in
the scan direction. The image coordinate in the field direction is simply found by
x ′ = xi . Then we find for the image data at layer m:

Jm
(
xi , yi

)= ∫
d y ′′ Im

(
xi , yi , yi + y ′′)

=
∫

d xd yd z H
(
xi −x, yi − y,−z

)
F

(
x, y +m∆y, z +m∆z

)
, (5.27)

where the total PSF:

H
(
x, y, z

)= Hem
(
x, y, z

)[∫
d y ′′ Hex

(−y + y ′′,−z
)]

(5.28)

is seen to be the product of the emission PSF with the average of the line excitation
PSF averaged over a lateral distance corresponding to K rows of pixels. Close to fo-
cus, this integration range is sufficient to capture the entire excitation signal, maxi-
mizing signal, and reducing the overall PSF to the emission PSF of the system. This
stands in contrast to conventional confocal point scanning microscopes, where
the imaging in focus is determined by the excitation PSF. Further away from focus,
the integration range is substantially less than the width of the defocused lines.
Consequently, the captured signal is reduced and optical sectioning is achieved.
The complete sectioning behavior is described by the background function:

B (z) =
∫

d xd y H
(
x, y, z

)
, (5.29)
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which gives the contribution to the background of a layer a distance z away from
the imaged plane. For non-sectioning widefield imaging B (z) = 1, for sectioning
modalities B (z) is peaked around z = 0, decaying to zero as |z|→∞.

The illumination lines are characterized experimentally by imaging thin uni-
form fluorescent layers, for which F

(
x, y, z

) ≈ δ
(
z − z ′), with δ (z) the delta-

function, in a static configuration without any scanning (ys = 0) but with a tunable
defocus z ′. Then the expected line image is a function of the image coordinate in
the scan direction y ′ and of the defocus z ′ only:

Im
(
x ′, y ′, z ′)= ∫

d xd y Hem
(
x ′−x, y ′− y,m∆z − z ′)Hex

(
y, z ′−m∆z

)
, (5.30)

which leads to an image that is the average of the emission PSF in the field (x) di-
rection, and the convolution of the line excitation PSF and the emission PSF in the
scan (y) direction. This image function depends is dominated by the broadest of
the two functions involved in the convolution, either the line excitation profile or
the average of the emission PSF in the field direction. Integrating the obtained im-
ages over the lateral coordinate provides a measurement of the background func-
tion B (z) needed to assess the degree of confocality.

The illumination lines are further characterized experimentally by imaging
thick fluorescent layers for which F

(
x, y, z

)
is substantially constant, in a static

configuration without any scanning (ys = 0), and with an additional defocus z ′
applied to the excitation PSF. In that case the expected line image as a function of
y ′ and z ′ is given by:

Tm
(
y ′, z ′)= ∫

d xd yd zHem
(
x ′−x,−y, z ′− z

)
Hex

(
y, z

)
, (5.31)

where a change of integration variable is used for the integration over the axial co-
ordinate. This through-focus line PSF like function is thus the 2D convolution of
the through-focus line excitation PSF and the average of the through-focus emis-
sion PSF over the field coordinate. The measured through-focus line shape is de-
termined by the broadest of these two functions.

5.3. Experimental methods
5.3.1. Experimental setup
The experimental setup is illustrated in Fig. 5.5. A Nikon 20× NA 0.75 Plan Apoc-
hromat VC objective lens with a focal length of Fob = 10mm and a custom Nikon
tube lens (effective focal length of Ftube = 222.4±2.2mm) are used, giving a lateral
magnification of the imaging light path M = 22.24. The axial magnification of the
imaging path is Max = χM 2/n = 352, where a sample refractive index n = 1.5 is
assumed and χ = 1.07 is a non-paraxial correction factor [33, 34]. The specimen
(slide) is scanned using two stages: a PI M-505 low profile translation stage for po-
sitioning of the slide in the field direction and a Newport XM1000 ultra precision
linear motor stage for the continuous scanning motion of the sample. For focusing
two stages are used to axially translate the objective: a PI M-111 compact micro-
translation stage for coarse positioning, and a PI P-721.CL0 piezo nanopositioner
for fine positioning.
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A Hamamatsu Orca Flash 4.0 v2 camera is used with a pixel pitch of 6.5µm
corresponding to p = 0.29µm in object space, which somewhat undersamples the
imaging PSF (Nyquist sampling is at λ/4NA = 0.20µm for λ = 590nm). The gain
of the camera is measured to be 0.39 e−/ADU. The camera is tilted over an an-
gle of β = 20° with respect to the optical axis. The image sensor size in the di-
rection perpendicular to the line sensors is 2048×6.5µm= 13.3 mm, such that the
axial range in image space is d = 4.4mm and the axial range in object space is
d/Max = 12.5µm. The Orca Flash camera has a micro-lens array for higher photon
detection efficiency, which makes the sensor less efficient for light that is incident
at an angle. The measured loss in light collection efficiency is shown in Fig. 5.5b. It
appears that tilting the detector 20° reduces the light collection efficiency to 53 % of
its nominal value. The camera supports exposure times down to 1 ms. The frame
rate, however, is limited by the time required for the rolling shutter to read out the
sensor area, leading to a maximum frame rate of 100 fps for a full frame acquisition.

We found the camera to skip some frames when operated at high frame rates,
which was solved by reducing the frame rate to 21 fps.

The light source is an Omicron LightHUB-4 equipped with a PhoXX+ 488-100
laser with 100 mW output power and 488 nm wavelength. A polarization maintain-
ing broadband fiber with an achromatic collimator is used to obtain a collimated
beam in free space. A beam expander is built using a Thorlabs AC254-50-A, and
AC254-200-A achromats for a 4× magnification. A Liquid Crystal on Silicon (LCoS)
Spatial Light Modulator (SLM, Boulder Nonlinear Systems XY Phase 512) is used
for the required illumination PSF engineering. The SLM has N 2 = 512×512 pixels
and a square aperture of 7.68 mm, resulting in a pixel pitch of 15µm. A Thorlabs
AHWP10M-600 achromatic half wave plate is used to align the polarization of the
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Figure 5.5: Schematic illustration of the multi-focal line confocal scanner prototype. The polarization
of the laser beam is aligned to the SLM using a half wave plate (HWP) and filtered using a polarizer
(POL). The beam is expanded and projected onto the SLM. The diffracted light is coupled into the
objective lens using a filter cube consisting of an excitation filter (EX), emission filter (EM) and a
dichroic mirror (DIC) and imaged in the back focal plane of the objective. The fluorescence light is
imaged onto the CMOS sensor using the tube lens. Focal lengths F are given in mm. (b). The
measured impact on the photon detection efficiency of tilting the camera with respect to the optical
axis. For a tilt of 20° the detection efficiency is reduced with 53 % with respect to orthogonal incidence.
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beam to the SLM and a Thorlabs LPVISE100-A linear polarizer is used to suppress
the orthogonal polarization. A relay path from SLM to the back focal plane of the
objective lens is made using a Thorlabs AC254-150-A achromat (F = 150mm), and
an AC254-100-A achromat (F = 100mm giving a magnification of M = 0.67). A
Semrock LF405/488/532/635-B-000 quad-band dichroic mirror is used to couple
in the illumination light into the objective and direct the emission light towards
the camera. A National Instruments NI PXIe-6363 data acquisition card (DAQ) is
used for synchronization of the hardware. The DAQ gives a start trigger to the cam-
era for each frame, and it provides a high signal to the laser for digital modulation,
such that the laser is only switched on during the camera integration period. The
acquisition card is synchronized to the output trigger of the scanning stage.

5.3.2. Fluorescent test samples
Two test slides are used to calibrate and test the scanner setup. First, we use a
1.4 mm thick green plexiglas slide of Chroma that shows strong autofluorescence
when excited with blue light. A glass coverslip was attached onto the slide for
proper spherical aberration matching. This removes the need for imaging deep
into the material, and so prevents scattering and reduces out-of-focus fluores-
cence. This slide has high fluorescence, is relatively homogeneous and has low
bleaching. Second, we used a slide with a spin coated fluorescent layer of Rho-
damine on a coverslip. This slide has the advantage of being very thin (¿1µm),
but is relatively inhomogeneous and suffers from bleaching.

Two test samples are used to demonstrate the scanner system. The first slide
contains a 5µm thick human prostate tissue micro array (TMA) section labeled
using the Kreatech ERBB2 (17q12) / SE 17 FISH probe (product number KBI-
10701). This labeling is used for the detection of amplification of the ERBB2 (also
known as HER-2/neu) gene via Fluorescence in situ Hybridization (FISH). As a ref-
erence, also the chromosome 17 centromere is labeled using a Satellite Enumera-
tion (SE) probe. The ERBB2 specific FISH probe is direct-labeled with Platinum-
Bright550. The SE 17 specific FISH probe gene region is direct-labeled with Plat-
inumBright495. The SE 17 probe is imaged with our setup. The average wavelength
of the fluorophore at the detector (taking into account the emission spectrum and
the dichroic filter) is 563 nm. The second slide is a stage 3 human rectum can-
cer sample with immunofluorescence staining. Three different antibodies label
Desmin, CD31, and D2-40. In this work, the Desmin protein (labeled with IgG1 M
Alexa Fluor 488) is imaged, which is highly expressed in muscle cells. The average
wavelength of the fluorophore at the detector (taking into account the emission
spectrum and the dichroic filter) is 539 nm.

5.3.3. Data acquisition and processing
Image data is acquired in a ‘push broom’ scanning fashion [18, 19]. The speed of
the scan movement is v = p cosβ/tl , where β is the sensor tilt angle, tl is the line
period and p is the pixel pitch in object (sample) space. Every line period the cam-
era captures a full frame which is transferred to the host computer. A number of
regions of interest (ROIs) corresponding to the number of illumination lines are
selected, the rest of the image data is deleted. The ROIs have an equal size, span
the width of the sensor, and have an equal spacing sr = M sl /cosβ where sl is the



112 5. Multi-line fluorescence scanning microscope

tangential illumination line spacing in object space. The selected ROIs consist of
either one or four rows of pixels. This functions as a confocal slit detector of width
p cosβ or 4p cosβ. The data is added in a Time Delayed Integration (TDI) fashion
for the four-line acquisition mode, in order to increase signal-to-noise ratio with-
out sacrificing resolution. [35]. The data obtained in this way for the different ROIs
correspond to the layers of the simultaneously acquired focal stack. Storage of the
image data to the computer memory of layer m is delayed with a time m = sr tl m
in order to guarantee lateral alignment of the layers of the focal stack. The data is
saved to hard disk after completion of a lane scan.

The following steps are taken in post-processing. First, a fine alignment be-
tween the layers is done to compensate for residual misalignments by optimizing
the product of all layers on a 1024×1024 pixels patch with distinct point sources.
Second, the image is resampled with a factor cosβ in the scan direction to have
an image with square pixels. Third, a constant value is subtracted to correct for
detector offset. Finally, flat fielding is applied to compensate for residual intensity
variations (down to 50 % at the edge of the region of interest) mainly arising from
the Gaussian illumination profile of the back aperture of the objective.

A maximum intensity projection along the z direction is used for a 2D visual-
ization of the 3D dataset. For improved dynamic range, a gamma correction is ap-
plied. The gray scale image is mapped to RGB by multiplying the gray level with an
RGB triplet based on the calculated filtered fluorophore emission spectrum: (0.55,
1, 0.08) for Platinum495 and (0.28, 1.0, 0,15) for Alexa488.

5.3.4. Spatial Light Modulator
The so-called space-bandwidth product of the illumination light path (product of
illuminated FOV and spatial frequency bandwidth of the illumination pattern) is
limited by the number of pixels of the SLM N . Suppose the SLM is imaged by the
relay lenses to an aperture of width w in the back focal plane of the objective lens.
This provides an illumination NA given by NAi l l = w/2F 0 with F0 the focal length
of the objective. The maximum spatial frequency that can be generated by the SLM
is N /2w , which gives rise to field angles η up to sinη= λN /2w , resulting in a field
of view:

FOVi l l = 2F 0 sinη= N

2

λ

NAi l l
. (5.32)

In other words, the product between FOVi l l and spatial frequency bandwidth
2NA/λ is fixed by the number of SLM pixels N . In the resulting trade-off between
FOVi l l and NAi l l , we have chosen for NAi l l = 0.26 and FOVi l l = 488µm.

An illumination line pitch of sl = 54.5µm is used, corresponding to 200 pixel
rows on the sensor. The 9 lines span a total distance 8sl = 436µm, which conve-
niently fits in the FOVi l l . Intentionally some room was left at the edges of the FOV
because this area is most sensitive for ghost lines. These lines correspond to spatial
frequency content of the aberration profiles higher than the bandwidth defined by
the sampling density of the pixel grid of the SLM. These spatial frequencies are
folded back into the central field of view.

Using a multi-line imaging approach can potentially lead to optical cross-talk,
i.e. fluorescent signal excited by a line beamlet is detected at the pixel rows that
are conjugate to the neighboring line beamlet. The sensitivity to cross-talk can be
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estimated using a geometrical optics based argument. Suppose a line of interest
has its focus at the origin (y, z) = (0,0). Light is collected from within a cone with
a half angle αdet = arcsin(NAdet /n), where NAdet is the detection NA and n the
sample refractive index. The neighboring line is illuminated with a beam focused
at (y, z) = (sl ,−M tanβsl /Max ), where β is the sensor tilt, and M and Max the lat-
eral and axial magnification of the imaging path. This beam has a half angle of
αi l l = arcsin(NAi l l /n), where NAi l l is the illumination NA. The z position at which
a fluorophore excited by the neighboring illumination beam first enters the cone
of the detection NA is given by:

zc = sl
1− tanαi l l tanβ

tanαi l l + tanαdet
. (5.33)

Filling in the relevant parameters results in zc = 72µm. Light from such a distance
away from focus will in practice be completely suppressed by the confocal detec-
tion.

An SLM has a limited diffraction efficiency, which leaves a part of the incom-
ing beam unmodulated, resulting in a focused ‘zero-order’ spot in the sample. The
diffraction efficiency is affected by several factors [36]. First, the SLM only works
for one polarization direction. A half wave plate and a polarizer were included
in the beam expander for polarization alignment and suppression of residual or-
thogonally polarized light. Additionally, the top of the glass surface will contribute
to a plane wave reflection, even though it is coated with an anti-reflection layer.
Finally, the limited fill factor of the SLM pixels leave parts of the aperture unmod-
ulated. The line illumination pattern is aligned such that the zero-order spot is
centered between two lines to enable spatial filtering at the image sensor, and will
therefore have no impact on the final 3D image.

The SLM response curve is described by the phase change φ(ε) as a function
of the digital input gray level ε ∈ [0,1). A lookup table is required to find the gray
level given the desired phase shift. A single lookup table is used across the field
of the SLM, implying that non-uniformity of the response function is not taken
into account. Coarse pixel-to-pixel variations result in low order aberrations that
are corrected later on, fine pixel-to-pixel variations result in a small scatter back-
ground that has little impact on the final image.

An image based method is developed to obtain the response curve of the SLM.
A binary grating with a period much larger than a single SLM pixel and gray levels
ε1 and ε2 is created, for a range of values (ε1,ε2) . The power in the diffracted orders
is obtained by imaging a diffraction pattern that is projected onto the uniformly
fluorescent calibration slide. The space (ε1,ε2) is sampled randomly instead of lin-
early to prevent biases arising from bleaching during data acquisition. Then, the
ratio between the power in the first and second diffraction order is measured and
fitted with the theoretically expected value:

R(ε1,ε2) = sin
( 1

2

[
φ (ε1)−φ (ε2)

])
cos

( 1
2

[
φ (ε1)−φ (ε2)

])+C
, (5.34)

where an extra degree of freedom C is introduced to account for the above men-
tioned zero order spot and possible background and detector offset. The response
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Figure 5.6: Results of the image based calibration of the SLM response curve. (a) Measured ratio
between the first and zeroth diffraction order as a function of the gray levels ε1 and ε2 of the binary
grating structure. (b) Modeled diffraction order ratio for the found fit parameters. (c) The induced
phase change as a function of the digital gray level. The red boxes indicate the gray values that are
used to create the lookup table and correspond to a 2π phase change.

function φ (ε) is parameterized by a polynomial series of order L, and MATLABs
fminsearch algorithm is used to fit the polynome coefficients. Figure 5.6a shows
the measured values, Fig. 5.6b shows the fit model for the obtained fit parameters,
and Fig. 5.6c shows the corresponding SLM response curveφ (ε). We found L = 3 to
provide enough degrees of freedom to fit the data. The total phase modulation of
the SLM exceeds 2π for the used wavelength, which leaves the freedom to choose a
subset of ε values to create the lookup table. We choose the range between ε= 0.31
and ε= 0.90, as indicated with the red boxes.

5.3.5. Alignment of Spatial Light Modulator

A careful alignment of the illumination PSF, consisting of the set of multi-focal scan
lines, with the pixel grid of the image sensor is required for implementing digital
slit pinholes at the imaged line positions in the sensor plane. The reference coor-
dinate system to align the scan lines is given by the optical axis of the objective lens
(z-axis) and the two principal directions of the pixel grid of the sensor, which cor-
respond to the field axis (x-axis) and to the scan axis (y-axis). The phase pattern on
the SLM needs to be aligned to this coordinate system carefully. A final alignment
step is implemented, after mechanical alignment of the SLM in the illumination
light path, by means of an affine coordinate transformation between the coordi-
nates of the SLM pixel grid and the pupil coordinates in the back focal plane of the
objective lens. In this way three types of misalignment can be corrected. First, the
in-plane rotation can be corrected, so that the scan lines are imaged on the sensor
parallel to the field axis defined by the pixel grid. Second, the SLM is slightly tilted
with respect to the optical axis to separate the incoming and outgoing beam by 11◦,
see Fig. 5.5. Projection of the tilted sensor plane to the plane perpendicular to the
optical axis, distorts the circular beam profile to an elliptical one. This effect may
be compensated by an anisotropic stretch in the affine correction transformation.
Third, a slight misalignment of the origin of the SLM can be compensated for by a
shift of the grating pattern. A small misalignment in the axial position of the SLM
can be corrected by adding a small amount of defocus to the induced aberration.

The affine transformation between the coordinates in the SLM plane~σ and the
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Figure 5.7: Illustration of the alignment calibration using a spot grid. (a-c) image data for three
different B values. (d-f) The found spot positions (blue circles) and the fitted model (red crosses).
(g-h) The change in the x and y spot coordinate with respect to their average value as a function of B
(blue) and the fitted change in position (red).

pupil coordinates ~ρ is given by:

~ρ =
[

cosθ −sinθ
sinθ cosθ

][
Mx 0

0 My

]
(~σ−~σ0) , (5.35)

where the first matrix describes the rotation over an angle θ around the z-axis, the
second matrix represents the (anisotropic) scaling due to the tilt of the SLM in the
light path and due to the overall magnification from the SLM plane to the back
focal plane of the objective, and~σ0 is the position offset with respect to the optical
axis.

The following aberration profile is fed to the SLM:

W = g

(
mod

[
1

λ
A
σx

Rs

])
+ g

(
mod

[
1

λ
A
σy

Rs

])
+ 1

2
B
|~σ|2
R2

S

, (5.36)

where g is a pattern function, λ is the wavelength, Rs is the radius of the illumi-
nated area on the SLM, and A and B are freely configurable parameters in units
of λ. The first two terms will diffract the light along the horizontal and vertical di-
rections, respectively. The pattern function g is chosen such that light is uniformly
distributed over the first 9 diffraction orders (-4th to +4th order). The third term will
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introduce a defocus, but for nonzero ~σ0 it also introduces a lateral shift [28]. The
measurement is repeated using a range of 41 values of B spaced with ∆B = 90mλ.
This aberration profile results in a grid of 9×9 spots. The position of spot (k, l ,m),
with k = −4, . . . ,4, l = −4, . . . ,4, and m = −20, . . . ,20 in the front focal plane is then
given by:

~xklm = F0

Rs

[
cosθ −sinθ
sinθ cosθ

][
1/Mx 0

0 1/My

](
A

[
k
l

]
+m∆B

~σ0

Rs

)
+~x0, (5.37)

where~x0 is an overall offset with respect to the optical axis.
The image data and the spot positions of three out of the 41 measurements are

shown in Figs. 5.7a and 5.7b, respectively. The change of the spot positions as a
function of B with respect to their average position is shown in Fig. 5.7c. A linear
least squares fit is used to fit the model of Eq. (5.37) to the measured spot positions.
The fit yields the values θ = 0.8◦, Mx = 1.014, My = 1.015,~σ0/Rs = (−0.03,0,08).
These values are small, as is expected of a mechanically well aligned system, but in
need of correction nevertheless.

5.3.6. Correction of aberrations in the illumination light path
The designed illumination PSF, comprising the set of multi-focal scan lines, will
be distorted by unintended aberrations in the illumination light path. These can
arise from a (coarse) non-uniformity of the SLM pixel response function, or by the
components and/or misalignment of the beam expander and the relay path be-
tween the SLM and the objective back focal plane. Fortunately, the SLM that is
used to introduce intentional aberrations, can also be used to remove the unin-
tentional aberrations. To this end, an image based method is used, without the
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Figure 5.8: (a) Example showing the measurements performed to minimize vertical astigmatism. Four
measurements where required to coarsely find the optimum (blue circles). From these measurements
a fine estimation of the optimum was calculated using parabolic interpolation (yellow). (b) Graph
showing the contributions of the Zernike polynomials to the total aberration. The error bars indicate
two standard deviations. (c) The raw image data underlying the vertical astigmatism measurement.
(d) The depth averaged illumination spot without any corrections, after minimizing the contribution of
Z20, and after aberration correction. The red circles indicate one Airy unit.
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need for any additional optical components in the setup [37]. The optimization
metric that is used is the peak intensity of a single imaged spot (Strehl ratio op-
timization). A focused spot is imaged using the thick uniformly fluorescent cali-
bration slide, which is aligned such that the object plane lies about 10µm deep in
the material. In this way a depth averaged illumination PSF is imaged, but this is
not problematic for the intended aberration retrieval. The actual peak intensity
is determined from a two dimensional parabolic fit of the pixel values around the
peak. The to-be corrected aberration profile is parameterized as a sum of orthogo-
nal Zernike polynomials Znm with radial index n and azimuthal index m, where all
modes with n +|m| ≤ 6 are taken into account, except for piston, tip and tilt. This
takes primary and secondary astigmatism, coma, and spherical aberration into ac-
count, as well as primary trefoil. Figure 5.8 illustrates the search algorithm used to
find the optimal aberration. For each Zernike mode a set of typically three to five
spots are recorded with an aberration coefficient that is sequentially changed by
an amount ±∆A, where the sign is set such that a local optimum in the fitted peak
intensity is within the range of recorded aberration settings. A value ∆A = 50mλ

is found to properly sample the optimization metric, while only a small number of
measurements is required to find the optimum. The optimum aberration value is
found by parabolic fitting of the set of fitted peak intensities, where only the max-
imum value and its two neighbors are included. Figure 5.8a illustrates this search
method for primary vertical astigmatism. In this case, four measurements where
needed to find the optimum. The corresponding spots are displayed in Fig. 5.8c.
This procedure is repeated for all Zernike modes. The result is shown in Fig. 5.8b.
Confidence intervals were obtained by repeating the whole procedure ten times
on different parts of the sample. Apart from the contribution of Z20 (defocus), the
total root mean squared (rms) aberration was found to be 168±20mλ, composed
mainly of astigmatism, and significantly higher than the diffraction limit of 72mλ.
Figure 5.8d show the illumination spot without any correction, after minimizing
the contribution of Z20, and after aberration correction. Clearly, correction of un-
intended aberrations is a necessity in our setup.

5.4. Experimental results
5.4.1. Characterization of the illumination pattern

The line profile of the illumination PSF is tested experimentally using the thin uni-
formly fluorescent test slide. The thin fluorescent layer is aligned such that the
central illumination line is in focus. The sample translation stage is then used
to slowly move the slide during image acquisition in order to create a small ‘mo-
tion blur’ for smoothing out sample irregularities and for spreading the impact of
photo-bleaching. The measurement is repeated ten times and the resulting images
are averaged for further reduction of noise and sample irregularities. According to
the image formation model the expected line shapes are the convolution of the
line excitation PSF at focus m∆z and the average of the emission PSF in the field
direction, at focus −m∆z. The difference between the imaging NA (equal to 0.75)
and the line illumination NA (equal to 0.26) implies that near focus the width of
the line excitation PSF is much larger than the width of the emission PSF, whereas
further away from focus this is the opposite. The reason is that the relatively small
depth of focus of the emission PSF results in a steep increase in the lateral width
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Figure 5.9: The illumination PSF measured using a thin uniformly fluorescent test slide. (a). The full
illumination PSF. The scale bar represents 100 µm. The focal lines are labeled with their diffraction
order number m and with a color ranging from blue for m = −4 to yellow for m = 4. The red lines
indicate the width of the regions of interest (ROIs) that are used for imaging. The design line length
2l = 488µm is indicated by green lines. Further indicated are the SLM’s zeroth order spot (A), the first
alias to the right of the central pattern (B), and higher order focal lines (|m| > 4) that are folded back
into the central domain due to undersampling (C). These are minor artifacts that are blocked by the
spatial slit filter in the digital domain. (b) The intensity distribution over the lines. The higher order
astigmatism successfully prevents a zero rim intensity. A decrease of intensity is observed around
x = 0µm which is caused by an uneven illumination of the SLM. (c) The full width at half maximum
(FWHM) of the focal lines. The center lines are in focus and approach the theoretical limit (full black
line), a bit broader than the height of a ROI for four line TDI (dashed black line). The line colors in (b)
and (c) correspond to the diffraction orders as indicated at the left side of the figure, the width of the
x-axis is scaled to the design length 2l , and the red lines indicate the ROI width.
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Figure 5.10: Confocal detection of a uniform fluorescent plane. The top row (a,b,c) shows the signal
as a function of the sample position in air, for the 9 illumination lines. The bottom row (d,e,f) shows the
corresponding axial FWHM. The focal lines are labeled with their diffraction order number m and with
a color ranging from blue for m =−4 to yellow for m = 4. (a, b) The measured signal, while a single row
on the sensor is used as a confocal detection. (c, d), The measured response for a four-row confocal
detection. (e, f) The simulated response for a four-row confocal detection.
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Figure 5.11: Assessment of illumination PSF in a thick fluorescent material. (a) Through focus stack
averaged along the x direction. The red crosses mark the focal points. The colorbars below the
images indicate the intensity value mapping that is adjusted to cover the full dynamic range in each
image. (b) The focal points plotted in the (y, z) plane (blue circles) including a linear fit through the
focal points (blue) which overlaps the object plane (red dashed curve).

with defocus.

Figure 5.9a shows the full FOV of the image sensor with the illumination PSF,
showing the successfully creation of 9 equally spaced focal lines (labeled with their
diffraction order number m). Figure 5.9b shows the intensities of the focal lines
along the field direction. The higher order astigmatism based design ensures a
substantial illumination intensity over the whole line length. The remaining de-
crease of power towards the edges is caused by the Gaussian beam profile at the
objective pupil. In practice, a decrease of intensity at the edges of the lines to about
30 % is observed. The lines show irregularity on a small length scale resulting from
laser speckle. Further, a significant decrease in intensity is visible around x = 0µm
for all lines, resulting from an uneven illumination of the SLM. Figure 5.9c displays
the FWHM of the lines. The center lines are in focus and approach the theoreti-
cal limit of FWHM = 0.89λ/NA. The FWHM of the outer lines (m =−4,−3,3,4) are
substantially larger, as they are recorded out of focus, in agreement with the image
formation model. A slight tilt of the sample in the field direction is apparent from
the fact that the lines with m > 0 have a decreasing FWHM for larger x and vice
versa for the lines with m < 0.

The sectioning capability of the system is tested by measuring the background
function as defined in Eq. (5.29). This is done by repeating the previous measure-
ment for a series of axial sample stage positions. The 10 times averaging is omitted
for this measurement to limit the illumination photon dose and so avoid bleach-
ing of the sample. The measured images are integrated over the digital slit in the y
(scan) direction (up to 4 pixel rows) and over 50 pixels about halfway the line center
and the line edge (at around x = w/4) in the x (lateral) direction, for noise suppres-
sion. As a result, we obtain a background signal as a function of the stage position
z for all 9 lines, see Fig. 5.10. For the first result, in Fig. 5.10a, a single row on the



120 5. Multi-line fluorescence scanning microscope

sensor is used as confocal detector. The background function has an average full
width at half maximum FWHMz = 8.4µm. In Fig. 5.10b, the result is given the case
of a four row confocal detector, which slightly increases the FWHMz to 9.0µm on
average. The theoretical values for the response to a uniformly fluorescent thin
slide are given in Fig. 5.10e. Qualitatively similar curves are found, but less wide
than the experimental curves. The FWHMz is found to be 4.2µm. The background
measured at the bottom scan plane from a source located at the top scan plane
is about 20 %, where from the simulation a reduction to about 10 % would have
been expected. This result is based on a numerical simulation that computes the
illumination PSF Hi l l , given a defocus following from a stage position that is zs

out-of-focus, according to Eq. (5.22). Then, the intensity at the sensor I is calcu-
lated by convolution of Hi l l with the imaging PSF corrected for a stage defocus of
zs , see Eq. (5.23). The simulated intensity I is saved to disk as an image file and
analyzed in the same way as the experimental results. The discrepancy between
the width of the measured peak in the background function and the theoretical ex-
pectation may be attributed to misalignment, the finite thickness of the layer, and
residual aberrations, mainly spherical aberration. The use of scalar diffraction for
computing the PSFs instead of more realistic vector PSF models could also lead to
a predicted background function peak width that is too optimistic.

The illumination PSF is further tested for uniform spacing and for equidistant
foci. To this end, the thick uniformly fluorescent test slide is aligned such that the
focal point of the objective is about 10µm deep in the material. A through-focus
stack is created by repeatedly adding a defocus aberration W to the SLM and cap-
turing an image. According to the image formation model the expected line shape
is the 2D convolution of the through-focus line excitation PSF and the average of
the through-focus emission PSF. Because of the much smaller illumination NA this
implies that the measured through-focus line profiles are largely determined by
the through-focus line excitation profiles, and hardly by the through-focus emis-
sion PSF. Consequently, by using an aberration W = z

√
n2 −ρ2NA2, the illumina-

tion PSF is sampled at a depth z.

Figure 5.11a shows the measured through focus stacks for an illumination PSF
of the 9 beamlets, averaged across the x (field) direction. To find the focus, for ev-
ery beamlet the position of the maximum intensity is determined. Figure 5.11b
displays these positions in the (y, z) plane. The positions have an equal spacing
in the y direction of 54.5µm or 200 pixels on the sensor with a deviation less than
0.14µm (0.5 pixel). In the z direction the sub beams do have the desired tilted fo-
cus. The graph includes a linear fit through the focal points, which overlaps with
the tilted object plane with a deviation less than 0.2µm. However, on top of the
linear focus shift, we observe an apparent field curvature leading to a defocus of
up to 1.8µm at the edges. This leads to a slight axial misalignment of the illumi-
nation PSF compared to the reference axial imaging depth defined by the imaging
PSF. The imaging depth will, however, only be slightly biased as the NA of the il-
lumination is lower than the NA of the imaging path, and therefore the latter will
dominate the imaging depth.



5.4. Experimental results 121

1mm

a. FISH slide

500µm

b

100µm

c

500µm

d

100µm

e

20µm

f

Figure 5.12: A 400 Mpixel maximum intensity projection of a 9 layer multi-focal scan of a tissue micro
array (TMA) section labeled using FISH. Every figure zooms in a factor of five, such that the images
are shown over a factor of 125 different length scales. The scan is made using an exposure time of
1 ms and four TDI lines. A gamma of 0.7 is used for an enhanced dynamic range. This image is also
shown over 100 length scales in Visualization 1*. (a) Whole slide scan. The white boxes indicate two
regions that displayed in more detail. (b,d) 5× enlarged. (c,e) 25× enlarged. (f) 125× enlarged.
* doi.org/10.6084/m9.figshare.9912824

5.4.2. Scan results

We present three scan result as proof of concept. First, a 9 layer multi-focal whole
slide scan is created of the FISH labeled TMA tissue section. Figure 5.12a shows
a maximum intensity projection of the whole slide scan. The image is composed
of thirteen scan lanes of 20,000 lines with 1536 pixels width. After resampling this
results in a 3600 Mpixel volumetric image (19,968×18,794×9 pixels, size 5,790×
5,450×11µm). For this acquisition, an exposure time of 1 ms and four TDI lines
are used. Figures 5.12b to 5.12f provide closer details of the scan and show that
zooming in to the cellular level for inspecting tissue structure in Fig. 5.12c and
resolving individual FISH spots in Fig. 5.12f is possible.

The second scan result displayed in Fig. 5.13 shows the multi-focal imaging
capability of the system. The same FISH labeled tissue is scanned using a single
line detector (i.e. no TDI) for better confocality. Here, an exposure time of 10 ms
is used. Figure 5.13a shows a frame of a 3D visualization of the z-stack, created

https://doi.org/10.6084/m9.figshare.9912824
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Figure 5.13: 3D visualizations of a 9 layer multi-focal scan of a tissue micro array (TMA) section
labeled using FISH. The scan is made using an exposure time of 10 ms and a single line detector.
(a) A frame from a 3D visualization using the Icy software [38] (see Visualization 2*). The white line
grid has a 10 µm spacing. (b) A maximum intensity projection, where pixels have a color assigned
according to the layer of maximum intensity, ranging from −5.2 µm (blue) to 5.2 µm (yellow). The FISH
probes can be observed to have different positions in z. The scale bar represents 10 µm.
* doi.org/10.6084/m9.figshare.9912833
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Figure 5.14: A single lane, 9 layer multi-focal scan of an immunofluorescently labeled human rectum
tissue section. The scan is made using an exposure time of 10 ms and a single line digital spatial
filter. (a) Central layer of the scan, showing the full width of a scan lane. The white box indicates the
area that is showed in detail. (b) Detailed view. The white box marks the area displayed in (c-k), which
provides a through focus stack of all layers, demonstrating the optical sectioning capability. Although
this is a thick tissue section, a high contrast is observed in the central layers.

https://doi.org/10.6084/m9.figshare.9912833
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using the image analysis software Icy [38]. FISH spots can be observed to have
different z-positions. This is further illustrated by the color coded maximum in-
tensity projection shown in Fig. 5.13b. In this image, the luminescence of each
pixel corresponds to the maximum intensity throughout the layers, while the color
corresponds to the layer of maximum intensity. Most spots color orange, indicat-
ing a depth of about 3µm. Some are observed to lay deeper in the sample, ranging
from −1µm (green) to −3µm.

The third result is a scan of the stage 3 human rectum cancer sample with im-
munofluorescence staining (10 ms exposure time and using a single pixel row as
digital slit). Figure 5.14 shows the central layer of a single lane scan. Figure 5.14b
gives a detailed view which provides a good benchmark for the resolution and con-
trast delivered by the system.

For all scanned samples the reduction of out-of-focus background light by the
digital slit pinhole is moderate, in agreement with the measured background func-
tion with FWHMz of around 9µm, and the thickness of the samples of around 5µm.

5.4.3. Throughput and resolution
The throughput of the current test setup is T = Nz Nx f , with Nz = 9 the number
of focus layers, Nx = 1536 the line length in pixels, and f = 21 lines/s the line
rate, leading to a modest T = 0.29 Mpixels/s. This number is primarily limited by
the practical constraints of the image sensor, as the actual exposure time in TDI-
mode was just 1 ms, implying a potential gain in throughput with a factor of about
50. A second practical limitation is in the illumination light path efficiency. The
main losses were measured to be the coupling into the fiber (35 % loss), the polar-
izer (35 % loss), the iris that cuts the beam to about one sigma (39 % loss) and the
SLM (48 % loss), accumulating to a total illumination light path efficiency of 14 %.
These losses are not fundamental and can be improved upon, for example by bet-
ter alignment of the half wave plate to the polarizer; using free space optics instead
of a fiber; a beam shaping optical element to reshape the Gaussian beam into a
top hat beam [39]; and by using a dedicated diffractive structure etched in quartz
or embossed in a polymer instead of the SLM. A third limitation is the reduced
detection efficiency of the camera for light incident at an angle due to the micro
lens array (47 % loss). Overcoming these practical hurdles can improve throughput
with a factor ranging between 200 and 600 without affecting the SNR. The exposure
time could be reduced by an increase in laser power to a decent but not excessive
500 mW. This would further enhance the throughput with a factor of 5. As a result,
the proposed optical architecture is estimated to support image acquisitions with
a throughput on the order of several hundred Mpixel/s. In the current setup, that
would correspond to a scanning speed on the order of 10 mm/s. Note that me-
chanics do not pose practical constrains on the throughput as the only movement
in the system is the linear translation of the sample.

The fundamental limitation to throughput of the proposed scanning architec-
ture is the minimum SNR that is required [40]. The SNR is dominated by shot noise,
and therefore the achievable throughput is governed by the minimum amount of
photons that must be captured. The maximum line rate fmax is proportional to
ηK P/Nmin, with η the overall photon efficiency of the illumination and imaging
light path and detector, K the number of TDI-lines, P the laser power, and Nmin
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Figure 5.15: Determination of the peak signal to noise ratio (pSNR), the peak signal to background
ratio (pSBR), and the lateral and axial resolution expressed using the full width at half maximum
(FWHM). (a) Maximum intensity projection of the image data of a scan of the FISH slide made
using 1 ms exposure time and a four-line TDI acquisition. The scale bar indicates 100 µm. A gamma
correction of 0.7 is applied. Three locations are highlighted. (b-d) A zoomed in view to the highlighted
areas. The layer with best focus is displayed. The spots location are given including their peak
intensity in photo electrons (e-). The scale bar indicates 2 µm. The yellow ellipses have a horizontal
and vertical diameter equal to the FWHM along the and direction respectively. (e) The image data
was classified as background (black) and non-background values (green) or part of a spot. In total,
109 spots where segmented and their location is indicated with a yellow dot. (f-j) Histograms of the
pSNR, pSBR and the FWHM along the x, and y direction. The red line indicates the mean and the
red dashed lines the 5th and 95th percentile respectively. In (h-j) a black line is included indicating the
FWHM of the imaging PSF.
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the minimum photon count for a reference fluorescent object.

The relation between the throughput and SNR that is currently achieved is fur-
ther assessed on the basis of the scan result of the whole slide scan of the FISH
slide, see Fig. 5.12. This 5× 5mm tissue section is scanned in 12 lanes of about
17,000 lines, which gives a total camera time (exposure time times number of lines)
of less than 3.5 min. We have measured the peak signal to noise ratio (pSNR) and
the peak signal to background ratio (pSBR) in a region of 445µm by 558µm with a
dense distribution of FISH dots. A maximum intensity projection of this region is
shown in Fig. 5.15a. A zoomed-in view of three FISH spots are shown in Figs. 5.15b
to 5.15d, where we selected the layer with best focus. A classification is performed
in which each pixel is classified as being part of the background, part of a spot
or neither of both. The classification is done on the 2D maximum intensity pro-
jection. The 20th percentile lowest values displayed in Fig. 5.15e are classified as
background. An average background level of 139±7 e− is found. The pixels with
the 0.5th percentile highest are classified as part of a spot or cluster of spots. These
pixels are segmented based on 4-connectivity. Small segments are rejected by re-
quiring the shape to span at least three columns and three rows. The peak inten-
sity in every segment was determined by first selecting the layer with best focus
and then by interpolating the peak intensity using a two dimensional parabolic fit
of the values surrounding the pixel with the maximum intensity to the the model
I (x, y) = wx (x − xc )2 +wy (y − yc )2 + Ip , where I is the image intensity, wx , wy , xc

and yc are fit parameters and IP provides the peak intensity. In total, 109 segments
are found with peak values ranging from 908 to 1739 e−. For every segment the
pSBR is calculated by dividing the peak intensity by the average background level.
Figure 5.15f shows a histogram of the obtained values. An average pSBR of 8.4 (6.5
- 12.0) is found. The pSNR for every segment is approximated as the square root
of the peak intensity, as the noise is dominated by shot noise. Figure 5.15g shows
a histogram of the obtained pSNR values. An average of 34 (27 - 38) is found. The
pSNR and pSBR values that are found are sufficient for state-of-the-art spot seg-
mentation algorithms, which require an SNR level around 5 [41]. This implies that
in principle the scan speed could have been 7 times faster.

The lateral and axial resolution of the system are assessed based on the same
dataset. Close to the maximum, the spot intensity is well approximated by a
two dimensional parabola. Consequently, the lateral full width at half maximum
(FWHM) is estimated from the fit parameters wx , wy according to FWHM(x,y) =
2
√

Ip /2w(x,y). Histograms summarizing the results are shown in Figs. 5.15h
to 5.15j. The lower bounds of the distributions provide the best indication of
the resolution, as the segments include both single spots and spot clusters. The
5th-percentile is 0.50 ± 0.13µm in the x direction (along the illumination line).
In the y direction (orthogonal to the illumination line i.e. the scan direction) a
value of 0.53±0.14µm is found. The FWHM of the emission PSF according to
the scalar diffraction based Airy distribution convolved with the pixel size is given
by 0.57λ/NA = 0.43µm for an emission wavelength λ = 563nm, and is included
in Figs. 5.15h to 5.15j as black lines for comparison. The obtained values agree
reasonably well with this theoretical value. The axial resolution was assessed in a
similar fashion. For every segment, the maximum intensity in every layer Iz (z)
is determined. The values around the maximum are fitted with the parabolic
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model Iz (z) = wz (z − zc )2 + Ipz. Then, FWHMz = 2
√

Ipz/2wz . Figure 5.15j shows
a histogram of the obtained result. The FWHM of the emission PSF is given by
1.61λ/(n−

p
n2 −N A2) = 4.52µm and is included as a black line. The 5th-percentile

of the found distribution is 3.35±0.10µm, which exceeds the theoretical value.
Factors impacting this analysis are the limited number of focal layers and the resid-
ual non-uniformity of the illumination intensity between the the focal layers.

5.5. Discussion
In summary, we presented a multi-line scanner for multi-focal fluorescence image
acquisitions in a single scan. The sample is scanned with respect to a mechanically
fixed optical setup, thereby providing simple means for an unlimited field of view.
The optical architecture of the scanner is based on illumination PSF engineering.
We used a design with diffractive optics for generating a set of parallel scan lines,
focused at equidistant focal planes, in combination with a tilted sensor, for cap-
turing the emitted fluorescence from the scan lines in parallel. An important new
element in the design is the use of higher order astigmatism to improve the unifor-
mity of peak intensity and line width along the scan lines. The approach is suitable
for scanning large area tissue samples, as needed for imaging e.g. immunofluores-
cently labeled tissue samples. The ultimate goal for large area FISH imaging is to
improve the statistical reliability in diagnosis, by increasing the number of cells
tested and by correlating the resulting gene counts to the heterogeneous tissue
structure.

The current setup is limited in the overall axial range of the 3D scan to a value
between 10 and 15µm. A larger axial range could for example be obtained by re-
placing the 20× objective with a 10× objective, leading to a fourfold increase in
axial range. This, however, comes at the expense of lateral resolution, as the de-
crease in magnification is usually attended by a decrease in NA as well. Such an
intended increase in axial range would also entail producing more than the cur-
rent 9 parallel scan lines.

A major technical improvement of the current setup would be the use of an
SLM with more pixels, e.g. 1920× 1152 instead of the current 512× 512. The en-
hanced space-bandwidth product could enable focal lines with an illumination NA
matching the detection NA, equal to 0.75, instead of the current value 0.26, while
maintaining or increasing the length of the scan lines of close to 0.5 mm. The main
impact would be the improved sectioning capability, where our PSF simulations
indicate that a peak in the background function with a width equal to 1.5µm can
be realized.

A next step for the proposed multi-line confocal scanner is the extension to
multi-colour imaging. This can be realized using time multiplexing or space mul-
tiplexing. For time multiplexing the system cycles through the different excitation
wavelengths. For each excitation wavelength a set of multi-focal scan lines must
be generated, either via a fast switching SLM or by a setup with a modulator to se-
lect the wavelength and a dichroic beam splitter architecture wherein each color
branch has a separate diffractive optical element, designed for the particular wave-
length. For space multiplexing, the different sets of multi-focal scan lines for the
different excitation wavelengths are slightly displaced with respect to each other
in the direction of the tilted plane imaged onto the sensor. As a consequence, the
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different color channels can be imaged in parallel, making more economical use
of the sensor area. This approach does not require switching of the illumination
and is compatible with a rolling shutter read-out.

Another extension that is envisioned is the application of techniques to im-
prove the resolution. In particular, the Image Scanning Microscopy (ISM) method
and the closely related pixel reassignment and rescan methods [42–45]. In fact, a
modification of the TDI-approach we use can already deliver an ISM type of res-
olution improvement in the scan direction. This would require oversampling in
the scan direction in combination with a digital stretch of the captured images in
the scan direction before the step of adding the images acquired in subsequent
frames. Although relatively straightforward, this would have the drawback of an
anisotropic resolution, as the imaging in the field direction, along the scan lines,
remains unaffected. A more isotropic improvement in resolution would require a
modification of the multi-focal line illumination to a multi-focal multi-spot illumi-
nation, i.e. an illumination PSF which is spatially varying in the direction orthog-
onal to the scan direction as well. Such methods could overcome the drawback
of the current scanning approach that it is not easily compatible with immersion
objective lenses for high-resolution imaging.
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6
Discussion and Outlook

New imaging modalities for Whole Slide Imaging (WSI) systems were investi-
gated in this thesis. A novel optical architecture based on a tilted multi-line im-
aged sensor was explored. This platform makes multi-focal WSI available, and
was used to demonstrate quantitative phase tomography (QPT) and imaging of
thick tissue sections with enhanced contrast. Two modalities for fluorescence
imaging on a WSI system were designed and built: widefield fluorescence with
an LED illumination source and multi-focal multi-line scanning with a laser
source. Here, we summarize the results of this work and present an outlook on
future research directions.
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6.1. Discussion
The work presented in this thesis was carried out in the framework of a pub-
licly funded project (NWO-TTW, Nederlandse Organisatie voor Wetenschappelijk
Onderzoek - Technische en Toegepaste Wetenschappen) with private support of
Philips Digital & Computational Pathology. The goal was to explore fluorescence
and other use cases of a new whole slide scanner platform, based on the use of a
multi-line image sensor that is placed at an oblique angle with the optical axis. The
goal of multi-line image acquisition with this tilted sensor is to make closed-loop
autofocus scanning possible of conventional thin tissue sections. A novel CMOS
multi-line sensor has been devised by Philips for this purpose [1–3].

In chapter Chapter 2 a system characterization of this sensor is presented. The
sensor was characterized for gain and noise, and a system model was developed to
find the optimal SNR given the available photo-electron flux. The gain in the de-
fault mode of operation was measured to be 50 e−/ADU. In the limit of a low pho-
ton flux the optimal gain was found to be 32 e−/ADU. The system model showed
that images with a very high SNR of 292 can be acquired, provided that a suffi-
ciently high photon flux can be realized. This implies that 8-bit images can have
a noise level less than 1 LSB. For the anticipated low light conditions in fluores-
cence imaging, however, the levels of read noise and dark current make this sensor
unsuitable for generating high quality images. Two major issues with the sensor
were found with our experimental characterization. At high line rates, the sensor
showed missing symbols, leading to non-linearities in the read out. The discon-
tinuity in the readout dynamic range has a size of about 200 e−. The sensor also
showed high frequent fluctuations in the gain, leading to an apparent increase in
the rms noise levels up to 12 %.

The WSI-architecture with the tilted multi-line sensor can also function as a
platform for 3D WSI-imaging, which is explored in Chapter 3. Multi-focal ‘3D’
imaging was demonstrated by acquiring 8 layers in a single scan pass. The ob-
tained volumetric image data was used to test two novel contrast modalities based
on computational imaging. The first modality is a deconvolution technique for im-
proving the inherently low axial contrast of multi-focal images of thick specimens.
The deconvolution algorithm is a variant of the Iterative Constrained Tikhonov-
Miller (ICTM) deconvolution method, targeting improvement of axial contrast,
rather than in-plane resolution. The technique is demonstrated on scans of 60µm
thick tissue slides. The second modality is 3D phase imaging based on the recently
introduced QPT method [4]. Comparison of QPT images of a slide prepared for
FISH to the fluorescence reference image reveals that QPT imaging is able to image
the sites labeled for Fluorescence in situ Hybridization (FISH) imaging. QPT imag-
ing of an unstained tissue slide and comparison to immunofluorescence imaging
shows that phase imaging can provide additional structural information on tis-
sues. The image formation theory of QPT points to an in-plane transfer function
that has the character of a band-pass spatial frequency filter. A system design study
revealed that the filter characteristic is entirely given by the diffraction length scale,
the scaled imaging NA and the number of scanned layers. This study might be used
as a generic design guide for implementation of QPT on a multi-focal brightfield
system. For both considered techniques simplified algorithms were developed
compatible with parallel processing at very high speeds. A processing through-
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put exceeding the image acquisition throughput was realized, which indicates that
these algorithms are suitable for on-line, and potentially on-chip, processing.

Chapter 4 describes the development of a widefield multi-color fluorescence
imaging scanner. The system uses an epi-illumination system that is based on
LEDs in combination with multi-band dichroics. A color sequential illumination
strategy was used for multi-color imaging using a single monochromatic sensor.
This solution is technologically robust, cost effective, and requires the addition
of just a few components to a brightfield scanning system. The photo-electron
yield was measured for three commonly used fluorophores, and the system was
found to be able to capture between roughly 200 and 1000 e−/µm2/ms. Further, it
was determined that about 105e−/µm2 are required to obtain a Fourier Ring Cor-
relation (FRC) resolution close to the diffraction limit. The substantial exposure
time to capture this amount of photo-electrons forms the main speed limitation
in fluorescence imaging with LED illumination. Intrinsically, a step-and-stitch ap-
proach will therefore be faster than line scanning for fluorescence imaging with
an incoherent illumination source because it makes better use of the illumination
étendue. This disadvantage of line scanning is partly overcome by the use of TDI.
A system with 96 TDI lines was estimated to achieve a reasonable throughput of
about 130 kPixel/s. This makes scanning possible of an area of 15×15mm2 in three
colors in about 23 min, which might be sufficient for clinical applications where
occasional scanning of fluorescent slides is needed.

In Chapter 5 a system was proposed for multi-focal fluorescence image acqui-
sitions. A laser illumination source was used for high power illumination that over-
comes the étendue limitations of the LED-based fluorescence WSI system. Illumi-
nation PSF engineering using diffractive optics was applied to generate a set of
parallel scan lines in object space, that span a plane conjugate to a tilted detector.
This system thus builds on the concept of multi-focal scanning with a tilted sensor.
An important new element in the design was the use of higher order astigmatism to
improve the uniformity of peak intensity and line width along the scan lines. The
prototype system was able to acquire 8 focal layers simultaneously at a close to
diffraction limited resolution. Focusing the illumination on the sample provided
a confocal suppression of background, albeit limited due to the relatively low illu-
mination NA. A peak Signal-to-Noise-Ratio (pSNR) of 34 was realized in scanning
a sample labeled using FISH. A throughput of 0.29 MPixel/s was realized in the
prototype system. Corrected for global shutter constraints, non fundamental inef-
ficiencies, and the relatively low laser power that was used, it was concluded that
this optical architecture can achieve a throughput of several hundreds MPixel/s.
This would enable scanning an area of 15×15mm2 in 8 layers in less than a minute,
which is on the same order of magnitude as is achieved in brightfield WSI systems.

6.2. Outlook
In this final section an outlook to opportunities for future research in WSI sys-
tems is provided. First, opportunities for multi-color imaging are given. Then, we
discuss the challenges and some potential solutions for using a general purpose
scientific CMOS (sCMOS) camera for multi-line scanning of a tilted object plane.
Further, some opportunities for extension of WSI techniques to Light Sheet Mi-
croscopy (LSM) and Structured Illumination Microscopy (SIM) are considered. Fi-
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nally, we discuss the opportunities for computational imaging techniques for WSI.

6.2.1. Multi-color imaging opportunities

A next step for the proposed multi-line confocal scanning system presented in
Chapter 5 might be the extension to multi-color imaging. A color sequential illu-
mination approach can be used for time multiplexing the color images, in a similar
fashion as was used for the LED based widefield system. The sample is illuminated
sequentially with light of different wavelengths, targeting different fluorophores in
the sample. Only a single monochromatic sensor is required then, and the color
channels are therefore intrinsically aligned. This approach increases the scan time
with a factor equal to the number of color channels. Alternatively, a spatial multi-
plexing approach might be used, by giving the illumination lines a slight displace-
ment with respect to each other, see Fig. 6.1a. This approach realizes a more eco-
nomical use of the sensor real estate. It makes the retrieval of a multi-color frame
in a single sensor readout possible without increasing the scan time, provided that
enough electronic bandwidth is available. In addition, it does not require fast syn-
chronized switching of the illumination source.

a. multi-line fluorescence b. brightfield

autofocus

autofocus

R
G
B

FOV FOV

imaging

Figure 6.1: Illustration of spatial multiplexing for multi color imaging. (a) Arrangement of a four color
illumination line pattern in the field of view for multi-line imaging. (b) Arrangement for spatial multiplex-
ing for 2D imaging with autofocus. The central three rows are used for RGB color imaging. The rest
of the field of view is illuminated with green light to obtain autofocus information.

Spatial multiplexing also forms an opportunity for an increased throughput
in 2D brightfield imaging with continuous autofocus in the scanning system de-
vised by Philips, see Chapter 3. Simultaneous acquisition of the red, green and
blue channel might result in a threefold increase in throughput at the same SNR
and without the need for shorter integration times, provided, again, that elec-
tronic bandwidth is not a bottleneck. A potential implementation is illustrated
in Fig. 6.1b, where the center of the FOV is illuminated by three rows of red, green
and blue light. The illumination rows are aligned with the sensorlets on the sen-
sor, such that every row matches a separate sensorlet. Now, instead of using only
the center sensorlet for imaging, three sensorlets could be read out simultaneously
and combined in digital post-processing to obtain an RGB color image. This read-
out scheme can potentially be realized within the current capabilities of the sen-
sor’s on-board FPGA and would not need any adjustments to the sensor. The rest
of the FOV can be illuminated monochromatically, e.g. with green light for creating
an autofocus signal.

Spatial multiplexing of the color channels does require an adjustment to the il-
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beam combiner for spatial color multiplexing with partially reflecting optics

LED Köhler illumination field lens condenser

Figure 6.2: Schematic outline of an illumination unit to create a spatially multiplexed multi-color il-
lumination. The partially reflecting mirrors are illustrated with the reflecting parts in black and the
transparent parts in white. For the blue channel the LED light source and Köhler illumination are
drawn. The other channels have the same optical design which is omitted in this illustration for the
sake of clarity.

lumination source. Figure 6.2 illustrates a potential implementation where a beam
combiner based on partially reflective optics (patterned mirrors) is used to create
the desired chromatic patterning of the illumination FOV. The field at the last mir-
ror is imaged onto the object plane to create the desired illumination pattern. The
image of the mirror will give a tilted image in object space. This is not a signifi-
cant problem, as the red, green, and blue lines are imaged within the focal depth.
Possible defocus might even be minimized by matching the tilt of the mirror with
the sensor tilt. This design does require individual flat fielding correction for each
color channel. The use of partially reflective optics removes the need for dichroic
mirrors in the illumination unit. Multi-focal imaging with spatially multiplexed
color illumination would require an illumination pattern of repeated red, green,
and blue rows aligned with the sensorlets.

It is interesting to speculate on the possibilities of QPT in the context of multi-
color imaging. The local phase is essentially the ratio of the local refractive index
and the wavelength. Measuring the refractive index for multiple wavelengths, e.g.
using the red, green, and blue channel of an RGB system, thus provides informa-
tion on the refractive index as a function of wavelength. The local dispersion can
then be measured by numerically fitting e.g. the Cauchy-relation between refrac-
tive index and wavelength. This would enable quantitative dispersion microscopy
[5]. The dependence of the Optical Transfer Function (OTF) on the wavelength
forms a challenge to bring this idea to practice.

6.2.2. Multi-line scanning with a general purpose sCMOS sensor
The proposed confocal scanning method in Chapter 5 was devised to be compat-
ible with the optical architecture of Philips’ multi-line sensor based WSI platform,
see Chapter 2. This sensor is able to read out up to 8 lines simultaneously and a
very high fill factor is realized by placing the read out electronics between the light
sensitive pixel [2]. Off-the-shelf sCMOs sensors, however, provide the advantage
of having a very low read noise such as is required for fluorescence imaging. Ef-
ficient implementation using a general purpose sCMOS sensor requires that two
challenges are addressed. In the proposed design we considered a global shutter
read-out of the sensor, where all rows on the sensor have a synchronized integra-
tion time. Most sCMOS camera’s, however, read out the whole sensor row-by-row,
combined with a rolling shutter read-out to minimize the dead time [6]. A rolling
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shutter read-out is compatible with the proposed multi-line scanning system, al-
though two minor problems have to be addressed. First, it should be possible to
select multiple regions of interest for read-out, while skipping the lines in between.
Although there is no physical limitation for skipping lines in the read out, this
option is generally not available as a standard option and would require custom
firmware. Second, the rolling shutter introduces a misalignment of up to a pixel in
between the first and last scan line, corresponding to the top and bottom layer of
the scanned multi-focal volume. This can be incorporated in the lateral alignment
of the scanned focal layers in digital post-processing. A rolling shutter read-out
is fully compatible with spatially multiplexed multi-color imaging, but can not be
combined with time multiplexed multi-color imaging without introducing signifi-
cant dead time, as the light sources need to be synchronized with a global shutter.

The second challenge is that sCMOS camera’s are not designed to be used for
imaging planes at an oblique angle with the optical axis. The sensors are usually
equipped with an on-chip microlens array for an increased effective fill factor [7],
which entails that light incident under an angle with the normal to the sensor plane
is laterally displaced upon incidence at the silicon. This gives rise to the unwanted
side effect of a significantly reduced photon detection sensitivity. For example, the
camera that was used in Chapter 5 showed a reduction in sensitivity of 53 % for
light incident under a 20° angle. Another minor disadvantage is that placing the
sensor under an angle results in anisotropy of the pixel grid projected back to the
object plane. The back-projected pixel size along the scan axis becomes slightly
smaller than along the orthogonal field axis, which has to be corrected for in digital
post-processing.

6.2.3. Optical methods for creating a tilted object plane

A potential solution for the issue of oblique incidence on a general purpose sC-
MOS sensor with a microlens array is to create the tilted object plane by means of
an additional set of relay lenses, instead of tilting the sensor. Than can be done
similarly to optical architectures used in Oblique Plane Microscopy (OPM) [8] or
Swept, Confocally Aligned Planar Excitation (SCAPE) microscopy [9]. In both tech-
niques, a 4F system consisting of an objective lens and tube lens are used to image
a strongly tilted (∼ 60°) object plane to an even further tilted image plane. Then,
the light is refocused by a second 4F system consisting of an objective and tube
lens. Finally, a third 4F system consisting of an objective and tube lens is placed
perpendicular to the tilted image plane to project a conjugate plane onto the sen-
sor. As a result, the light is perpendicularly incident on the sensor while the relay
path creates a tilted image plane. This method is fully translatable to the proposed
method of multi-line confocal imaging. A further advantage of this approach is
that it does not require the sensor to be designed for a specific tilt angle. Addition-
ally, this would enable covering a significantly larger axial range than in the current
setup.

We propose here a much simplified version of the optical architecture of OPM
and SCAPE. In our proposal a single relay system, consisting of two lenses in a
telecentric 4F configuration, is placed after the main optical imaging system com-
prising the objective and tube lens. This relay system images the intermediate im-
age plane after the tube lens onto the image sensor such that the chief rays of the
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Figure 6.3: Illustration of the use of a telecentric relay lens system with an intentional decenter for
creating perpendicular incidence on the sensor plane. (a) The proposed geometry. (b) Example of
creating perpendicular incidence at the sensor plane using decentered lenses. (c) Illustration of the
preferred case, where the telecentric relay lens system is placed obliquely with respect to the main
optical axis of the scanner to minimize the field angles and aperture height within the relay system.
In both examples, we use M = 1, F =50 mm, β=−20° and NA=.034 in the intermediate image plane,
matching the imaging system described in Chapter 5.
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beams that are incident on the image sensor are perpendicular to the sensor plane.
This simplified relay system is possible because the object plane in sample space
makes a relatively small angle of about 0.9° with the standard focal plane normal
to the optical axis of the objective lens, much smaller than in OPM or in SCAPE mi-
croscopy. The key principle of the proposed approach is an intentional decenter
between the two lenses of the relay system. Figure 6.3b shows an example of this
principle. The relative decenter of the lenses results in a change of the angle of in-
cidence of the rays towards the image points on the sensor. This give the freedom
of design to create perpendicular incidence on the sensor while still having a tilted
object plane.

We will now elaborate on the thin lens design for such a tilting 4F relay system.
The design goal is to have perpendicular incidence of the chief rays originating
from the tilted intermediate image plane onto the sensor plane. The tilt angles of
the sensor plane and the angle of the chief rays in the exit pupil as a function of
the lens parameters will be derived and solved for this condition of perpendicu-
lar incidence. The geometry of the relay lens system is outlined in Fig. 6.3a. Two
lenses L1 and L2 are used with focal lengths F1 = F and F2 = MF , where M is the
magnification of the relay system, and the lenses have a spacing F + MF , which
makes the relay system nominally telecentric. An intentional decenter d is intro-
duced between the optical axes of L1 and L2. Geometrical optics implies that an
image point P depends on the object coordinates (zo , xo) by:

(zi , xi ) = P (zo , xo) =
(

M 2zo , −M xo + Md zo

F

)
. (6.1)

The coordinates (zo , xo) are taken with respect to the front focal point of L1 and
the coordinates (zi , xi ) are taken with respect to the back focal point of L2. The
coordinate axes are chosen such that the z-axis is perpendicular to the common
principal plane of the two lenses. The system is telecentric and therefore the angle
θi under which a ray leaves the relay system only depends on the angle of inci-
dence θo . From Eq. (6.1), it can be derived that this relation is given by

θi = R(θo) = arctan

(
d

F M
− 1

M
tanθo

)
. (6.2)

It turns out to be convenient to utilize a second degree of freedom. Namely, the
relay system can be oriented at an angle γwith the main optical axis of the scanner,
defined by the objective and tube lens. The intermediate image plane after the
tube lens of the scanner, which is thus the object plane of the relay system, can
then be described by the coordinates in the object space of the relay system as:

(zp , xp ) = (−l sin(β+γ)+ zp0 , l cos(β+γ)+xp0
)

, (6.3)

where β is the tilt angle of the intermediate image plane with respect to the main
optical axis of the scanner, l is the coordinate along the intermediate image plane
and xp0 and zp0 are arbitrary offsets that turn out not to affect the outcome of
this analysis. The sensor is placed at the image of this intermediate image plane
formed by the relay system, with the coordinates (zs , xs ) = P (zp , xp ) obtained from
Eq. (6.1). The tilt angleα of the sensor plane with respect to the x-axis then follows
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as:

tanα=−dzs

dxs
=−

(
F M sin

(
β+γ)

F cos
(
β+γ)+d sin

(
β+γ) )

. (6.4)

The chief rays entering the lens system are parallel to the main optical axis and
have therefore an angle of incidence γ onto the relay lens system. The angle of the
chief rays in the exit pupil then follows as φ = R(γ) according to Eq. (6.2). For the
desired perpendicular incidence at the sensor we must then solve the requirement
tanφ = tanα for obtaining an expression for the relative displacement d of the
lenses of the relay system.

The preferred case is shown in Fig. 6.3c. In this preferred case the main optical
axis of the imaging system passes through both the principal points of L1 and L2.
This configuration minimizes the required field angles and aperture heights. The
value of γ is now equal to γp = arctan(d/(F +MF )). Solving d for perpendicular
incidence of the chief rays at the sensor plane now results in the simple relation:

dp =−F M tan(β), (6.5)

which immediately gives:

tanγp = M

M +1
tanβ. (6.6)

The values of dp and γp as a function of the intermediate image plane tilt are plot-
ted for different values of the relay magnification M in Fig. 6.4. For a unit magnifi-
cation, reasonably small field angles (scaling with γp ) are observed, e.g. for β= 20°
a value of γp = 10.3° is found. Lower magnifications lead to lower values of γp , in
the limit of high magnifications γp → β. Using a negative focal length for lens L1
might be a way to create a compact lens design. at expense of higher field angles.
However, the value of γp diverges to unfeasible large values of when approaching
M =−1, see Eq. (6.6). A final, more accurate, optical design should incorporate the
effects of finite lens thicknesses and large field angles found here, which are effects
beyond the realm of paraxial geometrical optics.

6.2.4. Scanning Structured Illumination Microscopy
Another extension that is envisioned for the laser based fluorescence imaging sys-
tem is the application of techniques to improve the resolution. This would provide
the advantage of making scanners with air-incidence objectives (e.g. NA = 0.75)
that could be made competitive in resolution to scanners with immersion objec-
tives (e.g. NA = 1.3 to 1.5) without having to bother with immersion liquids in
an automated scanner environment. The proposed imaging system samples the
emission PSF in the scan direction, opening the possibility of enhancing the res-
olution by using the Image Scanning Microscopy (ISM) method or the closely re-
lated pixel reassignment and rescan methods [10–13]. Although relatively straight-
forward, this would have the drawback of an anisotropic improvement of resolu-
tion, as the imaging in the field direction orthogonal to the scan direction remains
unaffected.

A more isotropic improvement in resolution would require a modification of
the line illumination to a multi-spot illumination. This would enable a true Struc-
tured Illumination Microscopy (SIM) approach for resolution enhancement. In the
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Figure 6.5: Illustration of a spot grid array illumination pattern for scanning SIM. The sensors pixel
grid is illustrated in the gray background. The spots have a pitch along the field direction of N p, where
p is equal to sensors pixel pitch and N = 4. The grid consist of rows of spots that are mutually shifted
over p. The most densely packed situation is illustrated where the row spacing equals N p, such that a
region of interest of N 2 consecutive rows is used to acquire the data for a resolution enhanced image.

technique of SIM [14–17] the object is illuminated with a spatially periodic light
pattern consisting of bright and dark fringes and a series of images is recorded for
different translations and rotations of the illumination pattern with respect to the
object. An image with up to two times better spatial resolution can be obtained
from the set of raw images by an image reconstruction and filtering operation [18].

This scheme can be adapted to a WSI system by making two major modifica-
tions. The first is the change of a line pattern to a dot pattern with period N p
along the line sensor. The second modification is the means of displacement of
the illumination pattern with respect to the object. Instead of translating and ro-
tating the line position, the scanning movement of the sample with respect to the
illumination pattern is exploited, such that an illumination pattern can be used
that is static with respect to the scanner. By reading out the N (typically 4) lines
on the sensor surrounding a single row of illumination spots, data is acquired for
N spot positions shifted over a range N ps in the scan (y) direction with respect to
the object, where ps is the pitch of the stage steps (typically 1 px). The scanning
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is in one direction only, which leaves the displacement in the field (x) direction
unaccounted for. This is solved by imaging the same position on the sample mul-
tiple times with a set of N illumination rows, such that the illumination pattern in
adjacent rows is shifted over the pattern pitch pp . The illumination pattern thus
has the shape of a spot array with a parallelogram-shaped unit-cell with the basis
vectors of the corresponding Bravais lattice equal to (N pp ,0) and (pp , py ), where
(0,1 is in the scan (y) direction, see Fig. 6.5. As a result, every pixel sized area in the
sample is measured N 2 times, corresponding to the excitation with a spot shifted
over (l pp ,mps ) with l ,m ∈ 1...N . By taking linear combinations of (the Fourier
transforms of) these measurements, the conventional spatial frequency band im-
ages can be obtained. These images can be further filtered and combined into the
final SIM image with existing image reconstruction techniques [18]. The pitch pp

and ps should approachλ/2NA for significant resolution improvement and should
be equal for isotropic sampling. An optimum use of sensor real estate is obtained
by choosing pp = ps = 1px equal to the pixel pitch and py = N px, as is illustrated
in Fig. 6.5. In this case data can be acquired with the minimum of N 2 consecutive
rows on the sensor.

The dot pattern can be made with four beam interference of laser light using
two (nearly) crossed gratings placed in a position in the illumination light path
conjugate to the objective lens back focal plane, or by means of a phase pattern
created by a spatial light modulator (SLM). A final design should incorporate po-
larization effects, which have impact on the modulation depth and precise multi-
spot pattern shape.

A generalization to 3D dot patterns by mixing in the central 0th order diffracted
beam can be considered as well. This 0th order beam creates an interference pat-
tern that depends on the axial position as well, which is needed for making an im-
provement in axial resolution and contrast (optical sectioning) [19]. A slight repo-
sitioning of the illumination spots in the back focal plane of the objective can be
used to tilt the 3D illumination pattern to match the tilted sensor plane. For lim-
ited tilt angles, no significant defocus will be introduced within the N 2 rows used
to modulate the illumination in the lateral directions. This could possibly enable
3D SIM in a single scan movement with an illumination pattern that is static with
respect to the scanner.

6.2.5. Scanning Light Sheet Microscopy

Light sheet microscopy (LSM) is another imaging technique that might benefit
from a stage scanning approach for WSI with an unlimited FOV. LSM is a wide-
field fluorescence microscopy technique in which optical sectioning is realized by
illuminating only a thin ‘sheet’ within the sample, i.e. the illumination light propa-
gates in the object plane, in contrast to epi-illumination or brightfield illumination
where the light propagates through the object plane [20–22]. In one of the earliest
implementations of LSM [20], the light sheet is focused into the sample by means
of a second objective lens that is placed at an angle of 90° with respect to the optical
axis of the main imaging objective lens. This design comes with strong mechani-
cal constraints on the geometry of the object of interest and makes it incompatible
with the use of glass microscopy slides. This is solved in OPM [8], where a sin-
gle high NA objective lens is used for both illumination and detection. A part of
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Figure 6.6: The axial range in object space that
can be imaged with a tilted sensor while re-
maining diffraction limited over the whole range
(Wrms < 72mλ). The axial range is given in units
of the diffraction length scale λ/NA2. The range
is independent of the magnification and sensor
tilt. A sample refractive index of n = 1.5 and an
air objective are assumed.
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the aperture is used to create a strongly inclined illumination sheet, while another
(limited) part of the aperture is used for detecting the fluorescence signal. As dis-
cussed earlier in this text, a relay path consisting of two additional microscope
systems is used in OPM to image the tilted object plane onto a sensor. These two
microscopes are tilted with respect to each other such that the image is formed
by beams that are perpendicularly incident on the sensor. This design is further
extended in SCAPE microscopy [9], where the light sheet is scanned through the
sample by means of a scanning mirror, which results in a high frame rate volu-
metric imaging modality. These principles can be combined with a stage scanning
approach in a relatively straightforward way, providing an extension of LSM to the
realm of WSI. The OPM optical layout can be used for this purpose as it enables
to make an image of an oblique sample plane illuminated with a light sheet. The
optical design can even be simplified as there is no need for scanning the illumi-
nation through the imaging volume. Instead, stage scanning in combination with
the tilted object plane enables multi-focal imaging with unlimited FOV by a single
scan movement.

Another inroad in which the current thesis work might impact LSM is in the
use of a tilted image sensor for imaging a tilted object plane illuminated by a light
sheet. This would remove the optical complexity of a relay path consisting of two
oblique positioned 4F systems in LSM techniques such as OPM and SCAPE. In
general, this is prohibited by the spherical aberration that is introduced by imaging
at multiple focus depths simultaneously [8, 23]. However, in the work presented in
Chapter 3 we found that it is possible to significantly reduce this spherical aberra-
tion by adjusting the free working distance and the axial position of the sensor. In
Eq. (3.12) an expression is provided for the total RMS aberration Wrms for a finite
conjugate imaging system in focus, as a function of the axial position of a row of
pixels on the sensor z3, the total axial range in image space d and the axial position
of the center of the sensor zc . An optimum center position of the sensor was de-
rived and is provided in Eq. (3.13). For this optimum sensor position, Wrms has its
minimum at the center of the axial range z3 = zc and increases symmetrically for
off-center positions. The maximum aberration is therefore found at the edge of the
axial range, at z3 = zc ±d/2. Substituting these values for z3 and zc in the expres-
sion for Wrms given in Eq. (3.12) provides the maximum aberration as a function of
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the axial range in image space d . This equation has the shape:

Wrms = ξ d

Max
, (6.7)

where Max is the axial magnification and ξ a dimensionless number which only
depends on the NA and the refractive indices of the sample and the medium be-
tween the objective and the cover slip (air or immersion medium). This number
can be shown to be:

ξ2 =− g1,1 (4 g1,2
2 g1,3

2 g3,3−g1,1 g1,2
2 g3,3

2−8 g1,2 g1,3
3 g2,3+2 g1,1 g1,2 g1,3 g2,3 g3,3+4 g2,2 g1,3

4+3 g1,1 g1,3
2 g2,3

2−4 g1,1 g2,2 g1,3
2 g3,3)

4 g1,3
2 (g3,3 g1,2

2−2 g2,3 g1,2 g1,3+g2,2 g1,3
2) ,

(6.8)
where the g ’s are pupil averages over aberration contributions that can be eval-
uated analytically and are given in [24]. Solving Wrms for a maximum tolerable
aberration level Wd gives:

d

Max
= Wd

ξ
. (6.9)

Figure 6.6 shows d according to this equation for Maréchal’s criterion of diffraction
limited imaging Wd = 72mλ. A sample refractive index of n = 1.5 and an air objec-
tive are assumed. The axial range in object space is provided in units of the diffrac-
tion length scale λ/NA2. This quantity is therefore proportional to the number of
independent scan layers that can be acquired, with a constant of proportionality
on the order of one. To provide some numerical examples: for a wavelength of
λ = 500nm an axial range of 67µm is found for a detection NA = 0.75 and a range
of 382µm is found for a detection NA = 0.50. These values might be sufficient for
many use cases where LSM is to be combined with WSI.

6.2.6. Opportunities for computational imaging techniques
In Chapter 3 a deconvolution technique is presented for achieving sectioning in
post-processing of multi-focal brightfield images. A simplified ‘z-only’ algorithm
was proposed to achieve a very high processing throughput. In fact, the process-
ing throughput exceeds the acquisition speed by an order of magnitude and can
be made even considerably faster by making use of large scale parallelization. The
‘time budget’ for real time processing therefore has room for a more complex de-
convolution technique with potentially a better sectioning of the focal layers and
possibly improvement of in-plane resolution as well. A first improvement could be
to make the deconvolution algorithm dependent on the lateral length scale of the
image features. The challenge then is to find an implementation that is compatible
with parallel computation platforms. A potential solution might be to use multi-
scale image representations [25]. Decomposition of the image data into a wavelet
representation makes it possible to adapt the deconvolution settings to the scale
of the wavelet domain [26]. Using the ‘z-only’ approach on each wavelet domain
would keep the advantages of a small deconvolution kernel (low memory usage,
and suitability for large scale parallelization).

Further, Chapter 3 contains a system design study of Quantitative Phase To-
mography (QPT). It was found that the Point Spread Function (PSF) has a band-
pass filtering character in both the axial and lateral direction due to the applied
frequency filter and due to the missing cone of the cross-spectral density in the
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Fourier domain, respectively. This missing cone is a fundamental limitation re-
sulting from the finite size of the illumination source and the pupil of the imaging
system [27]. The image formation might be altered by using more elaborate re-
construction techniques that can, at least partially, recover the missing data. Start-
ing point for addressing this challenge could be Transport of Intensity (TIE) based
methods [28, 29], keeping in mind the balance between signal reconstruction and
noise amplification, as well as the desire to achieve (near) real-time processing
speeds.

Finally, it might be interesting to speculate on the use of image fusion tech-
niques [30] to combine QPT images with widefield fluorescence images. In
Fig. 3.8c it was shown that the structural information in the QPT images corre-
lates with the location of fluorescent markers. This opens up the opportunity of
combining the advantages of both technologies: QPT images can be obtained at
a high speed with a high SNR while widefield fluorescence images provide biolog-
ical specificity but requires significant integration times. A potential application
might be to combine both modalities into a single instrument for high speed fluo-
rescence imaging with a high SNR on a relatively simple system.
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Propositions

accompanying the dissertation

Multi-modal Whole Slide Imaging

by

Leon van der Graaff

1. 3D confocal Whole Slide Imaging is most efficiently implemented by a multi-
focal line scanning approach (this thesis).

2. Multi-line scanning with a tilted image plane does not require a dedicated
sensor (this thesis).

3. Quantitative Phase Tomography (QPT) is an ideal candidate for label-free
Whole Slide Imaging for its low demands on the hardware and its simple al-
gorithm (this thesis).

4. Deep insight in something is not only shown by answering complicated ques-
tions, but also by explaining it simple. The layman’s talk should therefore be
an integral part of a PhD defence ceremony.

5. Direct instruction is a valuable teaching method that cannot be replaced by
self study.

6. ‘The mantra “Little changes can make a big difference” is bunkum, when ap-
plied to climate change and power. Every BIG helps’ [1].

7. ‘When a measure becomes a target, it ceases to be a good measure’
(Goodhart’s law) [2].

8. A doctor should be a subscriber of a quality newspaper to be able to form a
judgement society can rely on.

9. Online targeted ads are a threat to the open society.

10. Gezelligheid requires shared responsibility.

These propositions are regarded as opposable and defendable, and have been
approved as such by the promotors

prof. dr. S. Stallinga and prof. dr. ir. L. J. van Vliet.

[1] D. J. C. MacKay. Sustainable Energy — without the hot air. Uit, 2008.
[2] M. Strathern. “‘Improving ratings’: audit in the British University system”. In: European

Review 5.03 (1997), pp. 305–321.



Stellingen

behorende bij het proefschrift

Multi-modal Whole Slide Imaging

door

Leon van der Graaff

1. 3D confocale microscopie van hele voorwerpglaasjes kan het meest efficient
worden gedaan met multifocaal lijnscannen (dit proefschrift).

2. Multi-lijn scannen met een gekanteld beeldvlak heeft geen speciaal daarvoor
ontwikkelde beeldsensor nodig (dit proefschrift).

3. Quantitative Phase Tomography (QPT) is een ideale kandidaat voor het in-
scannnen van grote stukken ongelabeled weefsel omdat het weinig eisen stelt
aan het instrument en omdat het algoritme eenvoudig is.

4. Diep inzicht blijkt niet alleen uit het beantwoorden van moeilijke vragen,
maar ook uit de vaardigheid iets eenvoudig uit te leggen. Het lekenpraatje
moet daarom integraal onderdeel van de promotieplechtigheid worden.

5. Directe instructie is een waardevolle onderwijsvorm die niet kan worden ver-
vangen door zelfstudie.

6. ‘Het mantra “Alle kleine beetjes helpen” is gebazel als het gaat over klimaat-
verandering en energie. Alle GROTE beetjes helpen’ [1].

7. ‘Wanneer een maat een doel wordt, is het geen goede maat meer’
(Goodhart’s law) [2].

8. Een doctor heeft een abonnement op een kwaliteitskrant nodig om een oor-
deel te kunnen vormen waarop de maatschappij kan vertrouwen.

9. Gepersonaliseerde online advertenties zijn een bedreiging voor de open sa-
menleving.

10. Gezelligheid vereist gedeelde verantwoordelijkheid.

Deze stellingen worden opponeerbaar en verdedigbaar geacht en zijn als zodanig
goedgekeurd door de promotoren prof. dr. S. Stallinga en prof. dr. ir. L. J. van Vliet.
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