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A B S T R A C T

Modulated model predictive control (M2PC) allows fixed switching frequency operation of power converters,
producing lower ripple and lower total harmonic distortion (THD) in the output signals than those obtained
using regular model predictive control (MPC) algorithms. However, the design of the M2PC algorithm and its
performance depend on, among other factors, the tuning of weighting factors, which are required by the cost
functions typically used in predictive control algorithms. In this paper, a novel Pareto-based multi-objective
M2PC (MO-M2PC) strategy is proposed. In this case, the use of weighting factors is not required, and the opti-
mization problem is solved using a multi-objective approach. The aim of the proposed MO-M2PC strategy is to
consider practical rules, such as satisfaction of soft constraints, to calculate the control actions. The proposed
Pareto-based MO-M2PC strategy can be applied to any power converter topology. In this paper, experimental
validation of the proposed methodology is pursued using a 3-phase 3 kW power converter operating as a shunt
active power filter (SAPF). The proposed control is implemented in a control platform based on the dSPACE
ds1103 system. The simulation and experimental results demonstrate the advantages and flexibility achieved by
the proposed Pareto-based MO-M2PC.

1. Introduction

The applications of power converters have significantly increased in
recent years considering the substantial number of areas where power
electronic devices are utilized, such as energy conversion systems,
electric traction, electric drives, and applications related to distributed
generation. To convert energy efficiently and maximize electrical gen-
eration, several control strategies have been proposed in the literature.
Among all the proposed strategies, model predictive control (MPC) has
been successfully used for controlling power converters, including ex-
plicit control in an optimization framework via a mathematical model
to predict future system behaviour and select appropriate control ac-
tions under a rolling horizon scheme [1–4].

The advantages of MPC include the possibility of designing the
objective function with multiple control objectives and incorporating
constraints and nonlinearities into a single control law [1]. Then, some
typical variables in converters, such as current, voltage, power, torque,
and flow, among others, can be controlled. The design of MPC requires,
among other issues, the selection of a good set of control objectives in
the cost function. Combining two or more objectives that can some-
times be in opposition to each other into a single cost function is not a

simple task. Traditionally, the mono-objective solution is to linearly
combine each individual objective function using weighting factors,
which are used to manage the relative importance of each term in re-
lation to the other objectives. The tuning of the weighting factors de-
termines the performance of the controller; however, well-established
algorithms for adjusting the weighting factors are scarce in the litera-
ture, and the existing methods are mainly heuristic procedures to es-
timate these parameters [5]. In some works, optimization methods,
such as the branch and bound algorithm, have been proposed for se-
lecting the weights; however, because non-convex optimization pro-
blems are solved using these algorithms, the weights may converge into
local optimum values. Moreover, to use these methods, the search space
must be properly sub-divided to ensure convergence [5,6].

The most common predictive control approach for power converter
applications is finite control set MPC (FCS-MPC) [7,8] because of its
implementation simplicity. However, this technique does not make use
of a modulator to synthesise the voltages; thus, the control can choose
only from a limited number of switching states that are valid at each
time instant. This approach generates a relatively large ripple in the
system signals (producing a larger total harmonic distortion (THD)),
decreasing the average switching frequency, thereby decreasing the
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system performance in terms of the power quality. Several strategies
have been proposed in the literature to maintain the switching fre-
quency as fixed or inside a narrow range (see Refs. [9–16]). For in-
stance, in Ref. [15], the fundamental frequency at the output of the
FCS-MPC algorithm is obtained by using a low-pass filter and then
synthesised using a modulator operating at fixed switching frequency.
In Ref. [16], the frequency spectrum of the currents is shaped by in-
troducing a band-stop filter in the cost function. However, the appli-
cation of digital filters has a negative impact on the dynamic perfor-
mance of the FCS-MPC algorithm, making this methodology unsuitable
for high-performance applications. In Ref. [17], the application of a
predictive controller for a 2-level grid-connected converter is presented.
In this case, the converter voltage reference is calculated using a dead-
beat controller, and the gate signals are generated using space vector
modulation (SVM) algorithms. A fixed switching frequency is achieved
with this approach, but the implementation of multi-objective control
systems has not been addressed in Ref. [17].

Recently, modulated MPC (M2PC) has been proposed; this technique
contains all the characteristics and advantages of FCS-MPC and includes
a modulation stage, which increases the performance in terms of the
harmonic content of the signal [7,18–21]. This technique has been
designed for systems that have a limited number of switching states.
Assuming that a given vector has to be synthesised at the converter
output, the duty cycle can be calculated for any state of the converter
based on a cost function that includes the combination of more than one
objective. In addition, this technique delivers a fixed switching fre-
quency for the converter [21,22]. The M2PC strategy has been tested for
a lower number of power converter topologies. Among the reported
applications of M2PC algorithms, both via simulation and experiments,
the following are noteworthy: the seven-level cascaded H-bridge back-
to-back converter in single and three phase [21], a neutral point
clamped inverter [23], a two-level inverter [24], an aircraft generator
[25], and active power filters [22,26].

Additionally, some research has been performed based on a multi-
objective approach for MPC to avoid tuning the controller’s weighting
factors [27–29]; however, a criterion has to be defined to select the
control action. In Refs. [27] and [29], a fuzzy optimization approach is

used to obtain the control action of FCS-MPC without using weighting
factors; however, the algorithm depends on the membership function
shapes of the fuzzy sets associated with each objective function.
Moreover, a multi-objective predictive control strategy based on a
ranking approach is proposed in Ref. [28]. The solution requires some
common criteria among all objective function rankings, and these cri-
teria include the weighting factors of these rankings.

In this paper, a novel Pareto-based multi-objective approach for a
M2PC (MO-M2PC) algorithm is proposed. This strategy includes a dif-
ferent methodology to obtain the control actions instead of the mono-
objective approach typically applied; therefore, the weighting factors
are not required. To obtain the control actions, practical rules are in-
cluded, such as satisfaction with soft constraints. In this paper, a 3-
phase 3 kW power converter operating as a shunt active power filter
(SAPF) is used; however, the proposed Pareto-based MO-M2PC strategy
can be applied to other power converter topologies. The contributions
of this paper can be summarized as follows:

• Using the proposed Pareto-based MO-M2PC, the time-consuming
algorithms proposed in the literature to tune the weighting factors of
the cost function are avoided. A methodology based on the Pareto
front is proposed in this work, so that users can visualize the trade-
offs between Pareto optimal solutions.
• To select a control solution, constraints can be considered, such as
the maximum tracking errors allowed and maximum value of re-
active power supplied.
• Soft constraints can be implemented if required. For instance, if a
particular tracking error cannot be achieved, the solution closest to
satisfying this requirement can be selected among all the available
solutions.

The rest of this paper is organized as follows. Section 2 describes the
topology of the active power filter proposed to validate the control
strategies analysed in this work. Section 3 discusses the M2PC tech-
nique, including a new delay compensation method. Section 4 in-
troduces the proposed multi-objective optimization for M2PC, using soft
constraints as criteria for selecting Pareto optimal solutions. Simulation

Fig. 1. Diagram of a three-phase two-level SAPF.
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and experimental results are presented in Sections 5 and 6, respectively.
Finally, conclusions are presented in Section 7.

2. Shunt active power filter modelling for MPC design

The power converter topology used to validate the proposed Pareto-
based MO-M2PC is a SAPF [26], as shown in Fig. 1. In this section, the
phenomenological equations of the considered SAPF topology are de-
scribed, and these equations are useful for implementing either M2PC or
MO-M2PC.

2.1. SAPF model description

Fig. 1 shows a schematic diagram of an SAPF composed of a two-
level 3-wire inverter, where vdc and idc are the voltage and current of the
dc-link capacitor, respectively; Si is the switching state of the inverter; ifi
is the active power filter current; vfi is the output voltage of the inverter;
ili is the load current; isi is the source current; vsi is the source voltage;
and i is the phase, i.e., i= a, b, c.

A typical SAPF topology comprises a voltage inverter whose dc-link
side is connected to a capacitor bank (C in Fig. 1). Additionally, the AC
side is connected to the grid power supply at the point of common
coupling (PCC) through a first-order power filter, with the filter in-
ductor Lf and Rf as the parasitic resistance of Lf (see Fig. 1). In such a
configuration, the active filter operates as a controllable current source,
eliminating the distorted and unbalanced current components from the
grid-side current [22]. Therefore, the SAPF compensates for the un-
balanced components, reactive currents, and harmonic currents gen-
erated under the operation of different types of loads (balanced/un-
balanced, linear/non-linear, etc.). The inductor loads (Ll) are also part
of the non-linear loads. A dynamic model of the active power filter is
presented in Refs. [22,26]. For completeness, this model is briefly dis-
cussed in the next section.

2.2. SAPF predictive model for MPC design

Let us define the following vectors at time k in the reference
frame: the output voltage of the inverter kv [ ]f , the switching states ks[ ]
and the power supply voltage kv [ ]s . These vectors are shown in Eq. (1).
In the variable definitions, “s” means variables associated with the
power supply, and “f” corresponds to variables associated with the
active power filter (see Fig. 1).

k
v k
v k

k
s k
s k k

v k
v kv s v[ ]

[ ]
[ ]

, [ ]
[ ]
[ ] , [ ]

[ ]
[ ] .f

f

f
s

s

s (1)

Moreover, let us assume that the supply (source) currents ki [ ]s , the
load currents ki [ ]l and the filter currents ki [ ]f are respectively given by
the expressions shown in Eq. (2) (“l” means variables related to the
loads; see Fig. 1).
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To obtain the dynamic equations of the SAPF, a Kirchoff analysis is
used as follows:

=
=

= +
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where =v LL fi
di
dtfi

f is the inductance voltage of the filter for =i , ;
=v R iR f fifi is the filter resistance voltage for =i , ; and =i Cdc

dv
dt

dc is
the dc-link current.

From the previous expressions, a state representation of the SAPF in
the continuous time domain is obtained as follows:
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The Euler approximation is used to obtain a discrete model system
with sampling time Ts.
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Thus, the state vector at the instant time k is given by:
= =k k v k i k i k v kx i[ ] [ [ ] [ ]] [ [ ] [ ] [ ]]f

T
dc

T
f f dc

T .
Based on that vector, the equation system shown in (5) is given in

matrix format in Eq. (6). To implement the MPC strategies, the fol-
lowing model in Eq. (6) is used (see [22]):
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= +
×

×
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where 0 is a vector with zeros, and I is an identity matrix.
The power supply currents are as follows:

= +k k ki i i[ ] [ ] [ ].s l f (7)

Using Eq. (7), it is possible to predict the relevant control variables
for the SAPF system, i.e., the active and reactive power supplied by the

Table 1
Phase-phase voltage inverter output for two levels.

v0 v1 v2 v3 v4 v5 v6 v7

vf ab[k] 0 vdc 0 - vdc - vdc 0 vdc 0
vf bc[k] 0 0 vdc vdc 0 - vdc - vdc 0
vf ac[k] 0 - vdc - vdc 0 vdc vdc 0 0

Fig. 2. Delay compensation for M2PC.

Fig. 3. Symmetrical pattern for M2PC [23].
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source, P̂s and Q̂s, respectively,

+ = + +

+ = + +

P k k k

Q k k k

i v

i v

ˆ [ 1] ( [ 1]) 1 0
0 1 [ 1]

ˆ [ 1] ( [ 1]) 0 1
1 0 [ 1]

s s
T

s

s s
T

s

,

(8)

Then, the references for the active and reactive power P*s andQ*s are
computed. The reference Q*s is assumed to be known, and in this paper,
this reference is considered to be zero. The reference P*s is calculated as
follows (based on [30]):

+ = + + +P k P k P k[ 1] [ 1] [ 1]s l f
* * * (9)

where P*l is the power load reference and Pf
* is the power filter re-

ference. P*l is the dc component given by:

Fig. 4. Scheme of the proposed control system.

Fig. 5. Example Pareto condition for MO-M2PC.

Fig. 6. Flow chart of the MO-M2PC algorithm.
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+ = + +P k k ki v* [ 1] ( [ 1]) [ 1]l l
T

s (10)

If power oscillations produced by unbalanced or distorted signals
are present in Eq. (10), then a simple discretised second-order Butter-
worth filter, with a cut-off frequency of 25 Hz, can be applied to P*s . The
vector +ki [ 1]l is obtained by a linear prediction [8]. This approach
means that the current is predicted by considering two steps ahead.

Based on that approach, if the sampling time is small compared to the
load dynamics, the following linear predictor is used:

+ =k k ki i i[ 2] 1.5 [ ] 0.5 [ 1]l l l (see [8]). The power supply voltage
vector +kv [ 1]s is obtained using the following linear extrapolation:

+ = +k k kv v v[ 2] 2 [ 1] [ ]s s s (see [31]). This extrapolation can be used
since the switching frequency used in this paper is high, such that

=f kHz10s .
The power required to regulate the dc-link reference P*dc is obtained

as follows:

+ = + +P k v k i k* [ 1] ˜* [ 1] * [ 1].dc dc dc (11)

where ṽ*dc is the filtered reference dc voltage and i *dc is the reference dc
current. The dynamic of the dc-link voltage is typically slower than that
of the AC-side active power. The prediction horizon reference N is in-
troduced to calculate the filtered voltage +v k˜* [ 1]dc [30]. This voltage is
obtained by using the measured dc-link voltage v k[ ]dc at time k as fol-
lows:

+ = +v k v k
N

v k v k˜* [ 1] [ ] 1 ( * [ ] [ ])dc dc dc dc (12)

where the reference voltage is v k* [ ]dc , and the variable N allows the
converter to reach the reference voltage v k* [ ]dc linearly in N samples.

Furthermore, the reference current i *dc required for the filtering
voltage is given by:

+ =i k C
T N

v k v k* [ 1] ( * [ ] [ ]).dc
s

dc dc (13)

Thus, the current in the capacitor is limited to N(100/ )% of the
current required for the voltage vdc to reach the reference voltage v*dc in
one sampling period.

3. Modulated model predictive control

M2PC is based on a conventional predictive control scheme em-
bedded with a SVM algorithm [22,24]. For a two-level inverter, the
implementation of the SVM algorithm requires the calculation of three
duty cycles [22,24]. For M2PC, the duty cycles are calculated using a
cost function, which can be composed of several objectives. For a two-
level voltage source power converter, there are six valid active vectors
and two zero vectors. Table 1 shows the vectors in the abc frame and
the corresponding phase-to-neutral voltages generated by these vectors.
Note that the zero vectors are v0 and v7.

In this paper, the SVM algorithm is implemented using the six
modulation sectors typically used for 2-level power converters. Sector 1
is composed of vectors v0, v1, v2, sector 2 of vectors v0, v2, v3, sector 3
of vectors v0, v3, v4, sector 4 of vectors v0, v4, v5, sector 5 of vectors v0,
v5, v6 and sector 6 of vectors v0, v6, v1.

To implement M2PC, it is necessary to consider the delay of the
actuator, i.e., the inverter. Therefore, the predicted values of the state
variables ( +x kˆ [ 1]) required to compensate for this delay are obtained
by using the method proposed in Ref. [32] but considering the sym-
metrical switching pattern that reduces the current ripple [7]. Based on
that method, seven equations are obtained, one for each switching
state, as shown in Eq. (14).

Fig. 7. Unbalanced load current profile used for simulation purposes.

Fig. 8. Performance of the currents in the power supply for the proposed
control system for an unbalanced load: (a) near-origin criterion; (b) |eQ|<200
[VAR]; (c) |eQ|<100 [VAR]; (d) |eQ|<50 [VAR]; (e) frequency spectrum
corresponding to the waveforms shown in Fig. 8(a).

Table 2
Fundamental current for an unbalanced load before and after connecting the SAPF.

Near origin |eQ|<200 [VAR] |eQ|< 100 [VAR] |eQ|< 50 [VAR]

Phase Ifund [A] before SAPF Ifund [A] after connecting SAPF
a 5.34 5.42 5.63 5.93 6.77
b 6.76 5.53 5.72 5.94 6.61
c 7.66 5.68 5.78 6.00 6.83

P. Santis, et al. Electric Power Systems Research 171 (2019) 158–174

162



+ =

+ = + +

=
+ = + = + +

k T k f k k t k T

k T k f k T k k k T k T

k T k k f k T k k k T k T T

x̂ x v

x̂ x̂ v

x̂ x̂ x̂ v

[ , ] ( [ ], s[ ], [ , ], )

[ , ] ( [ , ], s[ ], [ , ], ),

1, ...,5
[ , ] [ 1] ( [ , ], s[ ], [ , ], )

s ij s

s s ij s s

s s ij s s s

0 0

1 1

5 5 5

(14)

where +k T kx̂[ , ]s is the state equation in instant +k Ts
l , +kx̂[ 1] is

the state in instant +k 1, function f ( , , , ) is given by Eq. (6), t kv [ , ]ij
are the voltages for each sector, =T T Ts s s

1, =T T 4s
0

0 ,

= +T T T 2s s i
1 0 , = +T T T 2s s j

2 1 , = +T T T 2s s
3 2

0 , = +T T T 2s s j
4 3 , and

= +T T T 2s s i
5 4 ;T0,Ti andTj are the duty cycles for the voltage vectors v0,

vi and vj, respectively.
It is important to highlight that (Eq. (14)) are required to com-

pensate for the delay of one sampling time imposed by the 2-level in-
verter. Therefore, +x kˆ [ 1] represents an estimation of the states in k+1
considering the control action applied in the k-th sampling time. Fig. 2
shows a delay compensation scheme for M2PC. A prediction is per-
formed at each sampling time to obtain the corresponding control

Fig. 9. Currents supplied by the SAPF con-
sidering the unbalanced load profile shown in
Fig. 7. (a) Near-origin criterion; (b) |eQ|< 200
[VAR]; (c) |eQ|< 100 [VAR]; (d) |eQ|< 50
[VAR].

Fig. 10. Reactive power supplied by the power supply considering the unbalanced load currents shown in Fig. 7 and the different multi-objective optimization
criteria.

P. Santis, et al. Electric Power Systems Research 171 (2019) 158–174

163



action.
Using +x kˆ [ 1] obtained in Eq. (14) as the initial condition, the

predictions +x kˆ [ 2] (for all the valid states) are obtained by solving
+ = + + +k f k k k Tx̂ x̂ s v[ 2] ( [ 1], [ 1], [ 1], )ij s . Therefore, considering

the explained delay compensation and using the active and reactive
power supplied by the power supply as presented in Eqs. (8) and (9),
the following cost function G is defined for the active power filter
voltage vectors vi, i = 0, …, 6:

+ = + +

+ + +
+

+

G k P k P k

Q k Q k

v( [ 1]) ( ˆ [ 2]| * [ 2])

( ˆ [ 2]| * [ 2])
i s k s

s k s

v

v

[ 1]
2

[ 1]
2

i

i (15)

where + +P kˆ [ 2]|s kv [ 1]i and + +Q kˆ [ 2]|s kv [ 1]i are the active and reactive
power supplied by the source and are calculated as in Eq. (8) for instant

+k 1. Note that Eq. (15) is used for the conventional M2PC formula-
tion, where a weighting factor λ is still required. In Section 4, a Pareto-
based algorithm is proposed to eliminate the need to define weighting
factors.

Consider the cost functions G0, Gi and Gj defined as follows:
+ = +G k G kv[ 2] ( [ 1])0 0 , + = +G k G kv[ 2] ( [ 1])i i , and Gj

+ = +k G kv[ 2] ( [ 1])j . The cost functions +G k[ 2]0 , +G k[ 2]i , and
+G k[ 2]j are related to the zero vector v0 and the active vectors vi, vj,

respectively, with (i, j) {(1,2), (2,3), (3,4), (4,5), (5,6), (6,1)}, ac-
cording to Table 1; the SVM modulation computes the cycle times (d0,
di and dj) of the active and zero vectors by solving the following:

=
+

=
+

=
+

+ + =d D
G k

d D
G k

d D
G k

d d d
[ 2]

,
[ 2]

,
[ 2]

, 1,i
i

j
j

i j0
0

0

(16)

where D is a constant required in Eq. (16) to achieve + + =d d d 1i j0
(this constant is derived below; see Eq. (19)). The duty cycle of the zero
vector corresponds to d0 and is applied in total during =T T ds0 0, where
Ts is the sampling time. The duty cycles for the active vectors vi and vj
are di and dj and are applied during =T T di s i and =T T dj s j, respectively.

For M2PC, the following cost function, comprising the effects of the
two applied active vectors vi and vj, is optimized [24]:

+ + = + + + + +g k k d G k d G k d G kv v( [ 1], [ 1]) [ 2] [ 2] [ 2]i j i i j j0 0

(17)

Substituting Eq. (16) into Eq. (17), the cost function is rewritten as:
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(18)

We use the constraint + + =d d d 1i j0 to obtain D as follows:

=
+ + +

+ + + + + + + +
D

G k G k G k
G k G k G k G k G k G k

[ 2] [ 2] [ 2]
[ 2] [ 2] [ 2] [ 2] [ 2] [ 2]

i j

i i j j

0

0 0

(19)

The two active vectors that minimize this new cost function are
selected and applied to the converter in the next instant of time k+1.
After obtaining the duty cycles and selecting the optimal active vectors,
a symmetrical switching pattern is adopted to reduce the signal ripple
(see Fig. 3 for an example). Eq. (20) is a continuous function over t,
defined at every decision instant time k (during sampling time Ts), and
this equation is applied once the decision-making process determines
the active vectors vi and vj and their applied times Ti and Tj (which are
the duty cycles di and dj multiplied by the sampling time), respectively.
At the beginning, middle and end of the cycle, the vector v0 is applied
according to the calculated duty cycle d0 in total during T0. Eq. (20)
captures a symmetrical pattern for M2PC to reduce the signal ripple
[23].

=
+ + + + +

+ + + +
+ + + +

t k
t k k T k T k T k T k T
t k T k T k T k T
t k T k T k T k T

v
v
v
v

[ , ]
if [ , ) [ , ) [ , )
if [ , ) [ , )
if [ , ) [ , )

ij

s s s s s

i s s s s

j s s s s

0
0 2 3 5

0 1 4 5

1 2 3 4

(20)

where =T T 4s
0

0 , = +T T T 2s s i
1 0 , = +T T T 2s s j

2 1 , = +T T T 2s s
3 2

0 ,
= +T T T 2s s j

4 3 , and = +T T T 2s s i
5 4 .

4. Design of pareto-based MO-M2PC

The proposed control scheme is depicted in Fig. 4. It worth re-
membering that the proposed scheme is developed for an active power
filter in shunt connection. In this figure, all the steps necessary to im-
plement the proposal are shown. These steps are discussed in this sec-
tion.

The optimal selection of the weighting factors of the cost function in
an MPC strategy is an open issue in general, including the case of power
converters. Heuristics are the most commonly used methodologies. MO-
M2PC is a generalization of M2PC that can be designed to facilitate the
design of the controller and associated cost function, i.e., avoiding the
tuning of the weighting factors. In general, a multi-objective optimi-
zation problem minimizes a set of objective functions as follows:

=k g s k g s k g s kgmin [ ] [ ( [ ]), ( [ ]), ..., ( [ ])]
s k S

m T
[ ]

1 2
2 (21)

where =g s k{ ( [ ])}p
p m1, ..., corresponds to the “p” normalized cost func-

tions of the system (or, in per unit), with =p m1, ..., , where m corre-
sponds to the number of cost functions within the objective function;
s k[ ] is the vector of the decision variables; and S2 is the set of valid
states. The solution of an MO-M2PC problem is a set of Pareto optimal
solutions. A solution s k S[ ]q

2, where q m{1, ..., }, is Pareto optimal
if [28]:

Fig. 11. Non-linear load current used to verify the performance of the active
power filter for compensating distorted currents.

Table 3
Fundamental current before and after connecting the SAPF for a non-linear load.

Near origin |eQ|<200 [VAR] |eQ|<100 [VAR] |eQ|< 50 [VAR]

Phase THD [%] before SAPF THD [%] after SAPF
a 43.35 5.55 5.59 6.74 7.25
b 12.04 5.60 5.72 6.78 7.44
c 12.04 5.62 5.88 6.88 7.38
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where p q m p q, {1, ..., }, , and S2 is the set of valid states. In this
case, each s k S[ ]q

2 represents a sector, i.e., a pair of adjacent vectors.
In general, the Pareto frontier can comprise many feasible solutions.

In this case, a criterion must be used to select the pair of adjacent
vectors among all the possibilities within the Pareto optimal set. To
facilitate decision making, the Pareto set is evaluated in the objective
function space to generate the so-called Pareto optimal front.

Assuming that the objective functions are normalized, a possible
criterion can consider selecting the solution in the Pareto front that is
closest to the origin so that the tuning parameter becomes an easily
interpreted variable, such as meeting certain constraints g s k( [ ])i

i,
=i m1, 2, ..., . If the problem becomes unfeasible due to the constraints,
the solution within the Pareto set that is closest to the feasible set can be

adopted as a form of soft constraint. To illustrate the proposed MO-
M2PC scheme, the case of two objectives is shown for the 2-level in-
verter, i.e., with six valid active sectors. We first define the following
vector of functions:
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Similarly, by evaluating +kv [ 1]0 or +kv [ 1]j in Eq. (23), we obtain
+G k[ 2]0

1 and +G k[ 2]0
2 (when evaluating +kv [ 1]0 ) and +G k[ 2]j

1 and

Fig. 12. Performance of the currents in the power supply for
the proposed control system for a non-linear load: (a) near-
origin criterion; (b) |eQ|< 200 [VAR]; (c) |eQ|< 100 [VAR];
(d) |eQ|< 50 [VAR].

Fig. 13. Waveforms of the currents supplied by the SAPF
corresponding to the non-linear load shown in Fig. 11: (a)
near-origin criterion; (b) |eQ|< 200 [VAR]; (c) |eQ|< 100
[VAR]; (d) |eQ|< 50 [VAR].

(22)
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+G k[ 2]j
2 (when evaluating +kv [ 1]j ). To calculate the duty cycles of
the selected vectors, these duty cycles are considered to be inversely
proportional to the Euclidean distance of the cost functions as follows:
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(24)

where DMO-M PC2 is a constant that guarantees that the sum of the cycles
is equal to one. Then, the multi-objective cost function to be optimized
is the following:
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Finally, the Pareto front of the two active vectors is obtained. From
this front, the vectors are selected based on pre-established criteria and
applied to the converter in the next time instant k+1. After obtaining
the duty cycles and selecting the optimal active vectors, the same
symmetrical switching pattern discussed in Section 3 is used.

One criterion corresponds to solving the multi-objective problem of
determining the point belonging to the Pareto front that is closest to the
origin and satisfies + +g k kv v( [ 1], [ 1])i j

2 , where is a constant
that limits the value of + +g k kv v( [ 1], [ 1])i j

2 . This criterion is known
as the “epsilon constraint” in the literature. It should be pointed out

Fig. 14. Reactive power for an unbalanced load using different multi-objective optimization criteria.

Fig. 15. Experimental Setup.
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Fig. 16. Unbalanced load current for compensation (5 A/div–10ms/div).

Fig. 17. Performance of the currents in the power supply for the proposed control system for an unbalanced load: (a) near-origin criterion (5 A/div–10ms/div); (b)
|eQ|< 200 [VAR] (5 A/div–10ms/div); (C) |eQ|< 100 [VAR] (5 A/div–10ms/div); (d) |eQ|< 50 [VAR] (5 A/div–10ms/div); (e) frequency spectrum corresponding
to the waveforms shown in Fig. 17(a).
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that this latter expression is related to the reactive power; therefore,
only a restriction on the reactive power is considered in this paper
(constraints on + +g k kv v( [ 1], [ 1])i j

1 could be considered as well;
however, in this work, these constraints are not studied). Fig. 5 shows
an example of Pareto conditions for MO-M2PC. In this figure, I, II, III,
IV, V, and VI correspond to the sectors of the SVM algorithm. For the
example depicted in, the possible solutions to the problem are sectors II,
III and IV. Immediately, sector IV is discarded because it does not be-
long to the Pareto frontier. The optimum of the problem is sector III
because the condition for g2 is fulfilled, and this sector is the closest-to-
the-origin state.

Finally, the proposed MO-M2PC method is summarized in the flow
chart in Fig. 6.

5. Simulation results

Using a simulation model implemented in MATLAB/SIMULINK
software, the performance of the Pareto-based multi-objective control
system (see Figs. 4 and 6 and was evaluated. For the simulation work,
the following parameters were used: source voltage AC 85 [Vrms], 50
[Hz]; dc-link voltage 400 [V]; filter inductances of 5 [mH]; filter load of
2.5 [mH]; sampling frequency 10 [kHz]; and a time step of 0.5 [μs].

To validate the proposed multi-objective predictive control strategy,
several tests are performed using different optimization criteria to se-
lect the sector with the three vectors required to synthesise the output
voltage. In the first of these tests, the solution sector is obtained by
identifying the closest point to the origin within the optimal Pareto
front in Eq. (25) (see Fig. 5). The other criterion corresponds to a

constraint on the reactive power error |eQ| = |Qs-Qs*|, where Qs is the
power supply- side reactive power calculated using Eq. (8) and Qs* is
the reference, which in this case is equal to zero. This constraint is
defined as |eQ|< eQmax, with eQmax values of 200, 100 and 50 [VAR].

To evaluate the effectiveness of the proposed MO-M2PC, simulation
tests were performed for two disturbance scenarios: connection of an
unbalanced linear load and connection of a non-linear balanced load.

5.1. Unbalanced linear load

To verify the performance of the proposed control system to com-
pensate for unbalanced loads using the active power filter shown in
Fig. 1, unbalanced 3-wire resistive star-connected loads of 17.5Ω, 14Ω
and 8Ω (per phase) were used in the simulation model. The currents
produced by these loads are shown in Fig. 7.

The simulation results for this test show that the application of the
closest-to-the-origin criterion (see Fig. 8(a)) in the Pareto-based algo-
rithm produces current waveforms (at the power supply side) with low
THD. The frequency spectrum corresponding to the waveforms shown
in Fig. 8(a) is shown in Fig. 8(e). Note that most of the harmonics are
concentrated in the high-frequency region (n=200) corresponding to
the side bands produced by the switching frequency (fs= 10 kHz).

As the error band Q decreases, the distortion in the waveforms in-
creases (see Fig. 8(b)–(d)). This distortion is produced because, for a
smaller error band, there are fewer switching states that can be applied
(see Fig. 5). Moreover, the states selected within the Pareto front are
not necessarily optimal considering the near-to-the-origin criterion. If
the error band is large, as shown in Fig. 8(b), the waveforms produced

Table 4
Fundamental current before and after connecting the SAPF for an unbalanced load.

Near origin |eQ|<200 [VAR] |eQ|< 100 [VAR] |eQ|< 50 [VAR]

Phase Ifund [A] before SAPF Ifund [A] after connecting SAPF
a 5.59 5.58 5.59 5.97 6.47
b 6.68 5.59 5.58 5.76 6.57
c 7.91 5.80 5.83 6.04 6.91

Fig. 18. Currents supplied by the SAPF when
compensating for the unbalanced currents
shown in Fig. 16: (a) near-origin criterion (5 A/
div–10ms/div); (b) |eQ|< 200 [VAR] (5 A/
div–10ms/div); (c) |eQ|< 100 [VAR] (5 A/
div–10ms/div); (d) |eQ|< 50 [VAR] (5 A/
div–10ms/div).
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at the power supply currents are similar to those shown in Fig. 8(a).
This result occurs because, for a large error band, the closest-to-the-
origin switching state shown in Fig. 5 can be selected. Finally, Table 2
presents the results for the three different multi-objective optimization
criteria studied in this work. In this table, the THD of the supply cur-
rents before and after the activation of the active power filter is pro-
vided.

Fig. 9 shows the currents supplied by the active power filter, cor-
responding to the tests in Fig. 8(a)–(d). The waveforms shown in Fig. 9
corroborate that the currents are more distorted when the error bands
for the reactive power are smaller. This finding can be appreciated in
Fig. 9(d), where there is more distortion for the case |eQ |< 50 [VAR]
than for the others cases depicted in Fig. 9.

Fig. 10 shows the reactive power injected by the SAPF, considering
the different Pareto conditions. As depicted in these graphs, there are
some operating points where the criteria are not completely fulfilled
(e.g., |eQ |< 50 [VAR]). In this case, the multi-objective problem is
solved using “soft constraints” by a solution that does not fulfil the
constraints but is the best case achieved considering all the available
solutions.

Table 2 shows the values of the fundamental current before and
after connecting the SAPF. Initially, relatively large unbalanced cur-
rents are observed, with imbalances close to 20% between the ampli-
tudes of the fundamental currents in different phases. After compen-
sation, the current is well balanced with an average difference of 2%
between the current amplitudes of different phases.

5.2. Balanced non-linear load

To evaluate the performance of the proposed control system and to
compensate for harmonic distortion in the load currents, a non-linear
load was implemented using a rectifier diode in serial connection with a
phase of a star-connected load composed of 10Ω resistors. Fig. 11
shows the load current waveforms. For the distortion introduced by the
rectifier diode, as depicted in Table 3, the THD in that phase is

approximately 43.35%. Fig. 12 shows the current waveforms at the
power supply side for the different Pareto conditions. Fig. 12(a) shows
the current for the closest-to-the-origin criterion, where this signal has a
mean THD of 5.59%; Fig. 12(b) shows the waveforms corresponding to
the restriction condition |eQ|< 200 [VAR], where the signal has a THD
of approximately 5.73%; Fig. 12(c) illustrates the waveform for the
power supply currents corresponding to |eQ|< 100 [VAR], with a THD
of 6.80%; finally, Fig. 12(d) shows the waveforms corresponding to
|eQ|< 50 [VAR], with a THD of 7.36%. From these results, it can be
concluded that the THD is higher when the reactive power is very re-
stricted (see Fig. 12(c)). Finally, Table 3 includes results using the three
different multi-objective optimization criteria studied in this work. In
this table, the THD of the supply currents before and after the activation
of the active power filter is provided.

Fig. 13 shows the waveforms of the currents supplied by the active
power filter, confirming that the currents are more distorted when the
error bands for the reactive power are smaller. Indeed, more distortion
is observed in the waveforms corresponding to |eQ |< 50 [VAR] (see
Fig. 13(d)).

Fig. 14 shows the simulation results for the reactive power supplied
by the power supply, considering all the Pareto conditions tested in this
work. These results show that there are points where the Pareto con-
ditions are not met with the reactive power exceeding the pre-defined
limits. Therefore, the proposed control system allows the multi-objec-
tive problem to be solved using "soft constraints", i.e., in some operating
points, the MO-M2PC algorithm selects the best solution among all the
available options.

In Table 3, the THD produced corresponding to each multi-objective
criterion is summarized. Note that before connecting the SAPF, the THD
values are large (particularly in phase a), given the strong non-linear
nature of the load. After connecting the SAPF, the THD is reduced
considerably. The results obtained for the near-to-the-origin criterion
have a lower THD because there are fewer constraints for the solutions
of the problem.

Fig. 19. Reactive power supplied by the power supply using different multi-objective optimization criteria.
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6. Experimental validation

To validate the proposed Pareto-based MO-M2PC method shown in
Figs. 4 and Fig. 6, the experimental system shown in Fig. 15 is utilized.
The hardware that emulates the behaviour of the power source is a 3-
phase programmable power supply (manufactured by California In-
struments). An Ametek three-phase programmable load of 9 kW is used
to synthesise linear/non-linear load current profiles. The control
scheme for the inverter is implemented on a dSPACE DS1103 control
platform using the graphical software interface Control Desk. Since the
execution time of the proposed Pareto-based MO-M2PC (see Fig. 4 and
Fig. 6 is close to 86 [μs] (taking into account the time used for the
measurements and external calculations), the switching frequency of
the experimental setup is set to 10 kHz. This value implies that the
proposed scheme is executed in one cycle.

The parameter values used in the experiments are the same as those

used to obtain the simulation results discussed in Section 5. These va-
lues are a three-phase AC voltage of 85 [Vrms], the dc-link voltage of
400 [V] and filter inductances of 5 [mH] used to interface the power
converter to the PCC. In addition, the load is interfaced to the PCC using
inductances of 2.5 [mH]. A switching frequency of 10 [kHz] is used in
the experimental system to implement the Pareto-based control system.
For recording current and voltage signals, the digital scope KEYSIGHT -
InfiniVision DSO-X 3024T is used. Furthermore, for the analysis of the
harmonic spectrum, a HIOKI 3196 power analyser is used.

Experimental tests considering the same criteria reported in Section
5, i.e., closest-to-the-origin criterion and constraint on the reactive
power error |eQ| = |Qs-Qs*|, were performed in this section. Further-
more, similar loads to those utilized in Section 5 were used for the
experimental tests. Therefore, to evaluate the effectiveness of the pro-
posed MO-M2PC, experimental tests were performed for two dis-
turbance scenarios: connection of an unbalanced linear load and

Fig. 20. Performance of the proposed control system for an unbalanced load step. (a) Load currents. (b) Power supply currents.
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connection of a balanced non-linear load. Thus, the controller to com-
pensate for imbalances and harmonic distortion was tested for different
multi-objective criteria.

6.1. Unbalanced linear load

To evaluate the performance of the proposed control system to
compensate for unbalanced systems, unbalanced 3-wire resistive loads
of 17.5Ω, 14Ω and 8Ω were programmed in the 3ϕ load (see Fig. 16).
The performance of the Pareto-based MO-M2PC considering different
criteria for compensating a linear unbalanced system is shown in
Fig. 17.

The results show that the closest-to-the-origin criterion produces
load waveforms with low distortion (see Fig. 17(a)). The frequency
spectrum corresponding to the waveforms shown in Fig. 17(a) is shown
in Fig. 17€. Note that most of the harmonics are concentrated in the
high-frequency region (n=200) corresponding to the side bands pro-
duced by the switching frequency (fs= 10 kHz). As the error band Q
decreases, the distortion in the waveforms increases (see
Fig. 17(b)–(d)). This result is produced because (as aforementioned) for
a smaller error band, there are fewer switching states that can be ap-
plied (see Fig. 5). Moreover, the states selected within the Pareto front
are not necessarily optimal considering the near-to-the-origin criterion.
If the error band is large (see Fig. 17(b)), the produced waveforms are
similar to those shown in Fig. 17(a). This result matches the simulation
results discussed in Section 5 and the fact that for a large error band, the
closest-to-the-origin switching state can be selected. Finally, related to
the performance shown in Fig. 17, Table 4 shows the results for the
different multi-objective optimization criteria studied in this work. In
this table, the THD of the supply currents before and after the activation
of the active power filter is provided.

Fig. 18 shows the compensating currents supplied by the active
power filter. As expected, the SAPF injects the unbalanced components
of the load current (see Fig. 16). The distortion and ripple in these

current components increase depending on the error band used in the
Pareto-based control algorithm. Similar to the simulation results, the
experimental results show more distortion in the waveforms corre-
sponding to |eQ |< 50 [VAR] [see Fig. 18(d)]. The experimental results
depicted in Figs. 17–19 are in broad agreement with those obtained in
Section 5, Simulation Results, Figs. 8–10.

To verify the performance of the multi-objective criteria for
achieving reactive power restriction, the data captured by the analogue-
to-digital converters (ADC) available in the dSPACE DS1103 control
platform are plotted in Fig. 19. The closest-to-the-origin criterion for
reactive power has a similar behaviour to that achieved when the error
of the reactive power is restricted to a value of |eQ|< 200 [VAR]. When
the restriction is more stringent and the error is maintained inside the
values corresponding to |eQ|< 100 [VAR], the system still obtains a
reasonable performance in terms of power quality (THD in the current
below 5%), and the reactive power is similar to that obtained using the
closest-to-the-origin criterion. However, when the error is further re-
stricted to |eQ|< 50 [VAR], the THD increases to approximately 6.5%
because the space of possible solutions is very small. Note that at some
points, the reactive power exceeds the threshold, i.e., there is no fea-
sible solution point in that sampling time, and the algorithm searches
for the control action closer to the constraint (i.e., the constraint be-
haves as a soft constraint, an issue that was previously corroborated
using simulations).

Table 4 shows the values of the fundamental current before and
after connecting the SAPF. Initially, relatively large unbalanced cur-
rents are observed, with a 19.15% difference between the amplitudes of
the fundamentals in different phases. After compensation, the current is
well balanced with an average difference of 2.1% between the ampli-
tudes of different phases. Even when the numerical values are not ex-
actly the same, the experimental results shown in Table 4 are in broad
agreement and well correlated with the simulation results depicted in
Table 2.

Finally, to analyse the transient response of the proposed control

Fig. 21. Non-linear load for compensation (10ms/div–5 A/div).

Table 5
Power quality before and after connecting the SAPF for a non-linear load.

Near origin |eQ|<200 [VAR] |eQ|<100 [VAR] |eQ|< 50 [VAR]

Phase THD [%] before SAPF THD [%] after SAPF
a 44.48 5.45 5.46 6.49 7.34
b 11.94 5.76 5.99 6.93 7.90
c 12.00 5.89 5.92 6.72 7.59
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scheme, a load step is considered in one of the phases. To produce this
load step, in the experimental setup, the resistance in phase “a” is
changed from 17.5 [Ω] to 8 [Ω], producing an increase in the current of
the load. The load step is shown in Fig. 20(a). Fig. 20(b) shows the
power supply currents during the load step. From this figure, it can be
concluded that the active power filter compensates for the power
supply currents in less than two cycles. This test was performed with
the proposed control scheme operating with the “near-origin” multi-
objective optimization criteria (see Fig. 19).

6.2. Balanced non-linear load

To evaluate the performance of the proposed control system for
reducing the harmonic distortion in the power supply currents, a non-
linear load was implemented using a star-connected load comprising a
10 Ω resistor per phase. A rectifier diode was serially connected to the
resistor in phase a. Fig. 21 shows the load current waveforms. Note the
distortion introduced by the rectifier diode. As depicted in Table 5, the
THD in that phase is approximately 44.48%. Fig. 22(a) shows the
compensated waveforms obtained by operating the Pareto-based MO-
M2PC using the closest-to-the-origin criterion. In this case, the current
has a good harmonic spectrum with a THD of approximately 5.5%.
When the error band is restricted to |eQ|< 200 [VAR] [see Fig. 22(b)],
the obtained performance is very similar to that depicted in Fig. 22(a).
Furthermore, for the non-linear load case, the ripple and THD in the
compensated currents are also higher when the restriction in the re-
active power error is further increased to |eQ|< 50 [VAR]. This effect is
produced because the algorithm is choosing switching states that are
not optimal with respect to the closest-to-the-origin criterion. The
computational time required to implement the control strategies has a

value below 86 μs for all the compensated currents shown in
Fig. 22(a)–(d). Note that the experimental results depicted in Fig. 22 are
in broad agreement with those shown in Fig. 12, Section 5. Finally, in
Table 5, the THD of the supply currents before and after the activation
of the active power filter is provided for the different multi-objective
optimization criteria considered in this work.

The compensating currents supplied by the active power filter are
shown in Fig. 23. As expected, the SAPF injects the harmonic and un-
balanced components of the load currents (see Fig. 21). As discussed for
the linear unbalanced current case, the distortion and ripple in the
currents supplied by the SAPF increase depending on the error band
used in the Pareto-based control algorithm. More distortion is observed
in the waveforms corresponding to |eQ |< 50 [VAR].

To experimentally validate the performance of the control algorithm
for restricting the instantaneous reactive power error, the experimental
results captured by the ADC available in the dSPACE platform are plotted
in Fig. 24. When the near-to-the-origin criterion is used, the reactive
power is similar to that obtained when |eQ|< 200 [VAR], as shown in
Fig. 24(b). Moreover, even when a very non-linear load is used, the re-
active power is successfully regulated even for the strong restriction
|eQ|< 50 [VAR], which is used in the proposed Pareto-based MO-M2PC.

In Table 5, the harmonic content for each multi-objective criterion is
summarized. Note that before connecting the SAPF, the THD values are
large, given the strong non-linear nature of the load. After connecting
the SAPF, the THD is reduced considerably. The results from the near-
to-the-origin criterion have a lower THD because there are fewer con-
straints for the solutions of the problem. Even when the numerical
values are not exactly the same, the experimental results shown in
Table 5 are in broad agreement and correlated with the simulation
results depicted in Table 3, Section 5.

Fig. 22. Performance of the currents in the power supply for the proposed control system for compensating non-linear loads: (a) near-origin criterion (5 A/
div–10ms/div); (b) |eQ|< 200 [VAR] (5 A/div–10ms/div); (c) |eQ|< 100 [VAR] (5 A/div–10ms/div); (d) |eQ|< 50 [VAR] (5 A/div–10ms/div).
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Fig. 23. Performance of the currents in the inverter for the proposed control system for compensating non-linear loads: (a) near-origin criterion (5 A/div–10ms/div);
(b) |eQ|< 200 [VAR] (5 A/div–10ms/div); (c) |eQ|< 100 [VAR] (5 A/div– 10ms/div); (d) |eQ|< 50 [VAR] (5 A/div– 10ms/div).

Fig. 24. Reactive power for non-linear loads using different multi-objective optimization criteria.
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7. Conclusions

In this paper, a novel M2PC strategy is presented. This strategy is based
on the application of a Pareto-based algorithm using multi-objective opti-
mization. The proposed methodology maintains all the advantages of con-
ventional MPC, i.e., simplicity for the inclusion of nonlinearities, intuitive
formulation and fixed switching frequency. The experimental results de-
monstrate that the proposed technique does not require the use of weighting
factors, which are usually difficult to select and tune. Moreover, the im-
plementations of hard and soft constraints, for instance, in the tracking er-
rors, are relatively simple to accomplish using this Pareto-based algorithm.

The main disadvantage of the proposed methodology is the in-
creased computational burden imposed by the implementation of the
proposed Pareto-based algorithm. However, considering the high pro-
cessing power achieved by a relatively low-cost modern digital signal
processor (DSP) augmented by field programmable gate arrays
(FPGAs), this disadvantage is not very important.

It can be concluded that the time burden of the proposed control
scheme is comparable (in relation to the order of magnitude) to the
technique that uses multi-resonant controllers. On the one hand, the
computational requirement of the proposed control scheme is close to
86 [μs]. On the other hand, the experimental system depicted in Fig. 15
was used to implement a SAPF in Ref. [33,34,35] based on resonant
controllers. In this case, in each phase, a PI controller and seven re-
sonant controllers were implemented in a parallel topology. The com-
putational burden of this control scheme is close to 50 [μs].

The proposed control strategy produces good performance for
power filtering applications. Furthermore, this strategy is suitable for
other applications of power converters, such as grid-connected inverters
and wind energy conversion systems connected to the utility using
back-to-back power converters. A new method to compensate for the
delay in M2PC is also proposed and validated in this work, considering
that a symmetrical SVM switching pattern is applied.

It should be pointed out that, in this work, the output filter for the
active power filter corresponds to an L filter. If this filter is required to
inject current with a small ripple, an LCL filter can be placed at the
output of the inverter.
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