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Summary

One of the major consequences of ongoing global warming is the melting of the
Greenland ice sheet (GrIS). The GrIS, as the world’s secondlargest freshwater
reservoir, has the potential to raise sea levels by 7.4 m (Bamber et al., 2018a,b).
Such a sealevel rise would have a devastating effect on coastal societies, where
a large fraction of the world’s population lives. Therefore, constraining the GrIS’
contribution to sealevel rise is an important and vital task to plan for the future
efficiently.

Since the 1990s, the GrIS has been losing mass at an accelerated rate (Ender
lin et al., 2014; Bamber et al., 2018a; Shepherd et al., 2019; Oppenheimer et al.,
2019). We can separate GrIS mass loss into the contribution from the surface mass
balance (SMB) and ice discharge. The SMB is the primary contributor to recent GrIS
mass loss (van den Broeke et al., 2016); thus, there is a need for accurate projec
tions of GrIS SMB, and a thorough understanding of physical processes governing
the surface mass loss under global warming. Further, the GrIS also interacts with
the climate system (Fyke et al., 2018), highlighting the need for coupled global
climate projections.

This thesis’ primary targets are to

1. Investigate the coevolution of the GrIS SMB and the global climate under
increased greenhouse gases.

2. Examine the impact of reduced Arctic sea ice on GrIS SMB

3. Make projections of future GrIS surface melt.

This is achieved by using the Community Earth System Model (CESM) version
2.1 (Danabasoglu et al., 2020). CESM2 is a newly developed coupled earth system
model that features an online downscaling of the SMB through elevation classes
(ECs), advanced snow physics (van Kampenhout et al., 2017), and a prognostic
calculation of snow albedo (Flanner and Zender, 2006). Also, the EC simulated
SMB is interactive; that is, modification of surface fluxes of mass and energy is
communicated to the earth system’s other components.

The presentday CESM1 SMB simulation with ECs was shown to be realistic
(Vizcaíno et al., 2013). However, the EC downscaling itself and its effects on the
downscaled SMB and SEB components were not analyzed or evaluated. To evaluate
this original EC implementation, simulations with CESM1 were run. The EC method
aims to tackle the challenge of a too low resolution in the CESM1 global climate
model to capture the steep topographic gradients of the GrIS accurately. Capturing
these steep topographic gradients is necessary for a realistic representation of SMB,
which can be provided as forcing to a coupled (or standalone) ice sheet model(s).

xiii



xiv Summary

The EC method in CESM1 applies elevation corrections (lapse rates) to the near
surface temperature and specific humidity.

We find that the elevation gradients of SMB in CESM1 are very similar to those of
the Regional Atmospheric Climate Model version 2.3 (Noël et al., 2015), partly due
to compensating biases or lack of downscaling in the individual gradient of snowfall,
surface melt and refreezing. Sensitivity experiments using different lapse rates for
the nearsurface temperature reveal that a lower than default (6 K km−1) lapse rate
unrealistically expands the ablation area due to little redistribution of energy with
elevation. Also, lower lapse rates do not adequately capture the strong melting at
the margins of the GrIS. A higher lapse rate than the default gives the opposite
effect.

This thesis also assesses how the implementation of ECs in the land component
modifies the regional climate simulation. The EC method compensates for a warm
bias associated with topographic smoothing and leads to downwind cooling. The
topographic smoothing is due to the inability of representing complex topography
at the relatively low resolution of the climate model. Further, the downwind cooling
leads to growth of seaice on the eastern side of Greenland and in the Barents Sea.
Finally, several recommendations based on the results are made towards the future
development of the EC method to improve the SMB simulation in CESM.

To investigate the coupled global climate and SMB evolution under elevated
greenhouse gas forcing, this thesis analyzes a CESM2 simulation with idealized CO2
forcing and a fixed presentday GrIS topography. A simulation with idealized CO2
forcing was chosen because it permits a clearer separation of the effect of the CO2
from other forcings and feedbacks. In the 150yearlong simulation, CO2 increases
with 1% per year, compared to preindustrial levels, until 4× stabilization in the
last 10 years. We find that a GrIS surface mass loss signal emerges from natural
variability for global warming of 2.7 K, with respect to the preindustrial climate,
whereafter the surface mass loss accelerates. Much increased surface melt and loss
of refreezing capacity cause the fast loss of surface mass. Increased net longwave
radiation is the primary contributor to melt energy increase before acceleration. As
the ablation areas expand, and the surface temperature of the GrIS approaches
the melting point, meltalbedo feedbacks and increased energy from the turbulent
heat fluxes accelerate the surface mass loss. CO2 forced atmospheric circulation
changes in the North Atlantic Oscillation (towards more persistent positive phase)
and Greenland Blocking Index (towards more persistent negative phase) partially
reduce surface melt.

To address the question of the SMB evolution with an evolving and dynamical
ice sheet, this thesis analyzes a similar, but longer (350 years) simulation with bi
directional coupling between CESM2 and the Community Ice Sheet Model version
2.1 (CISM2). We find that mass loss accelerates for global warming of 4.2 K due to
the processes described above. The incorporation of an evolving ice sheet allows for
the SMBelevation feedback. The SMBelevation feedback accounts for an additional
44% decrease of GrIS SMB. Locally, for areas below the equilibrium line altitude, the
SMBelevation feedback accounts for as much as 50% of the SMB decrease. These
results highlight the importance of a fully coupled (that is, including an evolving ice
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sheet model) for SMB projections on longer timescales.
Attributing the influences of different earth system components on the GrIS

SMB is complex in coupled climate simulations of global warming. For this reason,
this thesis investigates the influence of Arctic sea ice loss on the GrIS SMB. This
is done by analyzing a CESM2 simulation under presentday atmospheric CO2 con
centrations with prescribed monthly Arctic sea ice concentration and sea surface
temperatures, corresponding to a +2 K global warming. Results show that Arctic
sea ice loss enhances the hydrological cycle over the GrIS, through increases in win
ter precipitation and summer melt. The wintertime increase in GrIS precipitation
is caused by higher Arctic moisture availability and increased cyclone activity. In
summer, a warmer and wetter Arctic increases the sensible and latent heat fluxes
over the GrIS, leading to increased melt and associated meltalbedo feedback. Fur
ther, strong vertical winds at the upwind side (over Baffin Bay) of the GrIS results
in deep warming, which causes regional enhancement of the 500 hPa geopotential
heights and consequent increases in blocking over the GrIS.

Future projections of GrIS surface melt, the primary contributor to presentday
surface mass loss, are limited due to the computational expense of making such
projections. To address this challenge, we build artificial neural networks (ANNs)
and train them with climate and melt data from CESM2 to project 21stcentury
surface melt from the suite of climate models participating in the Coupled Model
Intercomparison Project phase 6 (CMIP6). The ANNs predict an end of the century
surface melt increase by 414±276, 724±371, 1,031±436, and 1,378±555 Gt yr−1,
for the Socioeconomic Pathways (SSP) 12.6, SSP24.5, SSP37.0, and SSP58.5,
respectively with respect to 1979–1998. The ANNs predict similar melt trajectories
for five global climate models when compared to the Modèle Atmosphérique Ré
gionale version 3.11 (MAR; Hanna et al., 2020). The primary source of projection
uncertainty throughout the 21st century is due to the spread in the models’ climate
sensitivity, as well as their spread in the regional simulation around Greenland.

This thesis presents analysis of some of the first simulations of Greenland ice
sheet climate and SMB with the newly developed CESM2 and CESM2CISM2. While
many questions regarding the future of the GrIS remain, the results presented
here contribute towards a better understanding of the coupled global climate and
GrIS SMB evolution, and processes leading GrIS surface mass loss. The first steps
towards making computationally efficient and robust projections of GrIS surface
melt through machine learning are also taken.
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Introduction

Du kan tenke dig seks bitte små mygg
marsjerende over et forferdelig stort laken.

Fridtjof Nansen

1
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2 1. Introduction

1.1. Greenland on a Warming Earth

T he Earth is warming in response to increased anthropogenic greenhouse gas
emissions, a phenomenon called global warming. The 2010–2019 global mean

temperature is 0.8 K higher than the 19511980 mean (Fig. 1.1) and has increased
at a rate of 0.1 K decade−1 since 1950. Global warming is spatially heterogeneous.
Generally, the land warms faster than ocean areas, with some ocean areas even
having a nonsignificant trend. The most rapid warming occurs in the Arctic.

1880 1900 1920 1940 1960 1980 2000
Year

0.4

0.2

0.0

0.2

0.4

0.6

0.8

1.0

(a) Global mean temperature anomaly (K)

(b) Global temperature trend (K decade 1)

0.6 0.4 0.2 0.0 0.2 0.4 0.6

Figure 1.1: Observed a) global mean temperature anomaly
(K) relative to the 1950–1950 global mean, and b) 1950–2019
global temperature trends (K decade−1). Dots represent ar
eas with no significant (𝑝>0.01) trend. Data from GISTEMP
(Lenssen et al., 2019)

The potential consequences
of global warming are dra
matic. Amongst many other
damaging effects (Monirul Qader
Mirza, 2002; Emanuel, 2011),
global warming leads to higher
sea levels. The global mean
sea level increased with 0.16
(0.120.21) m between 1902
and 2010 (Oppenheimer et al.,
2019). The main contributors
to the sea level rise are thermal
expansion of the ocean water,
melting of glaciers, changes in
terrestrial water storage, and
the melting and ice discharge
from the Antarctic and Green
land ice sheets. In recent
years, the Greenland ice sheet
(GrIS) contributed to around
21% of the global mean sea
level rise (Oppenheimer et al.,
2019). Due to this substantial
contribution, processes gov
erning the mass loss of the
GrIS require extensive investi
gation.

Greenland is a large island
located at the intersection of
the Arctic and the North At
lantic oceans. The island is
2,166,086 km2 with a peak el
evation of 3,673 m (Fig. 1.2a).
The island consists of the world’s secondlargest (after Antarctica) freshwater reser
voir, stored as ice. This ice comprises the GrIS (Fig. 1.2b) and is up to 3,435 m
thick. If all the ice were to melt instantaneously, this would raise the global mean
sea level by 7.4 m (Bamber et al., 2018b), assuming no glacial isostatic adjustment.
The bedrock of Greenland has a highly spatially varying elevation (Fig. 1.2c). With
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3

Topography and bathymetry

Figure 1.2: Presentday observed (a) surface elevation and ocean bathymetry (m), (b) ice thickness
(m), and (c) bedrock elevation (m). Data from BedMachine v3 (Morlighem et al., 2017).

out the ice, and ignoring glacial isostatic adjustment (Whitehouse, 2018), central
Greenland is a large lake, barred by mountainous regions. However, in the south
west, northwest, and northeast, there are some relatively flat regions.

The mass budget of the GrIS can be expressed through the mass balance (MB;
Gt yr−1),

MB = SMB− ID, (1.1)

where SMB is the surface mass balance, and ID is the ice discharge. A distinction
between the two terms on the r.h.s. is that the SMB is the balance of mass where
the ice meets the atmosphere, while the ID occurs where the ice meets the ocean.
Atmospheric processes, such as precipitation, cloud cover, and heat advection, are
primary influences on the SMB. The SMB can be either positive or negative (or zero).
The ID is mainly influenced by ocean temperatures and the glacier velocities, and
can only be positive (or zero).

The GrIS has been losing mass since the 1990s and has lost 3,902 ± 342 Gt
(10.8 ± 0.9 mm sealevel equivalent) between 1992 and 2018 (Shepherd et al.,
2019). So far, both SMB and ID have contributed about 50% to the mass loss.
However, since the 2000s, the SMB decrease has accelerated and is the primary
contributor to the recent acceleration of mass loss (Enderlin et al., 2014; van den
Broeke et al., 2016). Thus, it is crucial to improve projections of the future SMB to
constrain projections of future sealevel rise.
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Figure 1.3: Seasonal mean 1979–2019 500 hPa geopotential heights [contours] and sea level pressure
[hPa; colors] in (a) winter and (b) summer. Data from ERA5 (Hersbach et al., 2020)

1.2. Presentday Greenland Surface Mass Balance

I n this section, we will explore the GrIS SMB and climate to provide an overview ofprocesses relevant to shaping the SMB. This is vital to understand the challenges
scientists are facing when making projections of SMB.

The GrIS is located at the northern flank of the North Atlantic storm tracks. The
upperlevel winds over Greenland are predominantly westward, with a more south
westerly direction in winter (Fig. 1.3). Just southeast of the GrIS, in the Irminger
Sea, there is a local minimum in sealevel pressure, known as the Icelandic Low.
The Icelandic Low is deeper and placed further west in winter than in summer. The
cause for this climatic low is the high occurance of cyclones. Westward propagating
cyclones are steered to this region, as the GrIS acts as a barrier to flow preventing
synoptic systems to pass over it (Ettema et al., 2010). Further, about 10%15%
of the cyclones appearing in this region (Serreze et al., 1997) are generated by
leeside cyclogenesis (Tsukernik et al., 2007).

The map of presentday GrIS SMB consists of lowelevation ablation areas,
where the GrIS loses mass, and highelevation accumulation areas, where the GrIS
gains mass (Fig. 1.4a). The equilibrium line altitude (ELA), where SMB=0, sepa
rates the accumulation and ablation areas. The ELA ranges from about 1500 m in
the south to about 1000 m in the north. The lower ELA in the north is due to a
generally colder and drier climate. Two prominent features of the GrIS SMB are its
strong topographic gradients and the very high spatial variability. To understand
the cause of these characteristics, we need to separate the SMB into components.
We can write the SMB components:

SMB = PRECIPITATION− RUNOFF− SUBLIMATION, (1.2)

which can again be rewritten, by substituting PRECIPITATION = SNOWFALL +
RAINFALL and RUNOFF = RAINFALL + MELT  REFREEZING, to

SMB = SNOWFALL−MELT+ REFREEZING− SUBLIMATION. (1.3)

Snowfall is the leading source for mass gain at the surface (Noël et al., 2015;
Fettweis et al., 2017). In the accumulation areas, the signature of snow is visible
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(a) Surface mass balance (b) Snowfall (c) Rainfall

(d) Melt (e) Refreezing (f) Sublimation

-2000-1000 -700 -500 -300 -200 -100 -50 -20 20 50 100 200 300 500 700 1000 2000
mm yr 1

Figure 1.4: Annual mean 1979–2019 GrIS SMB and SMB components [mm yr−1]. (a) SMB, (b) snowfall,
(c) rainfall, (d) melt, (e) refreezing, and (f) sublimation. Dotted contours show surface elevation (m),
starting from 1000 m with 500 m intervals. Data from MAR v3.9.6 (Delhasse et al., 2020).
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(Fig. 1.4a,b). Around the ice sheet, there are many local snowfall maxima caused
by mesoscale weather systems (Ettema et al., 2009). The highest snowfall rates are
in the southeast, because of the high occurrences of storms in this region. There is
also a considerable amount of snowfall on the western side of the ice sheet. Most
of the snowfall comes from cyclones steered northward (rather than steered to
the southwest), and upperlevel moisture advection into this region (Ettema et al.,
2010).

Further downwind, into the ice sheet interior, snowfall is meager. As the air
is lifted into the cold highelevation areas of the interior, moisture evaporates and
leaves little precipitable water left to cause snowfall. Only about 10% of the precip
itation on the ice sheet falls as rain (Steger et al., 2017), and the rainfall is confined
to lower elevation areas (Fig. 1.4c).

Melt on the ice sheet surface is currently the primary source of surface mass
loss (van den Broeke et al., 2016; Fettweis et al., 2017). Surface melt is highly
correlated to elevation (Noël et al., 2016), with the highest melt rates at low ele
vations. Surface melt occurs over a fairly large area of the ice sheet, including the
southern dome (Fig. 1.4d). In the extreme year of 2012, surface melt was even
recorded at the summit of Greenland (Nghiem et al., 2012).

1980 1985 1990 1995 2000 2005 2010 2015
Year

0

200

400

600

800

1000

SMB and components (Gt yr 1)
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Sublimation

Figure 1.5: 1979–2019 GrIS annual integrated SMB
and SMB components [Gt yr−1]. SMB, snowfall,
rainfall, melt, refreezing, and sublimatation is rep
resented by the blue, orange, green, red, pink,
and olive lines, respectively. Dotted lines show the
1990–2019 linear trend. Data from MAR v3.9.6 (Del
hasse et al., 2020).

Despite the extensive melt, the GrIS
only loses mass through runoff at a rel
atively narrow (10100 km; van Ange
len et al., 2013) band around the ice
sheet. This is in large part because
of refreezing. When surface melt oc
curs over a snowy surface, the melt will
percolate in the snow, and if there is
enough pore space and the snow is be
low freezing point, the water will re
freeze (Parry et al., 2007; Cox et al.,
2015). In this way, the refreezing acts
as a sponge to the meltwater and re
strict runoff to occur only at lower ele
vations. Refreezing maxima are located
along the ELA. Below the ELA, the melt
rates are so high that the snow disap
pears during the melt season. When
there is no snow, meltwater cannot re
freeze. Above the ELA, there is gener
ally more snow, but the melt rates are
lower than at the ELA.

Some of the mass loss at the mar
gins is due to sublimation. Sublimation
occurs when ice is directly converted to gas, skipping its liquid phase (Box and Stef
fen, 2001). The opposite of sublimation is riming/deposition, which occurs in the
interior when relatively humid air is advected over the cold surface.
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Figure 1.6: 1979–2019 summer (JJA) averaged a) nearsurface temperature [∘C], b) cloud cover [%],
and c) cloud liquid water [g m−2]. Dotted contours show surface elevation (m), starting from 1000 m
with 500 m intervals. Data from MAR v3.9.6 (Delhasse et al., 2020).

The main contributor to the increasing surface mass loss is increased surface
melt (Fig. 1.5), part of which is buffered in the snow, causing increased refreezing.
The other components of the SMB are currently not changing significantly (Fettweis
et al., 2017; Noël et al., 2020b).

Most of the ice sheet surface melt takes place in the summer months (JJA;
JuneJulyAugust). In these months, lower elevation areas have a nearsurface
temperature that is, on average, above 0∘C (Fig. 1.6a). The nearsurface temper
ature of the ice sheet decreases with elevation, at a rate of approximately 4.7 K
km−1 (Fausto et al., 2009).

Clouds have a profound impact on surface climate, through its influence on
the amount of solar (shortwave) radiation that can reach the Earth’s surface, and
through how much longwave (infrared/terrestrial) radiation that can escape to
space (Bintanja and van den Broeke, 1996; Cawkwell and Bamber, 2002; van den
Broeke et al., 2008). Cloud cover generally increases with elevation over the GrIS
(Fig. 1.6b). However, the clouds over highelevated colder surfaces contain less
liquid water than clouds over lower elevations (Fig. 1.6c and Ettema et al., 2010).

The amount of melt on the GrIS surface depends on how much energy is avail
able. The surface energy balance [W m−2] can be written as

M = SW𝑛𝑒𝑡 + LW𝑛𝑒𝑡 + SHF+ LHF+GHF, (1.4)

where M is the melt energy, SW𝑛𝑒𝑡 is the net shortwave radiation, LW𝑛𝑒𝑡 is the
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net longwave radiation, SHF is the sensible heat flux, LHF is the latent heat flux,
and GHF is the ground heat flux. When M=0, all the energy is used to raise the
temperature of the surface. When M>0, melt occurs.

We can also express the surface energy balance (Eq. 1.4) as

M = SW𝑖𝑛 ⋅ (1 − 𝛼) + LW𝑖𝑛 − 𝜖𝜎T4𝑠 + SHF+ LHF+GHF, (1.5)

where SW𝑖𝑛 is the incoming shortwave, 𝛼 is the albedo, 𝜖 is the surface emissivity,
𝜎 is the StefanBoltzmann constant, and T𝑠 is the surface temperature (in Kelvin).

W m-2

Figure 1.7: As Fig. 1.6 but for a) SW𝑖𝑛 and b) LW𝑖𝑛, both in
W m−2.

The SW𝑖𝑛 and LW𝑖𝑛 have
opposite gradients with ele
vation, where SW𝑖𝑛 increases
with elevation (Fig. 1.7a).
Although the cloud cover is
higher at higher elevations,
clouds are more transparent to
shortwave radiation due to the
lack of liquid water (van den
Broeke et al., 2008; Ettema
et al., 2010). The LW𝑖𝑛 gradi
ent is a product of many fac
tors. First of all, the sur
face temperature of the GrIS is
higher at lower elevations, al
lowing for higher longwave ra
diation emission from the sur
face. This outgoing long
wave radiation gets reemitted
to the surface, and the at
mospheric emission is propor
tional to atmospheric temper
atures, which are higher at
lower elevations. Further, clouds act as greenhouse gases, as they trap the long
wave radiation and reemits it to the surface. The more liquid water the clouds
contain, the higher the trapping effect is (Bennartz et al., 2013).

As described by eq. 1.4, it is the net radiation that contributes to the energy
used for melt. Although SW𝑖𝑛 decreases with lower elevations, the SW𝑛𝑒𝑡 increases
with lower elevations, leaving more energy for melt (Fig. 1.8a). This can be ex
plained through the albedo (Fig. 1.8b). The albedo is a measurement of how well
a surface absorbs solar radiation. Relatively dark surfaces, like bare ice, present at
the margins of the GrIS during summer, reflect about 0.55 of the solar radiation
(Box et al., 2012; Alexander et al., 2014). The wet snow around the ELA reflects
around 65  75% of the solar radiation. The dry snow in the interior reflects almost
all (80  90%) of the solar radiation. The distribution of SW𝑛𝑒𝑡 is dominated by
albedo over SW𝑖𝑛. LW𝑛𝑒𝑡 contributes negatively to the melt energy everywhere
(Fig. 1.8c). The spatial variability of LW𝑛𝑒𝑡 is much smaller than that of SW𝑛𝑒𝑡.
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Figure 1.8: As Fig. 1.6 but for a) SW𝑛𝑒𝑡 [W m−2], b) albedo [], and c) LW𝑛𝑒𝑡 [W m−2].

W m-2

Figure 1.9: As Fig. 1.6 but for a) SHF, b) LHF, and c) GHF, all in W m−2.
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The SHF is proportional to the difference in nearsurface (air) and surface tem
perature. The amount of turbulence in the boundary layer, where more turbulence
is typically associated with higher wind speeds and/or rougher surfaces, also influ
ence SHF. In summer, the SHF is positive at low elevations, which indicate heat
transfer from the air to the surface (Fig. 1.9a). The elevation gradient is negative
so that SHF reduces with increasing elevation and even becoming negative at the
very high elevations at the summit and the southern dome. In these high elevation
areas, the air is so cold that it transfers heat (from, e.g., radiation) away from the
surface. The LHF has similar patterns, but with an opposite gradient (Fig. 1.9b).
At low elevations, sublimation occurs, which reduces the energy available for melt
through the LHF. In the interior, where deposition dominates, the LHF is positive as
the water vapor that gets deposited contains a certain amount of energy. The GHF
maxima are colocated with the refreezing maxima. When water percolates and
refreezes in the snow, there is heat release (Charalampidis et al., 2016). Part of
the heat release is conducted to the surface and contributes to melt energy through
the GHF (Ettema et al., 2010).

The temperature over the GrIS has increased due to global warming, and the
nearsurface air is warming slightly faster than the surface (Fig. 1.10a). Also, the
radiative forcing over the GrIS has increased, with the SW𝑖𝑛 increasing faster than
the LW𝑖𝑛 (Fig. 1.10b). The main reason for increased SW𝑖𝑛 is a reduced summer
cloud cover over the GrIS (Hofer et al., 2017). Despite the reduced cloud cover,
LW𝑖𝑛 also increases as a consequence of the trapping effect of greenhouse gases
and atmospheric warming, allowing for more reemission of longwave radiation to
the surface. The surface albedo has declined over the last decades (Fig. 1.10c).
As seen, the albedo is powerful in modulating the SW𝑛𝑒𝑡, the largest contributor
to melt energy. Expansion of bareice areas due to continued melting causes the
albedo decline (Alexander et al., 2014).

The increase in radiative forcing, accompanied by a declining albedo, has led to
more surface melt of the GrIS. SW𝑛𝑒𝑡 is the main contributor to the melt increase
(Fig. 1.10d). SHF and GHF have also slightly increased. On the other hand, LW𝑛𝑒𝑡
has decreased as the increased surface temperature has caused the GrIS to emit
more longwave radiation.

Changes in atmospheric circulation may have contributed to about 50% of the
melt increase (Delhasse et al., 2018), with global warming accounting for the other
50%. The most noticeable change in atmospheric circulation is increased block
ing over the GrIS (Hanna et al., 2016). Blocking events are longlived (five days
or longer) and slowmoving highpressure systems that prevent the westerly flow
(Kennedy et al., 2016). They are typically associated with warmair advection and
reduced cloudiness. The warm air advection leads to the onset of melting at the
GrIS surface. In response, the albedo lowers (Box et al., 2012). Together with
increased solar radiation, due to reduced clouds, melt amplifies. The post2010
increase in blocking is unprecedented in the observational record. The mecha
nisms behind this circulation anomaly are debated, as well as whether it is an
anthropogenicallyforced response or caused by natural variability (Hahn et al.,
2018).
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(a) (b)

(c) (d)

Figure 1.10: 1979–2019 GrIS summer mean averages of selected energy influential variables. a) Tem
perature (nearsurface in blue and surface in orange) [∘C], b) incoming radiation (SW𝑖𝑛 in blue, LW𝑖𝑛 in
orange) [W m−2], c) albedo [], and d) melt energy components (SW𝑛𝑒𝑡 in blue, LW𝑛𝑒𝑡 in orange, SHF
in green, LHF in red, and GHF in pink) [W m−2]. Dotted lines show the 1990–2019 linear trend.
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1.3. Open Research Questions
1.3.1. How will the SMB evolve under global warming?
According to current global warming projections, the SMB will likely continue to
decrease (Oppenheimer et al., 2019). However, the evolution of SMB is uncertain.
The surface mass loss has accelerated in the previous decades, and the acceleration
is expected to continue. The physical mechanisms behind future acceleration are
hypothesized to be loss of refreezing capacity (van Angelen et al., 2013), melt
albedo feedback, and the SMBelevation feedback (Vizcaino et al., 2015; Pattyn
et al., 2018), among others. The relative importance of these mechanisms is not
yet evident. Also, between 2013 and 2018, there is a hiatus in melt increase due
to regional atmospheric cooling relative to the previous years (Bevis et al., 2019;
Khazendar et al., 2019; Mouginot et al., 2019). The extent to which pauses in
warming affects the evolution of the SMB is still an open question.

Clouds are essential regulators of the surface energy balance of the GrIS. Cloud
projections are one of the main contributors to climate sensitivity uncertainties
(Bony et al., 2015). Further understanding of highlatitude cloud response to global
warming is necessary in order to more reliably make projections of future GrIS SMB.

Regional climate models (RCMs) simulate the stateoftheart projections of GrIS
SMB. They have the advantage of explicitly simulating the GrIS surface climate
and SMB processes at highresolution. On the other hand, they are dependent on
external climate forcing provided by a global climate model. As the global climate
models cannot realistically simulate GrIS SMB, and given all the possible interactions
between the GrIS and other components of the climate system (Fyke et al., 2018),
it is uncertain how this affects the projections of RCMs.

This thesis provides answer to certain aspects of these questions in Chapter 3
and 4.

1.3.2. Is there a threshold for an irreversible mass loss?
The existence of a threshold for irreversible mass loss of the GrIS is well embedded
in literature. The most widely used indicator for this threshold is a negative SMB
(Gregory and Huybrechts, 2006; Robinson et al., 2012; van den Broeke et al., 2016).
As the ID can never be positive, a negative SMB leads to a negative MB. Gregory
and Huybrechts (2006) find this threshold to happen for a global warming of 3.1 K.
However, such a threshold is likely more dependent on the timeintegrated warming
than the instantaneous warming. Taking this into account, Robinson et al. (2012)
find a warming threshold of 1.6 K for irreversible mass loss.

van den Broeke et al. (2016) find that the SMB turns negative somewhere be
tween 2024 and 2043 by extrapolating the current SMB trend. Nonlinear feedbacks
may change this estimation drastically. An example of such a nonlinear feedback
is the meltelevation feedback. When the surface of the GrIS melts, its elevation
becomes lower and warmer, giving way for more melt. This feedback may be so
strong that it could drive irreversible mass loss for a global warming between 1.5 K
 2.0 K (Pattyn et al., 2018).
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Gregory et al. (2004) propose that surface melt higher than snowfall is a thresh
old for irreversible mass loss. When more surface melt than snowfall occurs on the
GrIS, this will ultimately lead to a negative SMB and irreversible mass loss. They
find this threshold to be crossed for a 2.7 K warming of the GrIS.

The required global warming to give way for irreversible mass loss is uncertain.
Much of this uncertainty is due to the lack of understanding of nonlinear feedbacks.
Further, knowledge on the timing of activations of these feedbacks may help to
reduce this uncertainty.

Gregory et al. (2020) argue there is no threshold for irreversible mass loss, and
that the GrIS will persist in a reduced state. They claim this is due to negative
feedbacks, such as increased precipitation along the GrIS margin due to changes in
atmospheric circulation. A full examination of this question would require detailed
and physically based simulations of the GrIS over multicentury timescales, and
possibly even multimillennial timescales.

This question is partially adressed in Chapter 3 and 4.

1.3.3. How will the GrIS respond to contrasting Arctic and
North Atlantic temperature trends?

Currently, the Arctic is warming twice as fast as the global average (Serreze and
Francis, 2006; Serreze and Barry, 2011). This trend is to continue with the declining
sea ice cover (Barnes and Polvani, 2015b). On the other hand, the North Atlantic
has weakly cooled (Fig. 1.1b). The cooling of the North Atlantic may continue
with warming temperatures, increased Arctic precipitation, and melting of land ice
slowing down the North Atlantic Meridional Overturning Circulation (Sgubin et al.,
2017). As the GrIS borders both regions, it is unclear how this will influence the GrIS
SMB. Will one influence dominate the other? Will specific areas of the GrIS follow
Arctic warming, while others follow North Atlantic cooling? Will global warming
overwhelm both influences?

In Chapter 5, this thesis adresses the impact of a declining Arctic seaice on the
GrIS SMB.

1.3.4. Can we extrapolate current trends in atmospheric cir
culation to the future?

Recent changes in atmospheric circulation have contributed about 50% to the GrIS
surface melt increase (Delhasse et al., 2018). The most pronounced change is
increased blocking events and/or duration near the GrIS, detected by the Greenland
Blocking Index (GBI) metric. Simulations from the Coupled Model Intercomparison
Project phase 5 (CMIP5; Taylor et al., 2012) project a decrease in the GBI with
global warming (Hanna et al., 2018). However, the skill of the CMIP5 models to
accurately project this circulation anomaly is questionable, as none of them are
capable of representing the currently observed changes.

This thesis provide projections of atmospheric circulation changes in Chapter 3.
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1.4. Translating Global Warming Projections to Sur
face Mass Balance Projections

G lobal climate models are the primary tool for simulating the future climate re
sponse to increasing greenhouse gases. To run efficient simulations, the hori

zontal resolution of global climate models is limited to ∼1∘ (∼ 100 km). At this res
olution, the topography is smoothed (Fig. 1.11), leaving the global climate models
unable to resolve the steep climate gradients over the GrIS and the narrow ablation
zones (Cullather et al., 2014). The resolution required to represent them over the
GrIS accurately is less than 10 km (van den Broeke et al., 2008). Projections of fu
ture SMB are also important for the projections of ice dynamics, and consequently
sea levels, as ice sheet models require SMB as a boundary condition.

The classical approach to calculate SMB from global climate models is through
positivedegreeday models (Braithwaite, 1995; Wilton et al., 2017). These models
take precipitation and temperature data from global climate models and use simple
parameterizations to estimate the SMB and SMB components. For example, the
surface melt is parameterized by the number of days with a positive temperature
(in Celsius) scaled by an ice or snow specific degreeday factor. These models
perform poorly in conditions with high ablation, which is the expected result of
global warming (van de Wal, 1996; Bougamont et al., 2007; Fettweis et al., 2020).

Regional climate models give stateoftheart SMB projections. Their highresolution
and ability to explicitly calculate the SMB components and the surface energy bal
ance makes them capable of realistically represent presentday SMB, which gives
confidence in their future projections. With global warming, it is expected that
the surface melt of the GrIS will increase (Fettweis et al., 2013a). Two significant
(longerterm) consequences are topographic changes and a large amount of fresh
water runoff to the ocean. These two consequences can potentially impact on the
global circulation, that the regional climate models do not simulate. Also, regional
climate models are computationally expensive, so they can only downscale a limited
set of global climate projections for the 21st century.

Efforts to include a realistic representation of GrIS SMB into global climate
models have resulted in stateoftheart global climate models with elevationclass
downscaling of SMB (Lipscomb et al., 2013; Alexander et al., 2019; Smith et al.,
2020). Elevation classes divide each of the ∼1∘ gridcells into elevation bins, making
it possible to account for subgrid variations in atmospheric forcing associated with
elevation variability. GrIS SMB downscaled through elevation classes can simulate
a presentday SMB comparable to regional climate models (Vizcaíno et al., 2013;
van Kampenhout et al., 2020).

Another promising approach is to use a variable resolution global climate model
(Rhoades et al., 2016, 2018). Global climate models with variable resolution employ
a highresolution grid in areas of interest. A current presentday SMB reconstruction
by van Kampenhout et al. (2019) employed such a model with a 25 km resolution
over the GrIS.

To summarize, making fullycoupled projections of GrIS SMB is challenging. One
of the main challenges is the relatively low resolution of global climate models
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Table 1.1: Range of projected mean annual integrated GrIS SMB and SMB components for three Rep
resentative Consentration Pathways (RCPs). Values show the anomalies for the end of the 21st century
(2081–2100) with respect to presentday values. Data from Fettweis et al. (2013a); van Angelen et al.
(2013); Vizcaíno et al. (2014a); Oppenheimer et al. (2019).

Component RCP2.6 (Gt yr−1) RCP4.5 (Gt yr−1) RCP8.5 (Gt yr−1)
SMB 265 to 24 527 to 35 1059 to 114
Runoff 116 to 228 159 to 589 458 to 1150
Melt 648 634
Refreeze 133 78
Snowfall 17 to 115 18 to 94 52 to 136
Rainfall 74 174
Sublimation 3 to 3 6

with respect to the required resolution for modeling SMB. Advances since the latest
Intergovernal Panel on Climate Change report now allow for coupled projections of
GrIS SMB in stateoftheart global climate models.

1.5. Current projections of Greenland Surface Mass
Balance

SMB is projected to decrease with higher atmospheric greenhouse gases (Table
1.1) and associated increasing radiative forcing. The uncertainty in how much

the SMB will reduce is high. The main contributor to the SMB decrease is increas
ing runoff due to more surface melt. In response to increasing surface melt, the
refreezing increases as more meltwater can be stored in the snow. However, the
refreezing capacity (ratio of surface water to refreezing) over the GrIS is projected
to decrease (van Angelen et al., 2013) as snow saturates.

With higher air temperatures, the atmosphere can hold more water, which re
sults in more precipitation over the GrIS. Increased precipitation with global warm
ing dampens the effect of increased meltwater somewhat. While snowfall and rain
fall will increase, the percentage increase in rainfall is much higher than that of
snow. On the one hand, increasing rainfall can add mass to the surface through
refreezing (or zero contribution if it runs off). On the other hand, when rainfall
refreezes, it releases latent heat to the snowpack, adding energy to raise snow
temperature or adding energy for melt.

Projections of GrIS cloud cover show an increasing trend with global warming
(Franco et al., 2013). The growing cloud cover traps more longwave radiation,
which, together with higher atmospheric emission rates of longwave radiation, leads
to more incoming longwave radiation. More cloudiness has a blocking effect on
incoming solar radiation, which dampens the increasing meltalbedofeedback. At
the margins of the GrIS, SHF becomes a major contributor to melt energy through
more heat advection.
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1.6. Research questions

T his thesis aims to gain further understanding of the coupled climate and SMB
evolution, processes contributing to surface mass loss and the influence of at

mospheric variability on SMB. To obtain these insights, we use the Community Earth
System Model (CESM; Hurrell et al., 2013; Danabasoglu et al., 2020). CESM fea
tures an SMB calculation with downscaling via elevation classes (Lipscomb et al.,
2013; Sellevold et al., 2019) and a snow model fit for polar applications (van Kamp
enhout et al., 2017), making it a stateoftheart framework to answer the following
questions:

1. Does the elevation class method generate realistic subgrid surface
mass balance gradients?
The implementation of elevation classes in global climate models enables cou
pled SMB/global climate simulations, and elevation classes simulated SMB
compares reasonably well against observations (Vizcaíno et al., 2013). So far,
the simulation at the subgrid scale has not been evaluated. Given the sim
ple parameterizations the elevation class method uses (Vizcaíno et al., 2013;
Lipscomb et al., 2013), it is not clear which relevant processes are accurately
captured, or if the subgrid SMB gradients are realistic. More knowledge about
the inner workings of elevation classes is fundamental to interpret SMB projec
tions from global climate models, particularly with a dynamic ice sheet model,
and guiding future development.

2. How much global warming leads to accelerated surface mass loss?
Acceleration of surface mass loss, possibly leading to irreversible GrIS mass
loss, is expected as nonlinear feedback to global warming is triggered. The
most relevant feedback for accelerated surface mass loss is the meltalbedo
feedback. However, the timing and magnitude of feedbacks in relatively long
term projections is not known. There is also potential for not yet discovered
feedbacks, as coupled modeling of SMB with the global climate is a fairly new
research area.

This research question contributes towards open research questions 1.3.1 and
1.3.2.

3. How do changes in atmospheric circulation influence the SMB with
global warming?
Anthropogenicforced changes in circulation are likely to occur with global
warming. For the GrIS surface melt, the most relevant changes are in the
GBI and the NAO. The GBI and the NAO are expected to decrease and in
crease, respectively (Hanna et al., 2018). A decrease in GBI and an increase
in NAO are linked to cooling of the GrIS and reduced surface melt. As these
projections were made without interactive calculation of SMB, new projec
tions with updated global climate models with an interactive SMB calculation
are necessary to provide knowledge of the coupled atmosphereGrIS surface
evolution. Also, previous generation global climate models were unable to
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accurately represent the GBI, warranting new investigations with newer mod
els.

Changes in atmospheric circulation can also influence precipitation. The North
Atlantic storm tracks are essential contributors to precipitation over the GrIS.
The physical link between changes in storm tracks, e.g., through North Atlantic
cooling through a reduced North Atlantic meridional overturning circulation,
is not yet fully understood.

This research question contributes towards open research questions 1.3.4.

4. Does Arctic sea ice loss impact the GrIS SMB?
A rapidly warming Arctic may impact on the GrIS by increasing heat and mois
ture advection over the ice sheet. Arctic sea ice loss may also have an indirect
effect on the GrIS SMB by forcing atmospheric circulation changes (Francis
and Vavrus, 2012). As these latter changes are not possible to study using
regional climate models, an investigation using global climate models with
interactive SMB simulation is warranted.

This research question contributes towards open research questions 1.3.3.

5. Can we infer surface melt from global climate models through ma
chine learning?
Recent advances in utilizing graphics processing units have increased the pop
ularity of advanced machine learning techniques, due to their computational
efficiency. Artificial neural networks, a machine learning technique, are at
tractive due to their ability to learn complex nonlinear relations. As CESM2
includes interactive calculation of surface melt, is it possible for a neural net
work to determine the relationship between global climate evolution and sur
face melt evolution? And if so, could a neural network apply this artificial
knowledge to infer melt from other global climate models?

1.7. Outline

T he thesis will provide answers to the questions of Section 1.6.
Chapter 2 explores research objective 1. Here, the elevation classes imple

mentation in the Community Earth System Model (CESM) version 1.0 is evaluated
(Sellevold et al., 2019). This is done by comparing the energy and mass fluxes
downscaled through elevation classes with a regional climate model. Several ex
periments are conducted to explore the elevation classes method’s sensitivity to
parameterizations. We find that CESM1.0 yields realistic subgrid SMB gradients.

We find that while subgrid scale SMB variation with elevation is realistically
captured by the elevation classes downscaling, not all relevant processes show a
realistic variation with elevation. We also find that the implementation of elevation
classes in a global climate model partially compensates for a warm bias associated
with topographic smoothing.

Chapter 3 deals with research questions 2 and 3. Here we use CESM2.1 and an
idealized CO2 scenario (Sellevold and Vizcaino, 2020). The motivation for using an
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idealized CO2 scenario is that it permits to more clearly separate the effect of the
CO2 forcing from the feedbacks and a lagged response. The idealized scenario ends
up with an atmospheric CO2 which is four times higher than preindustrial levels,
a concentration identical to a high emission scenario (SSP58.5). The higher CO2
forcing causes atmospheric warming, which leads to accelerated SMB decrease for
a global mean temperature increase of 2.7 K. The leading causes of the accelerated
SMB decrease is a loss of refreezing capacity and acceleration of surface melt.
Increased LW𝑖𝑛 due to higher atmospheric temperatures is the primary contributor
to increased melt energy before acceleration. At and after acceleration, increasing
SW𝑛𝑒𝑡 due to albedo decrease is the main contributor to increased melt energy.
Reduced SW𝑖𝑛 by thickening of clouds delays the meltalbedo feedback. We also
find that the sensible heat flux accelerates after SMB acceleration, as the ice sheet
ablation areas are limited to a warming up to melting point. At the same time,
the atmosphere continues to warm, which increases the surfacetoair temperature
gradient. This chapter also studies atmospheric circulation changes, and quantify
their impact on GrIS melt and precipitation. CESM2.1 simulates GBI anomalies
comparable to presentday with a trend towards negative GBI, which, together
with a positive trend in the NAO, acts to reduce surface melt partially.

Research question 2 is also inspected in Chapter 4. This chapter has a similar
experimental setup as in Chapter 3, but with a coupled ice sheet model; moreover,
the experiment is run for 200 more years (Muntjewerf et al., 2020b). We find that
for this experimental setup, the accelerated decrease in SMB requires an additional
1.5 K of global warming. Moreover, we see a strong influence of the SMBelevation
feedback on the acceleration of SMB. For areas close to or below the ELA, the
SMBelevation feedback doubles the ablation rate.

In Chapter 5 we explore the sensitivity of the SMB to Arctic sea ice loss (research
question 4). We use idealized simulations with CESM2.1, with Arctic sea ice loss
and SST increase representative of a 2 K warmer world (Sellevold et al., in review).
In response to this forcing, SMB increases in winter due to more precipitation. The
higher precipitation is caused by a moister atmosphere, together with increased
occurrence of Arctic cyclones. In summer, surface melt increases. The increase in
the surface melt is caused by higher sensible heat fluxes and associated meltalbedo
feedback. The sea ice loss imposes increased 500 hPa geopotential heights over the
GrIS, which enhances heat advection to the ice sheet and increases atmospheric
blocking.

Research question 5 is dealt with in Chapter 6. Artificial neural networks are
trained with CESM2 climate and melt data to translate global climate model projec
tions to projections of GrIS surface melt (Sellevold and Vizcaino, in review). The
neural network is used to predict surface melt from the full suite of CMIP6 climate
models. The climate patterns the neural networks emphasize to predict surface
melt, and points of surface melt acceleration are discussed.

Finally, concluding remarks and suggestions for future research are presented
in Chapter 7.
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m

Figure 1.11: Topography (m) from the Community
Earth System Model version 2.1 for the ∼1∘ horizon
tal resolution.





2
Surface mass balance
downscaling through

elevation classes in an Earth
System Model: application to

the Greenland ice sheet

Big whirls have little whirls,
That feed on their velocity;

And little whirls have lesser whirls,
And so on to viscosity.

Lewis Fry Richardson

The modeling of ice sheets in Earth System Models (ESMs) is an active area
of research with applications to future sea level rise projections and paleocli
mate studies. A major challenge for surface mass balance (SMB) modeling
with ESMs arises from their coarse resolution. This paper evaluates the el
evation classes (EC) method as an SMB downscaling alternative to the dy
namical downscaling of regional climate models. To this end, we compare
ECsimulated elevationdependent surface energy and mass balance gradi
ents from the Community Earth System Model 1.0 (CESM1.0) with those from
the regional climate model RACMO2.3. The EC implementation in CESM1.0

Parts of this chapter have been published in The Cryosphere 13, 3193 (2019) (Sellevold et al., 2019).
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combines prognostic snow albedo, a multilayer snow model, and elevation
corrections for two atmospheric forcing variables: temperature and humid
ity. Despite making no corrections for incoming radiation and precipitation,
we find that the EC method in CESM1.0 yields similar SMB gradients as
RACMO2.3, in part due to compensating biases in snowfall, surface melt
and refreezing gradients. We discuss the sensitivity of the results to the
lapse rate used for the temperature correction. We also evaluate the impact
of the EC method on the climate simulated by the ESM and find minor cooling
over the Greenland ice sheet and Barents and Greenland Seas, which com
pensates for a warm bias in the ESM due to topographic smoothing. Based
on our diagnostic procedure to evaluate the EC method, we make several
recommendations for future implementations.

2.1. Introduction

D uring the 20th century, the Arctic has warmed much faster than the rest of
the world (e.g., Serreze and Francis, 2006; Screen and Simmonds, 2010; Hart

mann et al., 2013; Overland et al., 2018) due to shrinking sea ice cover Serreze
and Stroeve (2015), associated positive albedotemperature feedbacks (Pithan and
Mauritsen, 2014), and increased moisture and heat transport from the midlatitudes
(Screen et al., 2012). The Greenland ice sheet (GrIS) lies within this fragile and
rapidly changing environment. The GrIS is the world’s second largest ice sheet,
after the Antarctic ice sheet, and has an estimated volume of 2.96 × 106 km3 of
ice, which would lead to an increase in global mean sea level by 7.36 m if it were
all melted (Bamber et al., 2013). Since the 1990s, the GrIS has lost mass at an
accelerated rate (Shepherd et al., 2012; Kjeldsen et al., 2015; Hanna et al., 2013a;
Bamber et al., 2018a; Mouginot et al., 2019). This mass loss is projected to be
sustained and contribute 0.040.21 m sea level rise by the end of the 21st century,
depending on the climate scenario (Church et al., 2013). This broad range of esti
mates is due to uncertainties in climate scenarios, climate sensitivity and simulated
mass balance of the GrIS by ice sheet models (ISMs). This latter uncertainty is cur
rently being targeted by the Ice Sheet Model Intercomparison for CMIP6 (ISMIP6;
Nowicki et al., 2016), a major international effort to investigate future ice sheet
evolution, constrain estimates of future global mean sea level and explore ice sheet
sensitivity to climate forcing.

Stateoftheart Earth System Models (ESMs; coupled climate models capable of
simulating the Earth’s chemical and biological processes, in addition to the physical
processes, Flato, 2011) typically operate at a resolution of 1° (∼ 100 km), which
poses a challenge for studies with a regional interest, such as GrIS surface mass
balance (SMB). For instance, the extent of GrIS ablation areas may be underesti
mated (Cullather et al., 2014). Also, there is a significant disparity between differ
ent model estimates of GrIS SMB even for models with higher resolution (Fettweis,
2018). Downscaling techniques are likely required to capture realistically the sharp
gradients of SMB with elevation in the GrIS ablation zone (Lenaerts et al., 2019).
Most common downscaling techniques for the GrIS SMB are
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1. Dynamical downscaling, as is done in regional climate models (RCMs, e.g.,
Box and Rinke, 2003; Noël et al., 2018; Fettweis et al., 2017) and recently
as regional grid refinement within ESMs (van Kampenhout et al., 2019). This
type of downscaling allows for explicit modeling of the climate at relatively
high resolution for a region of interest. Physical parameterizations need to be
readjusted over the fine grid (Hourdin et al., 2017; Schmidt et al., 2017), and
in some cases, the model physics can be better tuned for this region. A major
disadvantage of this downscaling method is the computational cost and the
dependency on another global model for lateral forcing in the case of RCMs.

2. Statistical downscaling (Hanna et al., 2005, 2011; Wilton et al., 2017) uses
elevation corrections on either SMB or components of SMB (e.g., runoff). This
type of downscaling is successful when realistic topographic gradients of SMB
or melt are captured in the model (Helsen et al., 2012; Noël et al., 2016).
However, in an ESM these gradients are typically not wellcaptured (Cullather
et al., 2014), making this technique unsuitable.

3. Hybrid downscaling, where elevation corrections are applied to components
of SMB or surface energy balance (SEB), and the full SEB and/or SMB are
explicitly calculated offline at a higher resolution. This method was used by
Vizcaíno et al. (2010) to construct a SMB field from a global climate model for
coupling to an ice sheet model.

A variant of the hybrid approach with ”online” (that is, within the ESM) im
plementation has been developed recently. This method is based on the use of
elevation classes (ECs) (Fyke et al., 2011; Lipscomb et al., 2013; Fischer et al.,
2014; Alexander et al., 2019). It simulates the SEB and SMB over glaciated sur
faces, with specific albedo and snowpack evolution for each EC. A benefit of this
”online” approach is that it is able to capture feedbacks between the downscaled
surface simulation and the atmospheric component of the ESM. This method has
been successfully applied to the simulation of historical and RCP8.5scenario projec
tions of the GrIS SMB and mass balance evolution (Vizcaíno et al., 2013; Lipscomb
et al., 2013; Vizcaíno et al., 2014a; Fyke et al., 2014a,b) with the Community Earth
System Model version 1.0 (CESM 1.0). However, the EC downscaling in itself and
its effects on the downscaled SMB and SEB components in CESM1.0 or other mod
els have not been analyzed or evaluated before. Our study aims to fill this gap in
three steps. First, we compare the simulated EC gradients of SMB and SEB compo
nents with gradients simulated by an RCM. Second, we investigate the sensitivity of
the GrIS surface mass balance simulation to the main EC downscaling parameter,
i.e., the temperature forcing lapse rate. It must be noted that our model does not
downscale precipitation. Third, as the downscaling of SMB in the ECs takes place
online within the climate model, we investigate how the EC implementation impacts
the regional climate.

Although we analyze the particular EC implementation in a specific ESM (CESM1.0),
we aim to provide an evaluation and diagnostic framework to guide future imple
mentation of EC downscaling in other climate models, for offline SMB estimates,
and/or forcing of ice sheet models.
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The paper is structured as follows: Section 2 describes the modeling setup
as well as the regional model used for evaluation. In Section 3 we present the
results. The discussion (Section 4) addresses the strengths and limitations of the EC
implementation in CESM1.0. Section 5 gives the main conclusions and the outlook.

2.2. Methods
2.2.1. CESM1.0 and EC downscaling scheme
Themodel used for this study is the Community Earth SystemModel 1.0.5 (CESM1.0)
(Hurrell et al., 2013) with all components active. The atmospheric model is the Com
munity Atmosphere Model 4 (CAM4; Neale et al., 2013) which is run at a horizontal
resolution of 0.9° × 1.25° and has a finite volume dynamical core. The land model
is the Community Land Model 4.0 (CLM4.0; Lawrence et al., 2011) which is run at
the same horizontal resolution as CAM4. Within a CLM4.0 grid cell, different land
cover types can exist. The grid cell average passed to the atmosphere is calcu
lated with an areaweighted average of the fluxes. The ocean is simulated with the
Parallel Ocean Program 2 (POP2; Smith et al., 2010) with a nominal resolution of
1°. The ocean model grid is a dipole with its northern pole centered over Green
land to prevent numerical instabilities, implying a higher effective resolution around
Greenland. Sea ice is modeled with the Los Alamos Sea Ice Model 4 (CICE4; Hunke
et al., 2010; Jahn et al., 2012) which runs on the same grid as the ocean. The ice
sheet model in CESM1.0 is the Glimmer Community Ice Sheet Model 1.0 (CISM1.0;
Rutt et al., 2009; Lipscomb et al., 2013), with a default resolution of 5 km. For
the simulations performed in this study, the GrIS ice thickness and extent does not
evolve, i.e. it is static. A static ice sheet surface that corresponds to presentday
observations (Bamber et al., 2013) is used to downscale SMB, energy fluxes and
other quantities at the land/atmosphere interface through the EC scheme.

The main steps for the EC calculation in an ESM are as follows

1. A set of elevation classes are defined for each (partially) glaciated grid cell in
the land model.

2. A selected set of atmospheric variables are downscaled by applying simple
elevation corrections (typically, prescribed lapse rates).

3. The land model calculates the SEB and SMB per EC.

4. EC outputs are areaaveraged per grid cell, and these averages are coupled
to the atmospheric component.

In the following, the EC calculation is described in more detail. SMB calculations
in CESM1.0 are done in CLM4.0 through ECs using the CLM4.0 snowpack mass
balance scheme. EC downscaling accounts for subgrid elevation variability. SMB is
explicitly calculated at multiple surface elevations to force the higher resolution ice
sheet model. The EC calculation is activated in the glaciated fraction of any grid cell
with total or partial glacier coverage within a predefined region of interest (e.g.,
Greenland for the present study).
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The EC method takes subgrid surface elevation data from the ice sheet model
and bins them into 𝑛 ECs. In this study, 𝑛 is 10 and the 𝑛+1 boundaries are fixed at
0, 200, 400, 700, 1000, 1300, 1600, 2000, 2500, 3000 and 10000 m elevation a.s.l.
The choice of 𝑛=10 was motivated by a compromise between computing time and
increased (vertical) resolution. Offline test showed this number to be appropriate,
and is the default for CESM1.0. After this binning, CLM4.0 calculates the relative
weight of each EC within a given grid cell, as well as the mean topography for each
EC. The weight of each EC within a grid cell is determined by the area of the high
resolution topography dataset that lies within an EC. These weights are used to
calculate the grid cell average that will be output of CLM4.0 and coupled to CAM4,
as well as for the interpolation of SMB and ice sheet surface temperature (which
is equivalent to the temperature at the bottom snow/ice layer in CLM), which are
standard forcings for ice sheet models (Goelzer et al., 2013).

Through the coupling with the atmosphere model, CLM4.0 receives surface in
coming shortwave and longwave radiation, precipitation, 10m wind, relative and
specific humidity, surface pressure, and 2m air temperature. Incoming radiation,
precipitation (which has a complex variation with elevation; Noël et al., 2016), and
wind are kept constant across all ECs within a grid cell. In contrast, the method
downscales nearsurface (2m) air temperature to the ECs with a default lapse rate
of 6 K km−1, and specific humidity is downscaled by assuming the relative humidity
to be constant with elevation (Lipscomb et al., 2013). At each EC, an energy bal
ance model is used to calculate the surface energy balance every 30 minutes (SEB;
W m−2) as

𝑀 = 𝑆𝑊𝑖𝑛(1 − 𝛼) + 𝐿𝑊𝑖𝑛 − 𝜖𝜎𝑇4 + 𝑆𝐻𝐹 + 𝐿𝐻𝐹 + 𝐺𝐻𝐹, (2.1)

where 𝑀 is the melt energy [W m−2], 𝑆𝑊𝑖𝑛 is the incoming solar radiation [W m−2],
𝛼 is the surface albedo [], 𝐿𝑊𝑖𝑛 is incoming longwave radiation [W m−2], 𝜖 is
surface emissivity [], 𝜎 is the StefanBoltzmann constant [W m−2 K−4], 𝑇 is the
surface temperature [K], 𝑆𝐻𝐹 is the sensible heat flux [W m−2], 𝐿𝐻𝐹 is the latent
heat flux [W m−2], and 𝐺𝐻𝐹 is the subsurface heat flux into the snow or ice [W
m−2]. For these surface fluxes, positive values indicate energy transfer from the
atmosphere to the land surface, and from the subsurface to surface for 𝐺𝐻𝐹. Snow
albedo is calculated based on snow grain size, depth, density, and other properties
(Flanner and Zender, 2006). The first term on the righthand side of Eq. (2.1) is the
net solar radiation, and the sum of the second and third term on the righthand side
is the net longwave radiation. As a result of the SEB calculation, CLM4.0 calculates
prognostic temperature, wind, relative humidity, and other quantities, taking into
account the simulated exchanges of heat and moisture and surface roughness.

Additionally, the SMB (mm water equivalent yr−1, referred to as mm yr−1 in this
paper) is calculated at each EC, with the same frequency as the SEB calculation, as

𝑆𝑀𝐵 = 𝑆𝑁𝑂𝑊 + 𝑅𝐸𝐹𝑅 −𝑀𝐸𝐿𝑇 − 𝑆𝑈𝐵𝐿, (2.2)

where 𝑆𝑁𝑂𝑊 refers to the snowfall rate, 𝑅𝐸𝐹𝑅 is the refreezing rate of snowmelt
and rainfall, 𝑀𝐸𝐿𝑇 is the sum of snow and ice melt rates, and 𝑆𝑈𝐵𝐿 is the rate of
sublimation/evaporation minus deposition/condensation. Rain and meltwater that
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do not refreeze are routed to runoff. For further details on the calculation of SEB and
SMB, see Vizcaíno et al. (2013). Total snow mass is limited to 1 m water equivalent,
so that any precipitation falling on 1 m of snow will be routed to the ocean. This
is to avoid snowmass to grow infinitely, as the model does not include snowtoice
compaction physics.

The resulting SMB is interpolated onto the ice sheet grid, in two steps: first,
with a bilinear horizontal interpolation per EC, and second with a vertical linear
interpolation between two ECs (above and below), based on the ice sheet model
highresolution topography.

2.2.2. Simulations design
We perform four CESM1.0 simulations with an identical setup, except for a different
temperature lapse rate forcing to the ECs. The lapse rate forcing is the same across
all ECs and varies only between simulations. These four lapse rates are 1 K km−1,
4 K km−1, 6 K km−1 (default) and 9.8 K km−1, and we refer to the corresponding
simulations as EC1K, EC4K, EC6K, and EC9.8K, respectively. EC1K is chosen to
represent minimal activation of the EC calculation. EC4K is chosen as a lapse rate
forcing between EC1K and EC6K that is close to the summer lapse rate over the
Greenland ice sheet as estimated from observations (e.g., Fausto et al., 2009). As
the upper limit of the magnitude of the lapse rate, 9.8 K km−1 (dry adiabatic lapse
rate) is used.

All simulations start in 1955 from a CMIP5 historical run that is evaluated in
detail in Vizcaíno et al. (2013) (which also describes the spinup procedure and the
setup for the EC6K) and run to 2005. All CESM1.0 model components are allowed
to vary freely. The first 10 years are used for model adjustment to the new lapse
rate, leaving the period 19652005 for analysis.

2.2.3. RACMO2.3 and the evaluation procedure
For evaluation of the EC downscaled simulation of SEB and SMB, we compare with
the dynamical downscaling in the Regional Atmospheric Climate Model version 2.3
(RACMO2.3; Noël et al., 2015) with a horizontal resolution of ∼ 11 km, and forced by
the ERAInterim reanalysis (Dee et al., 2011). We analyze the period between 1965
and 2005 for both RACMO2.3 and CESM1.0. As we are only comparing CESM1.0
simulations with identical initial conditions, we are likely to sample a different real
ization of climate variability than the reanalysis forced RACMO2.3. RACMO2.3 has
been successfully evaluated in multiple studies by comparison with insitu and re
mote sensing observations (Ettema et al., 2009, 2010; Ran et al., 2018). Version 2.3
includes updates in cloud microphysics, surface and boundary layer microphysics,
radiation and precipitation (Noël et al., 2015). For the latter, precipitation falls
exclusively as snow when nearsurface temperatures are between 7°C and 1°C.

For the comparison, we use SEB and SMB components simulated at each EC
with those simulated at the native grid of RACMO2.3. For CESM1.0, this results
in between 1 and 10 values per CLM4.0 grid cell, depending on subgrid elevation
heterogeneity. We subtract each EC value of SEB or SMB component from the grid
cell average, as well as the corresponding EC topographic height from the CLM4.0
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mean height. We subtract these averages to only capture gradients within each grid
cell, and to reduce the effect of internal climate variability. With these differences,
we calculate a linear function with elevation. The slope term of the linear function
will be referred to as the gradient. To generate these gradients for RACMO2.3, we
first cluster RACMO2.3 model output from the 11 km native grid onto the CLM4.0
grid (∼ 100 km). We then calculate averages for each RACMO2.3 SEB/SMB com
ponent and surface elevation over the coarse CLM4.0 grid cells. We subtract these
averages from the native original values, and we construct the gradients via a linear
fit. In this way, up to 56 RACMO2.3 grid cells are mapped into each CLM4.0 grid
cell giving a total of 13,311 points for evaluation. For CLM4.0, the resulting number
of points is 1,551.

For comparison of the overall downscaled SMB in CESM1.0 to a previous RACMO
version (2.1), and an evaluation of the simulation at the mean elevation, see Viz
caíno et al. (2013).

2.3. Results
2.3.1. Processbased comparison of EC and dynamical down

scaling
We use CESM1.0 output from a simulation using the default lapse rate forcing of
6 K km−1 (EC6K). Figure 2.1 illustrates the comparison of the downscaled SEB
component gradients for CESM1.0 ECs and RACMO2.3 RCM. Regression slopes 𝑚
(gradients) and 𝑟values (correlation with elevation) are given in Table 1.

In CESM1.0, incoming solar radiation is not downscaled. As a result, all ECs
within a grid cell receive the same amount as simulated by the atmospheric com
ponent. In reality, however, incoming shortwave radiation generally increases with
elevation as a result of thinner clouds (van den Broeke et al., 2008; Ettema et al.,
2010). RACMO2.3 simulates the incoming shortwave elevation gradient as 15.1
W m−2 km−1 (Table 2.1, Fig. 2.2a), giving less energy with decreasing elevation.
On the other hand, for the absorbed solar radiation (Eq. 2.1), albedo variations
generally dominate over the variations in incoming solar radiation. The albedo gra
dient (Fig. 2.1a) is underestimated in CESM1.0 (0.019 km−1, lower albedo with
decreasing elevation) when compared to RACMO2.3 (0.081 km−1). Part of this dif
ference may be explained through CESM1.0 not being able to capture the anomalies
(0.35 to 0.20, Fig. 2.1a) corresponding to very low albedos in RACMO2.3. These
differences in the models arise from the treatment of albedo during bare ice ex
posure. Both models treat snow albedo in a sophisticated fashion (Flanner and
Zender, 2006). On the other hand, CESM1.0 and RACMO2.3 treat bare ice albedo
quite differently. CESM1.0 uses a fixed value of 0.50 (0.60 for visible light and 0.40
for nearinfrared radiation) while RACMO2.3 uses albedo from satellite observations
(Noël et al., 2015), which can be as low as 0.30 for the simulated period. The albedo
in RACMO2.3 is better correlated with elevation (𝑟=0.60) than CESM1.0 (𝑟=0.35).
As a result of the underestimated gradients in both downwelling shortwave and
albedo in CESM1.0, the net solar radiation gradient is also underestimated: 3.5 W
m−2 km−1 (CESM1.0) compared to 19.6 W m−2 km−1 (RACMO2.3), as illustrated
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Figure 2.1: Comparison of EC downscaling (simulation EC6K, blue) versus dynamical downscaling in a
RCM (RACMO2.3, black) for several summer (JJA) SEB components and nearsurface climate, a) albedo,
b) net solar radiation (W m−2), c) net longwave radiation (W m−2), d) sensible heat flux (W m−2), e)
latent heat flux (W m−2) and f) melt energy (W m−2). The x values show deviation of surface elevation
(m) from the coarse grid cell (∼ 100 km) mean, and the y values show deviation of the physical quantity
from the grid cell mean. In plots (b) through (f), positive y values indicate more energy available for
melting. Melt energy (f) is the sum of the radiation and turbulent flux in terms in (b) through (e), plus
the ground heat flux (not shown). The lines represent leastsquares linear regression. The annotated
𝑚 is the leastsquares linear regression gradient (W m−2 km−1 or km−1 for albedo), 𝑟 is the correlation
coefficient.
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Figure 2.2: Same as figure 1, for summer SEB components from EC6K (blue) and RACMO2.3 (black).
a) Incoming solar radiation (W m−2), b) outgoing solar radiation (W m−2), c) incoming longwave radi
ation (W m−2) and d) outgoing longwave radiation (W m−2). The lines represent leastsquares linear
regressions. The annotated 𝑚 is the leastsquares linear regression gradient (mm yr−1 km−1, 𝑟 is the
correlation coefficient.
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Table 2.1: Gradients (𝑚) and correlation with elevation (𝑟; unitless) of surface energy and mass balance
components as simulated through EC downscaling in CESM1.0. Values correspond to JJA (energy) and
annual (mass) averages for the period 19652005. Melt energy is the sum of the net shortwave and
longwave radiation and the heat fluxes. Surface mass balance is the sum of snowfall and refreezing,
minus melt and sublimation.

RACMO2.3 CESM1.0
𝑚 𝑟 𝑚 𝑟

Surface energy balance components
Incoming solar radiation (W m−2 km−1) 15.1 0.72 0.0 
Albedo (km−1) 0.081 0.60 0.019 0.35
Net solar radiation (W m−2 km−1) 19.6 0.61 3.5 0.30
Incoming longwave radiation (W m−2 km−1) 17.6 0.81 0.0 
Net longwave radiation (W m−2 km−1) 3.1 0.30 8.9 0.76
Sensible heat flux (W m−2 km−1) 3.8 0.42 12.8 0.77
Latent heat flux (W m−2 km−1) 0.2 0.02 10.8 0.76
Ground heat flux (W m−2 km−1) 0.4 0.05 2.1 0.46
Melt energy (W m−2 km−1) 26.3 0.70 16.0 0.61
Surface mass balance components
Snowfall (mm yr−1 km−1) 218 0.26 0 
Melt (mm yr−1 km−1) 717 0.70 425 0.58
Refreezing (mm yr−1 km−1) 129 0.45 62 0.49
Sublimation (mm yr−1 km−1) 13 0.27 47 0.75
Surface mass balance (mm yr−1 km−1) 369 0.28 439 0.58

in Fig. 2.1b. In other words, the absorbed solar energy increases strongly with
decreasing elevation for RACMO2.3, but only weakly for CESM1.0.

The downscaled net longwave radiation (difference between incoming and out
going longwave radiation, Eq. 2.1) in CESM1.0 has an opposite elevation gradient
(8.9 W m−2 km−1) compared to RACMO2.3 (3.1 W m−2 km−1) as shown in Fig.
2.1c. That is, the net longwave energy available for melting increases with lower
elevation for RACMO2.3, but decreases with lower elevation for CESM1.0. The rea
son for this difference is that CESM1.0 does not downscale the incoming longwave
radiation, while RACMO2.3 simulates a gradient of 17.6 W m−2 km−1 with a rela
tively high correlation with elevation (𝑟=0.81, Fig. 2.2c, Table 2.1). This negative
correlation in RACMO2.3 is caused by thicker clouds as well as higher water vapor
and atmospheric temperatures at lower elevations (van den Broeke et al., 2008;
Ettema et al., 2010). As the outgoing thermal radiation depends on the surface
temperature, both models simulate negative gradients (Fig. 2.2d). The result is a
positive gradient for the net longwave in CESM1.0. In RACMO2.3, the magnitude
of the outgoing longwave gradient is smaller than the incoming longwave gradient,
resulting in a net negative gradient. Due to the complex relationship between the
different components of the longwave radiation, the net longwave has a low cor
relation with elevation in RACMO2.3 (𝑟=0.30). In contrast, CESM1.0 simulates a
high correlation (𝑟=0.76) as the surface temperature gradient directly controls the
net longwave gradient. The net radiation gradient in CESM1.0 is 5.4 W m−2 km−1

and in RACMO2.3 is 22.6 W m−2 km−1 (Table 2.1).
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In summary, biases in the downscaling of net radiation in CESM1.0 are due to
null gradients of incoming radiation in the model, and weaker albedo gradients. As
a result, the gradient is dominated by the outgoing longwave gradient in CESM1.0,
whereas by the albedo and incoming longwave gradients in RACMO2.3.

Next, turbulent fluxes of latent and sensible heat are examined, as well as their
contribution to the available melt energy with respect to radiation. The gradients
of sensible and latent heat fluxes are negative in both models (Table 2.1); more
energy is available for melting at lower elevation. The sensible heat flux gradient
is stronger than the latent heat flux gradient and shows a larger spread of values
(Fig. 2.1d,e.). In CESM1.0, this is a result of the elevation correction applied to the
nearsurface temperature (lapse rate). This correction increases atmospheric tem
perature and specific humidity at lower ECs and decreases them at higher ECs within
each coarse grid cell. In RACMO2.3, these heat flux gradients are smaller and less
correlated with elevation (𝑟=0.42 and 𝑟=0.02, for sensible and latent heat fluxes,
respectively) than in CESM1.0 (𝑟=0.77 and 𝑟=0.76). Stronger sensible and latent
heat gradients in CESM1.0 appear to compensate for most of the underestimation
of the radiation gradients (Fig. 2.1c,d,e.), resulting in a melt energy gradient (16.0
W m−2 km−1) which is similar in magnitude and sign as RACMO2.3 (26.1 W m−2

km−1; Fig. 2.1f, Table 2.1).
Figure 2.3 compares snowfall, surface melt, refreezing, and SMB gradients be

tween the two models. While CESM1.0 does not downscale snowfall, RACMO2.3
simulates an elevation gradient of 218 mm yr−1 km−1 that has little correlation
with elevation (𝑟=0.26), possibly due to the competition of the dominant effect
of heightdesertification (less snowfall at higher elevations due to colder and drier
air), orographic forcing of snowfall, and small scale atmospheric circulation features
(Ettema et al., 2009). Consistent with the melt energy gradients, the surface melt
gradient in RACMO2.3 is 717 mm yr−1 km−1 while for CESM1.0 it is 425 mm yr−1

km−1 (Table 2.1).
The CESM1.0 refreezing gradient (62 mm yr−1 km−1) is in disagreement with

RACMO2.3 (129 mm yr−1 km−1 and Fig. 2.3c). CESM1.0 simulates a positive gra
dient, implying increasing refreezing at higher ECs despite reduced melt rates. We
hypothesize that at low elevation ECs, this is due to limited refreezing capacity in
CLM4.0, as a result of the limited snow depth (Section 2.2.1). On the contrary, at
the higher ECs, where the melt is lower, refreezing is favored due to lower snow
temperatures, more available pore space and thicker snowpacks. The overestima
tion of rainfall at higher elevation (Vizcaíno et al., 2013) may also be an important
factor. In contrast to CESM1.0, RACMO2.3 simulates a negative gradient of 129
mm yr−1 km−1 (Table 2.1), suggesting a dominant control from the increased melt
ing at lower elevation. As the refreezing gradient results from the combination
of opposite gradients, i.e., available meltwater and available refreezing capacity,
the correlation with elevation is low in RACMO2.3 (𝑟=0.45, Table 2.1). It is simi
larly low in CESM1.0, in part due to lower correlation for the melt gradient than in
RACMO2.3.

Regardless of substantial differences in melt gradients in both models, the SMB
gradient is relatively close (Fig. 2.3d; CESM1.0: 439 mm yr−1 km−1 and RACMO2.3:
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Figure 2.3: Same as figure 1, for annual SMB components from EC6K (blue) and RACMO2.3 (black). a)
Snowfall (mm yr−1), b) Surface melt (mm yr−1), c) refreezing (mm yr−1) and d) surface mass balance
(mm yr−1). Surface mass balance is the sum of snowfall (a) and refreezing (c), minus the surface melt
(b) and sublimation (not shown). The lines represent leastsquares linear regressions. The annotated
𝑚 is the leastsquares linear regression gradient (mm yr−1 km−1), 𝑟 is the correlation coefficient.
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369 mm yr−1 km−1, Table 2.1). CESM1.0 compensates for underestimation of the
melt gradient with the snowfall and refreezing gradients (in order of importance, see
Table 2.1). In addition to the snowfall contribution of +218 mm yr−1 km−1 to the
CESM1.0 SMB gradient difference with RACMO2.3, the difference in the refreezing
gradient contributes with +191 mm yr−1 km−1. The higher elevation correlation of
SMB with elevation in CESM1.0 (𝑟=0.58) compared to RACMO2.3 (𝑟=0.27) is due
to the null precipitation gradient in CESM1.0.

In summary, the EC method in CESM1.0 with the default lapse rate of 6 K
km−1 (EC6K) is approximately reproducing SMB gradients of RCM RACMO2.3. The
EC method partially compensates for the biases in radiation downscaling with an
overestimated turbulent heat flux gradient. The resulting melt energy gradients,
however, are still lower than in RACMO2.3. However, the EC method compensates
for this in the net SMB gradient due to lack of snowfall downscaling (leading to
a more positive gradient relative to RACMO) and a positive bias in the refreezing
gradient.

2.3.2. EC downscaling sensitivity to lapse rate of temperature
forcing

Figure 2.4 shows how the most relevant energy fluxes and SMB respond to different
lapse rate forcings. With a larger lapse rate forcing, the simulated sensible heat flux
gradient is stronger, from 3.2 W m−2 km−1 in EC1K to 20.0 W m−2 km−1 in EC
9.8K (Fig. 2.4 ad). This implies that the stronger the lapse rate forcing, the more
heat is redistributed from upper to lower elevations. The correlation with elevation
only increases marginally when increasing the lapse rate forcing (Fig. 2.4 ad).

Albedo gradients are sensitive to lapse rate forcing, from close to zero gradients
in EC1K to 0.029 km−1 in EC9.8K (Fig. 2.4 eh). Even with the maximum lapse
rate forcing, CESM1.0 is only able to produce an albedo gradient that is 35% of the
RACMO2.3 gradient. Albedo gradients are triggered by surface temperature and
melt gradients resulting from turbulent heat flux gradients. In the case of EC1K,
the turbulent heat flux gradient is not sufficient to trigger substantial albedomelt
feedback. Downscaled albedos have a variation range of similar magnitude in EC4K
and EC6K, however more points in EC6K have nonnull variations.

The combined effects of the turbulent heat flux gradients and the associated
albedo gradients result in higher melt energy gradients with higher lapse rate forcing
(Fig. 2.4 il). The melt energy gradient in EC1K is 3.5 W m−2 km−1 which is very
similar to the sensible heat flux gradient (3.2 W m−2). With higher lapse rate
forcings, the difference between melt energy and sensible heat gradients becomes
larger, which is interpreted as an effect of the albedomelt feedback.

The melt energy gradient as simulated by RACMO2.3 is best matched with EC
9.8K (Figure 2.4, Table 2.1). However, EC6K matches the SMB gradient best (SMB
gradients for EC1K, EC4K, and EC9.8K are 110, 310 and 711 mm yr−1 km−1, Fig.
2.4, compare with Table 2.1). This is explained by compensation from the snowfall
and refreezing gradients.

Figure 2.5 compares the downscaled SMB maps on the ice sheet model grid (5
km resolution) for the four lapse rates and RACMO2.3 (11 km resolution). Spatially,
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Figure 2.4: Comparison of 19652005 summer (JJA) downscaled energy fluxes among four simulations
with different elevation corrections for the atmospheric temperature forcing. The first column corre
sponds to EC1K, the second to EC4K, the third to EC6K and the last to EC9.8K for ad) sensible heat
flux (W m−2), eh) albedo (), il) melt energy (W m−2), and mp) surface mass balance (mm yr−1). The
x and yvalue represent deviation of surface elevation and energy component for each data point with
respect to the climate model grid (∼ 100 km) mean. The lines represent leastsquares linear regressions.
The annotated 𝑚 is the leastsquares linear regression gradient (W m−2 km−1 or km−1 for albedo), 𝑟
is the correlation coefficient.
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Figure 2.5: Climatological (19652005) SMB for RACMO2.3 (a), CESM1.0 downscaled to 5 km (b), and
SMB anomalies (c, d, e) (mm yr−1) using lapse rates c) 1 K km−1, d) 4 K km−1 and e) 9.8 K km−1.
Anomalies are with respect to the default lapse rate of 6K km−1. Solid black contour shows the ice
sheet margin. Elevation contours (dashed) are plotted every 500 m. The black line shows the ice sheet
margin. Black dots show where differences are significant at the 95% level according to a student ttest.
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the largest responses to a varying lapse rate occur along the margin of the ice sheet,
and close to the equilibrium line (Fig. 2.5c,d,e). At the margins, a low lapse rate
leads to a higher SMB with respect to EC6K in a very narrow band of only 1020
km, due to the aforementioned relatively low turbulent fluxes and weak albedo
temperature feedbacks. In the EC9.8K, this effect becomes opposite resulting in
a similarly narrow band of lowered SMB (blue rim). Further inland, this extreme
lapse rate leads to larger areas with higher SMB, as higher melt energy gradients
reduce melt at high elevation ECs.

Larger lapse rates result in reduced ablation area, from 16.4% of the GrIS in
EC1K to 13.0% in EC9.8K (Table 2.2. This reduction is due to an enhanced melt
gradient (Fig. 2.4 il), reducing melt at higher ECs and resulting in a lower equilib
rium line altitude (ELA, where SMB equals zero), and reduces interannual variability
(although only mildly, from 4.0% to 3.0%). Due to this expansion of the accumula
tion area with higher lapse rates, the total SMB of the accumulation area increases
(Table 2.2), although within the standard deviations. For the SMB of the ablation
area, the area reduction is partially compensated with higher specific (local) abla
tion rates for higher lapse rates, resulting in the most negative SMB in the ablation
area for EC4K. The total SMB is the sum of the SMB for ablation and accumulation
areas, and it is maximum for EC6K. The SMB for EC6K is at the same time the
closest to RACMO2.3, also for the standard deviation. However, the range of varia
tion of the mean total SMB across the four simulations is not large and is within the
standard deviations. As an additional note of caution, the values in Table 2.2 result
from four simulations with independent atmospheric simulation, perhaps sampling
different segments of, e.g., multidecadal precipitation variability (Bromwich et al.,
2001), and therefore reflect more than just the effect of the lapse rate choice.

To summarize, lapse rates lower than EC6K result in larger ablation areas and
lower integrated SMB. These results indicate a dominant effect on the CESM1.0 ELA
simulation of higher melt rates at high elevation ECs versus reduced melt rates at
low elevation ECs.

To complete this sensitivity investigation, we compare “prognostic” nearsurface
temperature gradients across the four simulations (Table 2.2). This prognostic tem
perature is calculated per EC within each CLM4.0 time step and is a result of heat
and moisture exchange between surface and atmosphere. Therefore it differs from
the prescribed lapse rate forcing. The prognostic temperature gradients are lower
in magnitude than the respective lapse rate forcing for all CESM1.0 simulations.
The magnitude of the JuneAugust (JJA) gradient is also less than for December
February (DJF) and is approximately half of the forcing lapse rate. The former is
also the case for RACMO2.3. The simulation EC9.8K gives the prognostic temper
ature gradient closest to RACMO2.3, which is in between the EC6K and EC9.8K
gradients. It is remarkable that the simulation EC4K with the lapse rate forcing
that is closest to the observational summer gradient (4.7 K km−1, Fausto et al.
(2009)) and RACMO2.3 (4.3 K km−1) is however not the simulation with the closest
prognostic gradient.
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2.3.3. Impact of the EC calculation on regional climate simu
lation

Next, we examine how the EC calculation in the land component (CLM4.0) affects
the simulation of Arctic climate in CESM1.0. If the EC method is active in CLM4.0,
subgrid gradients in the ice sheet surface budget are coupled to the atmosphere
model (and via the atmosphere to other components) during runtime. We compare
two simulations for this analysis. The EC1K simulation serves as the control as it
represents the simulation closest to nonactive EC downscaling, which is the stan
dard for most CMIP5 ESMs. The EC6K is used to assess the climatic effect of using
the EC method. Figure 2.6 shows differences in selected climate variables between
EC6K and EC1K.

Nearsurface temperatures decrease over large parts of the GrIS and on average
by 0.9 K in EC6K with respect to EC1K (Fig. 2.6a,b and Table 2.3). This relative
cooling in EC6K is due to two factors. First, because the atmospheric topography
(the topography used by the atmospheric component) is more smoothed than the
topography in the icesheet covered land grid cell, the atmospheric mean elevation
per grid cell is lower than the land model mean elevation per grid cell. This gives
higher ECs a higher areal weight per grid cell. Second, the characteristic quasi
parabolic shape of the ice sheet contributes to this areal effect. This results in
the dominance of the net (negative) energy anomalies from high elevation ECs.
Maximal cooling coincides with areas of rapid change in slope in the SE and NW.
Downwind advection of colder air masses from the eastern side of the ice sheet
causes mild cooling in the Greenland and the Barents Sea, which is amplified by
the growth of seaice (Fig. 2.6h).

Turbulent heat fluxes respond most strongly over the Greenland ice sheet, the
Labrador Sea and along the sea ice edges in Greenland and Barents Sea (Fig. 2.6c,d,
and Table 2.3). Significant differences over the Greenland ice sheet are collocated
with areas showing a significant decrease in air temperature. In these simulations,
the atmosphere transfers turbulent heat to the surface on average (Fig. 2.6c). The
reduction in air temperature, and consequently air humidity (not shown), results
in decreased turbulent heat transfer. Over the Barents Sea, larger seaice covered
areas cause a reduction in the heat transfer from the ocean to the atmosphere.

Net surface longwave radiation increases over the Greenland ice sheet where
the nearsurface temperature decreases (Fig. 2.6f). Over these areas, incoming
longwave radiation decreases; however, this is overcompensated for by a reduction
in emitted longwave radiation due to surface cooling.

Figure 2.7 compares nearsurface temperature, turbulent heat fluxes, net long
wave radiation and sea ice extent in EC1K and EC6K with ERAInterim over the
entire area in Fig. 2.6, with the tentative goal of assessing whether the EC method
improves or deteriorates the climate simulation. However, the differences between
EC1K and EC6K are small compared to the difference between these simulations
and ERAInterim, likely due to different realizations of internal climate variability.
This precludes a robust conclusion. For Greenland, on the other hand, an assess
ment is more reliable as the differences between the EC1K and EC6K simulations
are of the same magnitude as differences with RACMO2.3. The simulation of the
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Figure 2.6: Annual climatology (19652005) of EC1K (left column) and anomalies of EC6K with respect
to EC1K, which approximate the EC imprint (right column). a,b) nearsurface air temperature (K), c,d)
turbulent (sensible+latent) heat fluxes (W m−2), e,f) net longwave radiation (W m−2) and g,h) sea
ice concentration (). Black dots indicate significance at the 95% level according to a students ttest.
Positive signs for af indicate energy transfer from atmosphere to the surface.



2

40 2. Elevation classes in an Earth System Model

Table
2.3:

Sim
ulated

annual(AN
N
)
and

sum
m
er
(JJA)

G
rIS

averaged
com

ponents
of
the

surface
energy

w
ith

the
standard

deviation
in
parentheses.

The
period

considered
is
1965

to
2005.

Closest
values

to
RACM

O
2.3

are
given

in
bold.

RACM
O
2.3

EC1K
EC6K

AN
N

JJA
AN
N

JJA
AN
N

JJA
Albedo

()
0.81

(0.01)
0.78

(0.02)
0.78

(0.01)
N
earsurface

air
tem

perature
(K)

252.0
(0.8)

265.6
(0.8)

252.9
(0.8)

266.5
(0.9)

252.0
(0.8)

265.9
(0.8)

Turbulent
heat

flux
(W

m
−2)

19.1
(0.5)

2.7
(0.7)

23.2
(0.8)

3.0
(1.3)

21.1
(0.6)

0.5
(1.0)

N
et
longw

ave
radiation

(W
m
−2)

43.9
(0.9)

52.4
(2.0)

45.9
(1.2)

47.5
(3.4)

43.9
(1.0)

44.9
(2.7)

M
elt
energy

(W
m
−2)

2.8
(0.5)

10.2
(1.9)

3.5
(0.8)

12.4
(3.1)

3.2
(0.6)

11.6
(2.4)



2.3. Results

2

41

Figure 2.7: Annual means of selected climate variables in the simulations EC1K (“No elevation classes”,
blue) and EC6K (“elevation classes”, red), and ERAInterim (only 19792005, black) for reference. The
data are areaweighted averages (integrated for seaice) for the region in Fig. 2.6.
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GrISaveraged annual and summer nearsurface air temperature is improved in EC
6K, using RACMO2.3 as a reference, as well as the net longwave radiation, melt
energy, and (only annual) turbulent heat flux (see bold values in Table 2.3). The
simulated cooling partially counteracts the temperature overestimation in the ESM
due to topographic smoothing, resulting in a close fit to RACMO2.3.

2.4. Discussion

T his study has evaluated for the first time the EC method for SMB downscaling
from a global climate model of ∼ 100 km resolution to the much higher reso

lution (5 km) of an ice sheet model. Other studies (e.g., Alexander et al., 2019)
have evaluated the effect of implementing ECs on the coarse grid cell, but not at
the subgrid resolution as done here. This evaluation uses gradients of SEB and
SMB components as the primary metric. These gradients are obtained by linear
regression of the components on subgrid elevations in all GrIS grid cells. While
this provides a systematic framework of comparison, it does not account for rel
evant nonlinear elevation variations for SMB gradients (e.g., Helsen et al., 2012;
Noël et al., 2016) and SMB components (e.g., precipitation); or heterogeneity aris
ing from different Greenland climate subregions, local influences on climate (e.g.
proximity of tundra, valleys, fjords), or proximity to the ELA.

We justify our comparison with the RCM as dynamical downscaling is the most
advanced downscaling technique as shown in numerous evaluations (e.g., Ettema
et al., 2010; Noël et al., 2015). However, one of the limitations of comparing with
a RCM is that unlike an ESM, the RCM is laterally forced with reanalysis. Also, there
are fundamental differences in the physical schemes and simulated climate com
ponents between the ESM and RCM compared here. Additionally, RACMO2.3 has
some welldocumented biases, e.g., an underestimation of net longwave radiation,
which is compensated by the sensible heat flux (Ettema et al., 2010; Noël et al.,
2015). Further, the RACMO2.3 model was forced at its lateral boundaries by ERA
Interim reanalysis (Dee et al., 2011), which limits the “intrinsic” or “natural” climate
variability compared to an ESM. Therefore, a more systematic comparison could be
made by forcing a RCM with the same ESM where the EC method is implemented.

As a result of the combination of EC downscaling and advanced snow physics
(Lipscomb et al., 2013), CESM1.0 shows high skill in simulating GrIS climate com
pared to samegeneration global climate models/earth system models (Cullather
et al., 2014). The ability to realistically represent GrIS SMB in ESMs has been
utilized for projections of future SMB change (Vizcaíno et al., 2014a; Fyke et al.,
2014a,b), without a RCM for additional dynamical downscaling. Reliable simulation
of the GrIS surface climate at ESM resolution enables exploration of the interac
tion between the highresolution surface simulation and other climate components
(e.g., atmosphere, ocean, seaice).

While the EC method in CESM1.0 realistically simulates SMB gradients, we have
shown here major deficiencies in the simulation of individual gradients of surface
energy and mass balance components compared to RACMO2.3. This is an important
caveat for modelers who may need to calculate the SMB from individual components
of the energy or mass balance, e.g., to perform corrections for one atmospheric
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forcing field. It also limits the possibility to investigate individual processes at a
higher resolution. In the following, we discuss the relative importance and possible
fixes of the biases in these individual processes as identified for CESM1.0.

1. CESM1.0 does not capture low enough albedo values due to the use of a sin
gle fixed ice albedo, while bare ice has a broader range of albedos (Alexander
et al., 2014). We recommend therefore the use of spatially varying ice albe
dos, e.g., to simulate the impacts of impurities on ice ”darkening” (Wientjes
et al., 2011; Ryan et al., 2018).

2. The EC scheme in CESM1.0 does not downscale incoming radiation, despite
the fact that it varies over small scales at the GrIS surface (van den Broeke
et al., 2008; Van Tricht et al., 2016a). The lack of downward longwave down
scaling leads to an underestimation of net radiative energy at low elevation
ECs and an overestimation at high elevation ECs. We recommend downscaling
of incoming radiation to reduce overcompensation from the turbulent heat
fluxes gradients and more realistically capture radiationsnowice interactions
such as shortwavegenerated subsurface snowmelt.

3. Since snowfall has no elevation corrections in CESM1.0, smallscale orographi
cally induced precipitation, heightdesertification effects, and small scale vari
ations in the rain to precipitation ratio are not captured. Designing realistic
and effective elevation corrections for precipitation is a challenging task as
the precipitation’s correlation with elevation is spatially highly variable over
the GrIS (Noël et al., 2016). To account for finescale variations in the rain
to precipitation ratio with a simple parameterization, we propose the imple
mentation of a scheme relating the phase of precipitation with atmospheric
nearsurface temperature, similarly as in Noël et al. (2015).

4. CESM1.0 does not realistically simulate the refreezing gradient, mainly due
to limited snow mass in the CLM4.0 snowpack and biased high rainfall rates
at high elevations. A realistic simulation of refreezing is key in modeling the
response time of an ice sheet to a changing climate (van Angelen et al., 2014)
as it acts as a buffer for meltwater to run off the ice sheet surface. A more
physically based treatment of snow could be used with a snow densification
scheme that does not impose a maximum allowed snow depth. An interme
diate approach is using relatively large snow and firn depths. As an example
along this line, the maximum snow depth can be increased, as in the version
5.0 of CLM, with respect to CLM4.0 due to the further development of the
snow scheme to allow for realistic firn simulation (van Kampenhout et al.,
2017).

Assessing the optimal choice of lapse rate forcing proves challenging. In this
study, the EC1K results in the turbulent heat flux gradients closest to RACMO2.3
(Fig. 2.4a), but almost null melt energy and SMB gradients. EC4K does not stand
out in any way. EC6K results in the most realistic SMB gradients, despite EC
9.8K comparing the best with RACMO2.3 for the melt gradient. This discrepancy
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is because CESM1.0 does not downscale snowfall which has an opposite slope to
the melt gradient. For the downscaled SMB, EC6K and EC9.8K give fairly similar
results, making it hard to distinguish one or the other as the best choice. Further
improvements of the physical representation of SMB processes at the EC scale might
allow for a better identification of an observationally constrained optimal lapse rate.

Global climate models often have warm biases over high areas like the ice sheets,
due to topographic smoothing. Here we showed that the EC implementation in
CESM1.0 results in moderate cooling over Greenland, which fully compensates for
the warm bias in CESM1.0 when compared to the RCM. The cooling pattern from
the EC method is similar to that of Franco et al. (2012) who explored the sensitivity
of the simulated GrIS surface climate to horizontal resolution with a RCM.

2.5. Conclusions

T he EC downscaling as implemented in CESM1.0 results in realistic GrIS SMB gra
dients as shown through comparison with a stateoftheart RCM. In CESM1.0,

high turbulent heat flux gradients compensate for absence of incoming radiation
downscaling. Explicit simulation of snow albedo enables the albedomelt feedback
which is shown to contribute to realistic melt gradients and consequently realistic
SMB gradients. Therefore, we conclude that the EC classes method in CESM1.0 effi
ciently generates a realistic downscaled SMB, despite the fact that only temperature
and humidity are downscaled.

Our sensitivity experiments show that a larger lapse rate for the temperature
correction results in higher melt energy gradients, as expected. As a consequence
of these gradients, ablation areas narrow in CESM1.0, although this result may be
different for other models or ice sheet topographies. In turn, this leads to a general
cooling downwind of Greenland and an increase in sea ice cover over the Greenland
Sea and the Barents Sea. For future implementations of the EC classes within ESMs,
we recommend evaluation of the effects on regional climate simulation.

Future improvements of the EC method could be headed towards realistic down
scaling of the individual surface energy and mass budget components. Some con
crete examples include, (1) a lower and/or spatially varying albedo; (2) downscaling
of incoming radiation; (3) downscaling of precipitation phase; and (4) development
of more adequate snowpack parametrizations for realistic representation of e.g.,
snow compaction, firn, and refreezing, fit for polar conditions. Some of these im
provements are implemented in CESM2, where a lower albedo of 0.4 for bare ice is
prescribed, downscaling of downwelling longwave radiation with a fixed lapse rate
of 32 W m−2 km−1, a rainsnow repartition based on nearsurface temperature and
improved snow representation for ice sheets (van Kampenhout et al., 2017). The
effect of these changes in CESM2 on the GrIS SMB is evaluated in van Kampenhout
et al. (2020).

This study aims to guide future implementation of the EC method, providing
diagnostic metrics and evaluation methodology. We recommend in any case that
these metrics are adapted to the particular targets of scientific research to be con
ducted with each model.
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and Mechanisms for
Accelerated Greenland Ice
Sheet Surface Mass Loss

Like there’s actually need for Greenland.
You can get ice at 7eleven.

Steve Kluger

The Community Earth System Model version 2.1 (CESM2.1) is used to inves
tigate the evolution of the Greenland ice sheet (GrIS) surface mass balance
(SMB) under an idealized CO2 forcing scenario of 1% increase until stabiliza
tion at 4 × preindustrial at model year 140. In this simulation, the SMB
calculation is coupled with the atmospheric model, using a physicallybased
surface energy balance scheme for melt, explicit calculation of snow albedo,
and a realistic treatment of polar snow and firn compaction. By the end of
the simulation (years 131150), the SMB decreases with 994 Gt yr−1 with
respect to the preindustrial SMB, which represents a sealevel rise contri
bution of 2.8 mm yr−1. For a threshold of 2.7 K global temperature increase
with respect to preindustrial, the rate of expansion of the ablation area in
creases, the mass loss accelerates due to loss of refreezing capacity and

Parts of this chapter have been published in Journal of Advances in Modeling Earth Systems 12,
e2019MS002029 (2020) (Sellevold and Vizcaino, 2020).
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accelerated melt, and the SMB becomes negative 6 years later. Before accel
eration, longwave radiation is the most important contributor to increasing
energy for melt. After acceleration, the large expansion of the ablation area
strongly reduces surface albedo. This and much increased turbulent heat
fluxes as the GrISintegrated summer surface temperature approaches melt
point, become the major sources of energy for melt.

3.1. Introduction

S ince the 1990s, the Greenland ice sheet (GrIS) has lost mass (Shepherd et al.,
2012; Bamber et al., 2018a; King et al., 2018). This mass loss has further ac

celerated since around 2000 (Bamber et al., 2018a). The cumulative mass loss
from Greenland since the 2000s is equivalent to ∼ 11 mm of sealevel rise (Bam
ber et al., 2018a). Both increasing ice discharge and a decreased surface mass
balance (SMB) contribute to the mass loss. Of these, the SMB is the dominant con
tributor (van den Broeke et al., 2016; Fettweis et al., 2017), and the acceleration
in mass loss is attributed to accelerated SMB decline (Enderlin et al., 2014). Pro
posed driving mechanisms behind the accelerated surface mass loss are changes
in North Atlantic circulation (Fettweis et al., 2013b; Hanna et al., 2018; Delhasse
et al., 2018), albedomelt feedback (Box et al., 2012), depletion of firn refreezing
capacity (Vandecrux et al., 2019), and the hypsometric geometry of the GrIS (van
As et al., 2017).

State of the art models project reductions of GrIS SMB. These projections are
made with either simple positive degree day calculations (Yoshimori and AbeOuchi,
2012; Golledge et al., 2019), using regional climate models (RCM) (Rae et al., 2012;
van Angelen et al., 2013; Fettweis et al., 2013a; Franco et al., 2013; Mottram et al.,
2017) or earth system models (Vizcaíno et al., 2014a). There is a consensus among
these studies that future SMB decline is due to increased surface melt and runoff,
with a small offset due to increased snow accumulation in the interior. However,
the magnitude of the SMB decline varies greatly. Scenario uncertainty and model
sensitivity to CO2 are the greatest contributors to this uncertainty (Fettweis et al.,
2013a).

Here we present projections of GrIS SMB with the Community Earth System
Model version 2.1 (CESM2.1) under an idealized high CO2 scenario. CESM2.1 pro
duces realistic presentday GrIS SMB, both through its interactive calculation (van
Kampenhout et al., 2019) and as a driving model of RCM downscaling (Noël et al.,
2020a). The SMB is calculated in the land component and is downscaled through
elevation classes (Sellevold et al., 2019), with a prognostic albedo, and an advanced
snowmodel fit for applications to polar ice sheets (van Kampenhout et al., 2017).
This paper seeks to answer the following scientific questions: What is the modeled
SMB evolution in response to CO2? What are the mechanisms involved in the sur
face mass change? What is the impact of future changes in atmospheric circulation
on the SMB?

The model, experimental setup, and analysis methods are described in section
2. Section 3 shows an overview of projected global and Arctic changes. GrIS SMB
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projections and processes are described in section 4, with linkages to atmospheric
circulation metrics in section 5. We make a summary, discussion, and conclusions
in section 6.

3.2. Methods
3.2.1. Model
The model used for this study is CESM2.1 (Danabasoglu et al., 2020). This model
features a fully coupled atmosphere, ocean, sea ice, land, and ice sheet compo
nents. The atmospheric model is the Community Atmosphere Model version 6.
This model uses a finitevolume dynamical core at 0.9 (latitude) x 1.25 (longitude)
degrees horizontal resolution, with 32 vertical levels where the model top is at 3.6
hPa. This model features a new subgrid orographic drag parameterization (Beljaars
et al., 2004), new cloud microphysics (Gettelman and Morrison, 2015), and a new
subgrid cloud parameterization (Bogenschutz and Krueger, 2013). The ocean com
ponent is the Parallel Ocean Program version 2 (Smith et al., 2010; Danabasoglu
et al., 2012) with a nominal resolution of 1 degree. The ocean model uses 60 ver
tical levels, with a maximum depth of 5,500 m. The sea ice is simulated with the
Los Alamos Sea Ice model version 5 (Hunke et al., 2017) at the same grid as the
ocean model.

The land model is the Community Land Model version 5 (Lawrence et al., 2019).
This model now features a realistic representation of polar snow (van Kampenhout
et al., 2017), which allows for an explicit and realistic calculation of snow refreezing
and extending the snow cap from 1 m water equivalent in the previous genera
tion CESM model to 10 m water equivalent. The simulation of melt over glaciated
surfaces is done through the use of elevation classes to account for subgrid topo
graphical variations (Sellevold et al., 2019). For each of the 10 elevation classes,
the nearsurface atmospheric temperature is downscaled using a fixed lapse rate
of 6 K km−1, the nearsurface humidity is downscaled by assuming fixed relative
humidity, and the incoming longwave radiation is downscaled with a fixed lapse rate
of 32 W m−2 km−1. The phase of precipitation is also downscaled to the elevation
classes based on nearsurface air temperature. At temperatures lower than 2∘C,
precipitation falls purely as snow, at temperatures higher than 0∘C precipitation falls
exclusively as rain.

The melt is calculated at each elevation class independently with a surface en
ergy balance (SEB) scheme. The scheme computes melt energy M (in W m−2) from
the sum of radiative, turbulent, and conductive fluxes at the ice sheet surface:

𝑀 = 𝑆𝑊𝑛𝑒𝑡 + 𝐿𝑊𝑛𝑒𝑡 + 𝑆𝐻𝐹 + 𝐿𝐻𝐹 + 𝐺𝐻𝐹, (3.1)

where SW𝑛𝑒𝑡 is net shortwave radiation, LW𝑛𝑒𝑡 is longwave radiation, SHF is the
sensible heat flux, LHF the latent heat flux, and GHF the ground heat flux.

This equation can be rewritten more specifically as

𝑀 = 𝑆𝑊𝑖𝑛(1 − 𝛼) + 𝐿𝑊𝑖𝑛 − 𝜎𝑠𝑏𝜖𝑇4𝑠𝑓𝑐 + 𝑆𝐻𝐹 + 𝐿𝐻𝐹 + 𝐺𝐻𝐹, (3.2)

where SW𝑖𝑛 is the incoming shortwave (solar) radiation, 𝛼 is the albedo, LW𝑖𝑛 is the
incoming longwave radiation, 𝜎𝑠𝑏 is the Stefan Boltzman constant, 𝜖 is the surface
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emissivity, and T𝑠𝑓𝑐 is the surface temperature. For bare ice, the albedo is fixed to
0.5 in the visible spectrum and 0.3 in the nearinfrared spectrum. The snow albedo
is prognostically simulated (Flanner and Zender, 2006).

The SMB (in mm of water equivalent) is calculated at each elevation class as

𝑆𝑀𝐵 = 𝑆𝑁𝑂𝑊 + 𝑅𝐸𝐹𝑅𝐸𝐸𝑍𝐼𝑁𝐺 −𝑀𝐸𝐿𝑇 − 𝑆𝑈𝐵𝐿𝐼𝑀𝐴𝑇𝐼𝑂𝑁. (3.3)

(a) CO2 forcing (ppm)

(b) TOA radiation imbalance (W m-2)

(c) Global mean temperature anomaly (K)

(d) Near-surface temperature anomaly (K)
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Figure 3.1: Global responses in the 1PCT simula
tion. Annual average timeseries of (a) CO2 forcing
(ppm), (b) cumulative topoftheatmosphere radia
tion imbalance (W m−2), (c) global mean tempera
ture anomaly (K), and (d) map of change in global
temperatures (K) for years 131150 of 1PCT with re
spect to CTRL. Note the nonlinear color scale.

The SMB, and its components, is
then represented by the areaweighted
average across the elevation classes at
the lower resolution (same as atmo
spheric component) grid cell of the land
model.

The land ice model is the Commu
nity Ice Sheet Model (CISM) version 2.1
(Lipscomb et al., 2019). This model
has a default horizontal resolution of 4
km for the Greenland domain. In this
study, ice sheet evolution is turned off,
so CISM2.1 is used purely as a diagnos
tic model to output downscaled SMB.
The SMB downscaling from elevation
classes to CISM is done through a bi
linear horizontal interpolation and ver
tical linear interpolation. SMB in CISM
does not account for snowmass varia
tions, as in the land model, but only
variations in ice mass.

3.2.2. Simulations
The control simulation (CTRL) is a pre
industrial simulation with a fixed at
mospheric CO2 concentration of 284.7
ppm (Danabasoglu et al., 2019a). This
simulation participates in the Tier 1
simulations of the Coupled Model In
tercomparison Project (CMIP) 6 Diag
nostic, Evaluation and Characterization
of Klima (DECK) experiments (Eyring
et al., 2016). It is ∼ 1200 years long.
Here we only use the years 501650
from the CTRL simulation, as our sensi
tivity simulation is branched off at year
501 and run for 150 years. As the preindustrial simulation is at steadystate, 150
years are sufficient to sample the unforced climate variability.
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To assess the response of the GrIS SMB to CO2 forcing, we use a 1% increase in
CO2 concentration per year, until 4 × preindustrial CO2 concentration (1PCT; Dan
abasoglu, 2019b). After reaching stabilization at 1,140 ppm of CO2 concentration,
the CO2 forcing is kept constant. The simulation is 150 years long. This simulation
is also participating as a Tier 1 CMIP6 DECK simulation.

A longer simulation with the same greenhouse gas forcing and a dynamical GrIS
is analyzed in (Muntjewerf et al., 2020b). In the current study, the main focus is
on the coupling between the atmosphere and the GrIS SMB, with detailed analysis
of SMB and SEB components.

3.2.3. Analysis
Oceanic and Atmospheric Circulation Metrics
The North Atlantic Meridional Overturning Circulation (NAMOC) index is calculated
from annual values as the maximum of the overturning stream function north of
28∘N to 90∘N and below 500 m depth.

The North Atlantic Oscillation (NAO) is calculated as the leading empirical or
thogonal function (EOF) of the seasonal mean (DecemberFebruary: DJF, and June
August: JJA) sealevel pressure in the North Atlantic region (20∘N to 80∘N, and 90∘W
40∘E (Hurrell, 1995; Hurrell and Deser, 2010). The NAO index is calculated from
the resulting principal component (PC) timeseries and standardized with respect
to the index from CTRL.

To calculate the Greenland blocking index (GBI), we use the revised index from
Hanna et al. (2018). The procedure to calculate this index is as follows:

1. We make seasonal means (DJF and JJA) of 500 hPa geopotential heights
(Z500). The next steps are applied to the seasonal averages independently.

2. Calculate the areaaveraged Z500 over the Greenland region (60∘N to 80∘N,
and 80∘W to 20∘W)

3. Calculate the areaaveraged Z500 over the Arctic region (60∘N to 80∘N)

4. Subtract the Arctic averaged Z500 from the Greenland Z500.

5. The resulting timeseries is standardized with respect to the CTRL.

The North Atlantic jet latitude is calculated with the formula from Woollings et al.
(2010). The calculation is as follows:

1. Daily zonal winds at 700 hPa, 775 hPa, 850 hPa, and 925 hPa are vertically
averaged

2. We extract data in the region 15∘N to 75∘N and 60∘W to 0∘W based on the
resulting profile from (1)

3. The resulting profile is zonally averaged

4. We then apply a Lanczos lowpass filter with 61 weights and a 10day cutoff
frequency to remove winds associated with individual synoptic systems
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5. The jet latitude is the latitude where we find the maximum zonal wind speed

The NAO, GBI, and jet latitude are further decomposed into a subdecadal and
decadal component. To extract subdecadal variations, we use a Lanczos high
pass filter with 21 weights and a cutoff frequency of 10 years. For the decadal
component, we use a 10 to 30 year Lanczos bandpass filter with 21 weights.

Composite and Trend Analysis
For maps illustrating responses to greenhouse gas forcing, we compare the last 20
years of the 1PCT simulation with the entire CTRL simulation. We use a Wilcoxon
ttest with a threshold of 𝑝 < 0.01 to test the significance of responses. The choice
of using the Wilcoxon ttest instead of the more common student’s ttest is our
expectation of a change in variability and the different sample sizes of our CTRL
and the last 20 years of the 1PCT simulation.

To assess trends, we use linear leastsquares regression fits, and consider trends
as significant when 𝑝 < 0.01. Wherever the trends are nonlinear due to, e.g.,
acceleration, we use piecewise linear regression fits and report on the slope and
length of each of these.

To address the question of whether a CO2 forced signal has emerged or not
from internal variability, we apply a similar metric as outlined by Fyke et al. (2014a).
We consider a signal emerged, if the 20year backward running mean is lower or
higher than the mean ± 2 standard deviations of the corresponding quantity from
the CTRL. Also, we apply the condition that the running mean needs to stay lower
or higher than this threshold for the rest of the simulation.

3.3. Global and Arctic Climate Change

T he response to the increased CO2 forcing (Fig. 3.1a) is an increase in the
amount of radiation in the earth system (Fig. 3.1b). This leads to a rise in

global mean surface air temperatures (T2𝑚; Fig. 3.1c,d). The radiation imbalance,
defined as LW𝑛𝑒𝑡 + SW𝑛𝑒𝑡 at the top of the atmosphere, is increasing with time. In
the last 20 years of the simulation, the imbalance is 3.2 ± 0.3 W m−2. Part of this
excess energy increase is used to raise atmospheric temperatures. The global mean
nearsurface temperature trend in the simulation is 0.04 K yr−1. The annual global
mean temperature increase (ΔT𝑔𝑙𝑜𝑏𝑎𝑙) by the end of the simulation (years 131150)
compared to CTRL is 5.3 ± 0.4 K. The Arctic region (north of 60∘N) warms the most
(Fig. 3.1d), by 8.7 ± 1.0 K, or 1.6 times the global mean. Within the Arctic, the
highest warming occurs over the ocean. Northern Canada, the Weddell Sea, and
the Bellingshausen Sea are areas with high warming. The North Atlantic stands
out, as it is the only region with cooling (of up to 1 K), in connection with a large
slowdown in the NAMOC (Fig. S1) (Drijfhout et al., 2012; Bryden et al., 2020). This
NAMOC slowdown is a common feature in CESM2.1 (Muntjewerf et al., 2020a).

A CO2 forced signal in September sea ice decline emerges by year 31, for a
ΔT𝑔𝑙𝑜𝑏𝑎𝑙 = 0.8 K (Fig. 3.2a). Further, the Arctic becomes seasonally icefree (< 1
x 106 km2 sea ice extent) in year 72 at ΔT𝑔𝑙𝑜𝑏𝑎𝑙 = 2.1 K. Despite this large reduc
tion, the turbulent heat fluxes from the now sea ice free ocean do not significantly
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change (Fig. 3.2b). Rather, the temperature and humidity increase of the atmo
sphere inhibits the turbulent transfer of heat and moisture from the ocean to the
atmosphere over the Arctic ocean in September. In the North Atlantic, less turbu
lent heat is transferred from the ocean to the atmosphere. The largest reduction is
collocated with the region of cooling in the North Atlantic (Fig. 1d).

The yearly maximum (March) sea ice extent in the Arctic decreases with 2.9 ±
1.1 x 106 km2 by years 131150 with respect to CTRL. The anthropogenic signal can
be separated from natural variability in year 89, when ΔT𝑔𝑙𝑜𝑏𝑎𝑙 = 2.8 K. The sea ice
is less sensitive to winter warming than summer warming. The ice edge retreats
everywhere except for the Baffin Bay. Outside of the CTRL ice edge, the turbulent
heat fluxes increase (i.e., there is less surfacetoatmosphere energy transfer) as
in September, but the response is stronger. The strongest positive responses are
located close to the GrIS. On the other hand, the turbulent heat fluxes decrease
(i.e., more surfacetoatmosphere transfer) everywhere inside of the CTRL ice edge,
due to reduced panArctic sea ice and snow thickness. Strongest responses are co
located with the 1PCT ice edge and the Beaufort Gyre. The areas colocated with
the 1PCT ice edge experience a large decrease as the surface becomes icefree.

Increases in Arctic summer temperature by the end of 1PCT are strongest over
land (Fig. 3.3a), in connection with large snow cover decrease. Additionally, the
cloud cover over the Arctic land is reduced (Fig. 3.3b), increasing incoming solar
radiation at the surface. The Arctic ocean warms less, likely due to the additional
energy being used to melt sea ice and raise ocean temperatures. Summer precipita
tion increases over the Arctic, including the GrIS, and decreases over land towards
midlatitudes (Fig. 3.3c).

In winter, the warming over the Arctic ocean is strongest (Fig. 3.3d), in con
nection with sea ice reduction and increased turbulent fluxes as already shown.
The strongest local warming is over the Beaufort Gyre. This area also sees the
strongest increase in cloud cover during winter (Fig. 3.3e). As clouds increase the
incoming longwave radiation, this contributes to generating the strongest warming
here. Winter precipitation decreases along the southern Greenland margin and in
the Greenland sea (Fig. 3.3f). This precipitation decrease is colocated with the
lowering of nearsurface temperatures. It is likely that the decreased oceanto
atmosphere fluxes of heat and moisture act to stabilize the atmosphere, resulting
in fewer or weaker storms and less precipitation here.

3.4. GrIS Surface Mass Balance and Surface Energy
Balance Evolution

3.4.1. SMB evolution
The SMB of the GrIS decreases with ∼ 994 Gt yr−1 in the 1PCT simulation (Fig. 3.4a,
Table 3.1). According to the criteria in section 3.2.3, we consider the CO2 forced
SMB signal emerged from variability in year 90 (ΔT𝑔𝑙𝑜𝑏𝑎𝑙 = 2.7 K). The SMB becomes
negative in year 96 (ΔT𝑔𝑙𝑜𝑏𝑎𝑙 = 3.0 K). In the first 90 years of the simulation, the
trend is 2.5 ± 0.4 Gt yr−2. Around year 90, this trend transitions to 15.9 ± 1.1 Gt
yr−2, which represent a sixfold increase, i.e., a strong acceleration.
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Figure 3.2: Sea ice responses to the CO2 forcing for (top) September and (bottom) March. (a,c) Sea
ice extent (x 106 km2) and (b,d) turbulent heat flux anomaly (W m−2) for the years 131150 compared
to CTRL. Note the nonlinear color scales. For the time series (a,c) the blue line shows the CTRL, while
the black line shows the 1PCT simulation. The sea ice extent is defined as the area north of 60∘N where
sea ice concentration is greater than 15%. For (b,d) the black line shows the sea ice extent from CTRL,
and the red line shows the sea ice extent from the 1PCT. Positive turbulent heat flux means energy gain
at the surface. Areas with nonsignificant changes are patched.
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(a) JJA T2m (K) (b) JJA Cloud fraction (-) (c) JJA Precipitation (mm yr-1)

(d) DJF T2m (K) (e) DJF Cloud fraction (-) (f ) DJF Precipitation (mm yr-1)
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Figure 3.3: Overview of Arctic climate change in the last 20 years of the 1PCT simulation compared to
CTRL for JJA (top) and DJF (bottom). (a,d) Nearsurface temperature (K), (b,e) cloud fraction (), and
(c,f) precipitation (mm yr−1). Areas with nonsignificant changes are patched. Note the nonlinear color
scale for (c) and (f).
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(a) Surface mass balance (Gt yr-1) (b) Ablation area (%)

(c) SMB CTRL (mm yr-1) (d) SMB 1PCT (mm yr-1) (e) SMB 1PCT minus CTRL (mm yr-1)
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Figure 3.4: Annual ice sheet integrated (a) SMB (Gt yr−1) and (b) ablation area (%; as a percentage
of total ice sheet area) for CTRL (blue) and 1PCT (black). Maps of annuallyaveraged SMB (mm yr−1)
at the ice sheet model grid (4 km) in (a) CTRL, (b) year 131150 of 1PCT, and (c) SMB anomalies of
year 131150 of 1PCT with respect to CTRL. Note the nonlinear color scale. Dashed lines show surface
elevation contours, starting with 500 m up to 3,000 m by 500 m.



3.4. GrIS Surface Mass Balance and Surface Energy Balance Evolution

3

55

The ablation area expands from 8.1% (preindustrial) to 27.6% (years 131
150) during the 1PCT (Fig. 3.4b). The CO2 forced signal emerges already in year
44 (ΔT𝑔𝑙𝑜𝑏𝑎𝑙 = 1.0 K), 46 years before the anthropogenic SMB signal emerges. This
is due to much lower interannual variability in the ablation area.

The lower row of Fig. 3.4 shows the SMB as simulated by CTRL, 1PCT, and
their difference. The CTRL simulation (Fig. 3.4c) shows SMB patterns comparable
to presentday SMB (Noël et al., 2016; Fettweis et al., 2017). There are two local
accumulation maxima, one located in the SouthEast and one in the NorthWest.
Ablation areas are along the margins, in western and northern parts of the ice sheet.
The regionally heterogenous equilibrium line altitude is in the range 500  1500 m.

The most striking SMB feature of the last 20 years of the 1PCT is the large
expansion of the ablation areas (Fig. 3.4d). This raises the equilibrium line with ∼
500 m. The high accumulation area in the SouthEast remains the area with the
highest accumulation.

The anomaly map (Fig. 3.4e) reveals that SMB is decreased along the margin,
and up to approximately 2,000 m. On the other hand, SMB increases in the interior.
This result is in line with 21stcentury projections of GrIS SMB (Vizcaíno et al.,
2014a; Mottram et al., 2017).

3.4.2. SMB components evolution
To understand the processes contributing to the large and rapid decline in SMB,
particularly after year 90, we investigate individual SMB components. Precipitation
increases over most parts of the ice sheet (Fig. 3.5c). The highest increases are
in the high accumulation area in the NorthWest, in the SouthWest, and at the
northern margin. Precipitation decreases along the high accumulation area in the
SouthEast, likely due to reduced cyclogenesis in the Greenland sea.

Snowfall, the largest SMB component in the CTRL simulation (Table 3.1), shows
a nonsignificant decrease of 6 ± 78 Gt yr−1 (Fig. 3.5a, Table 3.1). This decrease is
likely related to (multi)decadal variations in the snowfall. This result is in contrast
to other studies (Rae et al., 2012; van Angelen et al., 2013; Fettweis et al., 2013a;
Vizcaíno et al., 2014a; Mottram et al., 2017) which show increased snowfall over
the GrIS in 21𝑠𝑡 century projections. Although the integrated snowfall does not
significantly change during the simulation, significant local changes in snowfall are
apparent in Fig. 3.5d. In the interior and the north, snowfall increases. The map
of increased snowfall corresponds well to the map of where SMB increases (Fig.
3.4e). At the SouthWest margin, snowfall decreases due to higher temperatures
causing the precipitation to fall as rain. At the SouthEast margin, less snowfall is
caused both by a higher fraction of rainfall and less total precipitation (Fig. 3.5c).

Rainfall increases significantly with 180 ± 33 Gt yr−1 (Fig. 3.5a, Table 3.1) by
131150, which is a threefold increase. The time series reveals that the trend
in rainfall is small (Table 3.1) before year 90. After year 90, the trend becomes
positive. Part of the explanation of this positive trend is the general precipitation
increase from a warmer and moister atmosphere. Additionally, due to the warmer
atmosphere over the ice sheet, a higher fraction of precipitation falls as rain (Figure
3.5b). The fraction of precipitation falling as rain on the GrIS increases from 8%
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Figure 3.5: Annual ice sheet integrated (a) SMB components (Gt yr−1) and (b) fractional components
(%). In (a) we show snowfall (blue), rainfall (yellow), refreezing (green), melt (red), and sublimation
(purple). In (b) we show rain fraction (blue; defined as the fraction of rain to total precipitation) and
refreezing fraction (yellow; the ratio of refreezing to melt and rainfall). Annual anomaly maps of the
last 20 years of 1PCT compared to CTRL for selected SMB components (mm yr−1). (c) Precipitation,
(d) snowfall, (e) rainfall, (f) surface melt, (g) refreezing, and (h) sublimation. Note the nonlinear
color scale. Only values corresponding to the glaciated part of the grid cell are shown. Areas showing
nonsignificant changes are patched.
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to 27%. More rainfall is robust among projections of future GrIS SMB. Spatially,
rainfall increases everywhere on the ice sheet (Fig. 3.5e). The largest increase in
rainfall is in the SouthWest.

Melt production at the surface of the GrIS increases significantly with 1540 ±
317 Gt yr−1 (Fig. 3.5a and Table 3.1) and thereby melt becomes the largest SMB
component around year 90 (ΔT𝑔𝑙𝑜𝑏𝑎𝑙 = 2.7 K). After year 90, the positive melt trend
increases (Table 3.1). Melt increases significantly over the entire ice sheet (Figure
3.5f). The increase in the melt is topographically dependent, with the largest in
creases at the margins (low elevation) and the smallest increases in the interior
(high elevation).

Refreezing, the amount of available water at the surface from surface melt and
rain that is being refrozen in the snow mass significantly increases with 466 ± 83 Gt
yr−1. The rate of refreezing increase is positive and significant (Table 3.1) in the first
90 years of the simulation. After year 90, the refreezing increase accelerates (Table
3.1). The refreezing capacity (the fraction of refrozen water to available water at
the surface) decreases at the start of the 1PCT simulation up to year 40 (Figure
3.5b), whereafter the refreezing capacity recovers for a period of ∼ 4050 years.
After this period, the refreezing capacity continuously declines until the end of the
simulation. The reason for this latter rapid loss of refreezing capacity is that the
melt generation and rainfall increases are largest in areas experiencing larger loss
of snow mass. As a result, refreezing decreases in areas where the melt increase
is highest (Figure 3.5g).

The integrated sublimation change in the 1PCT is 1 ± 7 Gt yr−1 (not significant).
However, the anomaly map of sublimation reveals significant local changes (Figure
3.5h). Along the margins, the sublimation decreases, while in the accumulation
area, sublimation increases. These changes can be explained through changes in
LHF, which will be addressed in the next subsection.

3.4.3. Surface energy balance evolution
Figure 3.6 shows the evolution of summer SEB components. With the exception of
GHF, all SEB components significantly increase in the ablation area (Fig. 3.6, Table
3.2). This results in a 69.8 ± 12.4 W m−2 increase in melt energy by 131150. Until
year 100, SW𝑛𝑒𝑡 only increases slightly and after that stabilizes. This is due to the
compensation of a decreased SW𝑖𝑛 due to thicker clouds, and a decreased albedo
(Figure 3.7a,c, Table 3.2). After year 100, SW𝑛𝑒𝑡 increases as the SW𝑖𝑛 stabilizes
while the albedo continues to decrease. LW𝑛𝑒𝑡 is the largest contributor to the
melt energy increase (Table 3.2). This is caused by increased LW𝑖𝑛 (Figure 3.7b,
Table 3.2), caused by more emission of longwave radiation from the atmosphere
to the surface as the atmosphere warms. SHF increase (Table 3.2) is caused by
atmospheric warming, more heat advected over the ice sheet, and the difference
between T2𝑚 and T𝑠𝑓𝑐 becoming larger (Figure 3.8) as the ice sheet surface has an
upper limit of warming to 0 ∘C. LHF increases (Table 3.2). There is a regime shift
around year 80, where LHF goes from being negative during the summer to positive,
likely due to the higher amount of moisture held by the atmosphere together with
lengthened bare ice exposure. GHF decreases as the refreezing is much lower in
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(a) Surface energy balance in ablation area (W m-2)
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(b) Surface energy balance in transitional area (W m-2)
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(c) Surface energy balance in accumulation area (W m-2)

Figure 3.6: Summer (JJA) ice sheet averaged surface energy balance components (W m−2) in (a)
ablation area, (b) transitional area, and (c) accumulation area. The ablation area is defined as the
ablation area in the CTRL simulation. The transitional area is defined as the area that is accumulation
area in the CTRL simulation, but transition into ablation area during the 1PCT. The accumulation area is
the area of the ice sheet that is an accumulation area in the CTRL and remains an accumulation area
through the 1PCT simulation. The components shown are SW𝑛𝑒𝑡 (blue), LW𝑛𝑒𝑡 (yellow), SHF (red), LHF
(green), GHF (purple), and melt energy (pink) (all in units of W m−2. Positive values mean increased
energy at the ice sheet surface.
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the ablation area (Table 3.2).
In the transitional area, the melt energy increases with 51.0 ± 9.3 W m−2 (Fig.

3.6b, Table 3.2), somewhat less than in the ablation area. The largest contribu
tor to this increase is the SW𝑛𝑒𝑡. Also here, the compensation between SW𝑖𝑛 and
albedo maintains a stable SW𝑛𝑒𝑡 in the first decades. Albedo decrease accelerates
after year 90 as snow mass decreases, and there is more bare ice exposure, leading
to increased SW𝑛𝑒𝑡. In the last 30 years, SW𝑖𝑛 does not further decrease. LW𝑛𝑒𝑡
increases (Table 3.2) for the same reason as in the ablation area. However, the in
crease in LW𝑛𝑒𝑡 is less, due to the compensation of increasing LW𝑜𝑢𝑡 as the surface
temperature increases. As in the ablation area, SHF is stable in the first 90 years,
whereafter it increases for the same reasons. However, the increase is less than in
the ablation area (Table 3.2), likely due to the T𝑠𝑓𝑐 being at the melting point for
a shorter period than in the ablation area during the summer. The same mecha
nism leading to increased LHF in the ablation area leads to an LHF increase in the
transitional area. With this increase, the 20year summer mean indicates this area
has not transitioned from being dominated by sublimation to condensation. GHF
shows no significant change, likely due to a competition between increased water
available for refreezing and reduced refreezing capacity.

Also, the melt energy increases in the accumulation area (16.6 ± 4.3 W m−2,
Table 3.2, and Fig. 3.6c) by 131150. The SW𝑛𝑒𝑡 only increases slightly in the
last 30 years of the simulation, for the same reasons as the SW𝑛𝑒𝑡 showing a late
response in the other areas. As the albedo change in this area is rather small
(Fig. 3.7c), the SW𝑛𝑒𝑡 increase is also smaller than in the other areas. LW𝑛𝑒𝑡 is
the largest contributor to increased melt energy for the accumulation area (Table
3.2). This increase is caused by enhanced LW𝑖𝑛 due to increased cloud thickness
and higher atmospheric temperatures. SHF shows no significant change, due to
a very small change in the difference between T2𝑚 and T𝑠𝑓𝑐. On the other hand,
the LHF decreases and becomes more negative, indicating more energy is used for
sublimation. GHF increases due to more melting in the accumulation area, allowing
for more refreezing, which releases heat in the snowpack.

Figure 3.7 shows spatial maps of SW𝑖𝑛, LW𝑖𝑛, albedo, and cloud water path
(CWP) anomalies. SW𝑖𝑛 decreases the most in the north due to increased cloud
fraction (Fig. 3.3b) and increased CWP (Fig. 3.7d). Over large parts of the ice
sheet, the decrease in SW𝑖𝑛 is between 2030 W m−2. This smaller change is due
to no change in cloud fraction, and a smaller increase in cloud thickness. Increases
in LW𝑖𝑛 show a different pattern than decreases in SW𝑖𝑛. Except for the north,
the LW𝑖𝑛 increase shows a topographically and latitudinal dependent pattern. The
topographically dependent pattern is caused by summer atmospheric warming be
ing stronger at higher elevations. A positive southtonorth gradient causes the
latitudinal pattern in cloud fraction and thickness change. Albedo decreases signif
icantly over the entire ice sheet (Fig. 3.7c). The largest increases are found along
the margins, particularly in regions covered permanently by snow now has bare ice
exposure. Also, we expect in areas with seasonal snow cover at the margins, that
the bare ice exposure is prolonged.

We showed that the melt energy accelerates after year 90, causing larger amounts
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Table 3.2: Surface energy balance components in the CTRL, the last 20 years of 1PCT, and their difference
for the ablation area, transitional area, and the accumulation area. The ± indicates the one standard
deviation.

Component CTRL (W m−2) 1PCT (W m−2) Difference (W m−2)
Ablation area
SW𝑖𝑛 251.7 ± 6.9 226.1 ± 8.0 25.6
SW𝑛𝑒𝑡 82.7 ± 5.8 102.7 ± 6.9 20.2
LW𝑖𝑛 260.2 ± 3.1 289.4 ± 2.4 29.2
LW𝑛𝑒𝑡 44.3 ± 2.7 23.9 ± 2.0 20.4
SHF 11.8 ± 2.1 29.7 ± 4.0 17.9
LHF 3.6 ± 1.2 10.0 ± 2.0 13.6
GHF 0.2 ± 0.5 2.5 ± 0.4 2.3
Melt energy 46.4 ± 7.1 116.2 ± 12.4 69.8
Transitional area
SW𝑖𝑛 279.6 ± 4.6 253.0 ± 5.2 26.5
SW𝑛𝑒𝑡 66.5 ± 2.7 82.8 ± 5.4 16.3
LW𝑖𝑛 245.6 ± 3.4 277.5 ± 2.7 31.9
LW𝑛𝑒𝑡 48.0 ± 2.5 32.7 ± 2.0 15.4
SHF 5.1 ± 1.0 16.2 ± 3.1 11.2
LHF 8.7 ± 0.6 0.4 ± 1.8 8.2
GHF 1.5 ± 0.6 1.4 ± 0.6 0.1
Melt energy 16.4 ± 2.7 67.4 ± 9.3 51.0
Accumulation area
SW𝑖𝑛 300.1 ± 4.6 276.6 ± 4.3 23.5
SW𝑛𝑒𝑡 59.5 ± 2.2 62.5 ± 3.5 3.0
LW𝑖𝑛 220.0 ± 4.9 260.7 ± 3.4 40.7
LW𝑛𝑒𝑡 51.7 ± 2.8 40.4 ± 2.5 11.2
SHF 2.9 ± 1.0 3.0 ± 1.4 0.1
LHF 6.8 ± 0.5 0.4 ± 1.8 2.3
GHF 2.9 ± 0.3 1.7 ± 1.1 4.6
Melt energy 1.0 ± 0.5 17.6 ± 4.3 16.6

(a) SWin (W m-2) (b) LWin (W m-2) (c) Albedo (x10-1) (d) Cloud water path (mm)
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Figure 3.7: Summer (JJA) anomaly maps of the last 20 years of 1PCT compared to CTRL for selected
radiation influent quantities. (a) Incoming solar radiation (W m−2), (b) incoming longwave radiation (W
m−2), (c) albedo (), and (d) cloud water path (mm). Only values corresponding to the glaciated part
of the grid cell are shown. Areas showing no significant change are patched.
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(a) Sensible heat �ux (W m-2) (b) 10-m wind speed (m s-1) (c) T2m - Tsfc (K)
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Figure 3.8: Summer (JJA) anomaly maps of the last 20 years of 1PCT compared to CTRL for selected
sensible heat flux influential quantities. (a) Sensible heat flux (W m−2), (b) 10m wind speed (m s−1),
and (c) T2m – Tsfc (K). Note the nonlinear color scale for (a). Only values corresponding to the
glaciated part of the grid cell are shown. Arrows on (a) indicate wind speed and direction at 850 hPa.
Areas showing no significant change are patched.

of surface melt and results in an accelerated SMB decrease. SHF contributes to this
acceleration over the regions of the GrIS, producing the largest amounts of melt.
The SHF increases the most at the margins (Fig. 3.8a). In the interior, the SHF
slightly decreases. The 850 hPa winds over Greenland are cyclonic, which is the
pattern associated with a positive phase of NAO.

The 10m wind speed (Fig. 3.8b), a proxy for the strength of turbulent transfer
between atmosphere and surface, only changes significantly in the north, at the
summit, locally in the southwest and along the southeastern margin. Over large
parts of the northern ice sheet, wind speeds increase. Also, in the west, wind speeds
increase locally. On the other hand, in the SouthEast, wind speed decreases of up
to the same magnitude appear.

The temperature difference between the nearsurface atmosphere and the sur
face increases the most in the ablation and transitional area. In this area, the sur
face reaches the melting point and cannot further increase its temperature while
the T2𝑚 continues to increase in response to the CO2 forcing. This increase in the
difference between T2𝑚 and T𝑠𝑓𝑐 increases the SHF.

3.5. Effects of North Atlantic Atmospheric Circula
tion Change on GrIS SMB

T he aim of this section is 1) to explore variability and trends in North Atlantic
circulation, and 2) investigate its potential impact on GrIS precipitation and

melt. For the first part, we examine the evolution of the indices for the NAO, GBI,
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Figure 3.9: Indices of North Atlantic circulation metrics in red (positive) and blue (negative) bars. The
upper row shows DJF means, and the lower row shows JJA means of (a,d) North Atlantic Oscillation,
(b,e) Greenland blocking index, and (c,f) jet latitude. All indices are standardized with respect to CTRL.
Significant trends are indicated with a dashed black line. The green line shows 10 to 30 years bandpass
filtered time series.
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Figure 3.10: DJF GrIS integrated filtered precipitation (Gt yr−1) regressed onto DJF North Atlantic cir
culation filtered indices (upper row) and JJA GrIS integrated filtered surface melt (Gt yr−1) regressed
onto JJA North Atlantic circulation filtered indices (lower row). Circulation indices used are (a,d) NAO,
(b,e) GBI, and (c,f) jet latitude. Black dots represent 10year highpass filtered quantities, and grey
dots represent 10 to 30year bandpass filtered quantities. The timescale of the filtered quantities ef
fectively removes both the mean and the trend of each time series. Black (grey) lines are drawn where
the regression is significant, with an annotated 𝑚 (slope), and 𝑟2 for the explained variance.

and latitudinal position of the North Atlantic jet, with the metrics outlined in section
3.2.3 and separately for winter and summer (Fig. 3.9).

The winter NAO exhibits a small, but a significant trend towards its positive
phase during years 1 to 150 of the 1PCT simulation. On the contrary, the winter
GBI index does not exhibit a significant trend. As the winter GBI, the winter jet
latitudinal position does not have a significant trend.

The summer NAO exhibits a strong significant trend towards its positive phase
in response to CO2 forcing. As seen in Fig. 3.8a, we do see a circulation anomaly
related to this phase of the NAO. The GBI exhibits a significant negative trend
towards its negative phase. The jet stream, on the other hand, does not significantly
change its position.

Figure 3.10 shows linear regressions between GrISintegrated, summer melt,
and winter precipitation and the corresponding seasonal NAO, GBI, and jet latitude
indices.

The NAO and the jet position modulate the amount of winter precipitation falling
on the GrIS (Fig. 3.10a,c). A more positive NAO results in less precipitation. This
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relationship is robust through the timescales investigated here, where subdecadal
variations in NAO explain 15% of the precipitation variability, while decadal oscilla
tions explain 23% of the variability. For the jet stream, only its decadal component
seems to have an impact on GrIS precipitation variability. On this timescale, a more
northern displaced jet stream results in higher precipitation rates over the GrIS.
Changes in the jet stream position account for 32% of the precipitation variability.
Variations in GBI does not show any significant relationship to GrIS precipitation
(Fig. 3.10b).

The relationship between melt and NAO is significant, both on subdecadal and
decadal timescales. A more negative NAO implies higher melt rates. The change
in the melt due to decadal variations in the NAO is stronger than on subdecadal
timescales. Subdecadal variations in the NAO explain 15% of melt variability, while
18% is explained for decadal variations in melt variability. A relationship between
GBI and surface melt is also shown (Fig. 3.10e). On subdecadal timescales, the
GBI explains 49% of the surface melt variability. The GBI also shows to have a
strong influence on surface melt on decadal timescales, explaining around 44%
of the variation. The NAO and the GBI trends towards its positive and negative
phases, respectively (Fig. 3.9d), while the melt increases in response to higher
CO2 (Fig. 3.5). This result shows that the NAO and GBI are not the main drivers of
increased melt. Instead, the relationship suggests that the change in NAO and GBI
counteracts the effect of global warming on the surface melt. Our simulation also
shows a relationship between the position of the jet stream and the GrIS surface
melt (Fig. 3.10f). A more southern displaced jet stream is related to more surface
melt, both on subdecadal and decadal timescales. In contrast to the GBI, a change
in jet position explains more of surface melt variability on decadal timescales (40%)
than on subdecadal timescales (35%).

3.6. Discussion

T his study projects the transient climate and GrIS SMB response to increasing CO2
forcing until quadrupled preindustrial levels with a fully coupled Earth System

Model. With respect to previous work that focuses on regional climate modeling
(RCM) or simplified melt calculations from global models, the main novelty is in the
detailed analysis of GrIS surface energy and mass budgets using a global climate
model coupled with a realistic representation of ice sheet snow and firn processes
(van Kampenhout et al., 2017).

CESM2.1 simulates a global mean temperature increase of 5.3 ± 0.4 K by the
end of the simulation (years 131150). The model has a high equilibrium climate
sensitivity of 5.3 K (Gettelman et al., 2019a) to CO2 forcing compared to models
from the CMIP5 (Taylor et al., 2012), that simulate equilibrium climate sensitivities
in the range of 2.14.7 K (Andrews et al., 2012). Generally, the CMIP6 models have
a higher climate sensitivity than the CMIP5 models (Zelinka et al., 2020; Hofer et al.,
2020). At the same time, CESM2.1 projects high reductions in NAMOC (Fig. 3.11).
Both high climate sensitivity and NAMOC reduction are important controls on the
GrIS SMB response to CO2 forcing.
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Figure 3.11: North Atlantic Meridional Overturning
Circulation strength (Sv) in CTRL (blue) and 1PCT
(black).

The simulated Arctic amplification
(ratio between mean temperature >
60∘N and global mean temperature) is
1.6 (years 131150). Major summer
contributions to Arctic warming are loss
of snow over the terrestrial Arctic, asso
ciated albedo feedback, and decreased
cloud cover. In winter, the main con
tribution is from sea ice loss. The
Arctic amplification factor was found
to be 1.54.5 in CMIP3 (Holland and
Bitz, 2003). Also, a previous study
with CESM version 1.0 found an am
plification factor of 2.1 (Vizcaíno et al.,
2014a). So the Arctic warming, com
pared to the global warming found
here, is in the lower range. This may
be due to the Arctic sea ice being bi
ased thin in CESM2.1. Further, we find
that the Arctic becomes seasonally sea
ice free at a global warming of 2.1 K.
A September sea icefree Arctic is a robust response (Snape and Forster, 2014)
to representative concentration pathway (RCP)8.5 forcing, which ends with a CO2
forcing of > 1,370 ppm (which is similar to the final CO2 of 1,140 ppm in this study).
The timing of seasonal sea icefree conditions under RCP8.5 forcing is estimated at
years 20402060 in Wang and Overland (2012); Snape and Forster (2014).

The SMB of the GrIS decreases with 994 Gt yr−1 in our simulation. In a similar
CESM2.1 study, though with a dynamically evolving ice sheet, the SMB decreases
with 952 Gt yr−1 by the same time (Muntjewerf et al., 2020b). This SMB decrease
represents a 2.8 mm yr−1 contribution to global mean sea level rise, assuming the
preindustrial ice sheet SMB would give no change in sea level rise. Compared to
Church et al. (2013), this contribution is at the high end, likely due to the high
climate sensitivity simulated here. The main contributor of the SMB decrease is a
melt increase of 1,540 Gt yr−1. This melt is higher than what is projected under
an RCP8.5 scenario (600700 Gt per year; Rae et al., 2012; Fettweis et al., 2013a;
Vizcaíno et al., 2014a), likely due to the higher climate sensitivity. The refreezing
is here projected to increase with 466 Gt yr−1, which is a factor of 0.30 to the melt
increase. Rae et al. (2012) find this factor to be in the range 0.190.45, depending
on the forcing model and RCM. Vizcaíno et al. (2014a)) find this factor to be 0.21,
likely in connection with limited refreezing capacity from an absence of firn modeling
as GrIS snow thickness is capped at 1 m of water equivalent.

An interesting feature of the SMB decrease is the pause in the decrease around
the years 120135 (Fig. 3.4a). Figure 3.5a shows that this timing corresponds
to a time of temporarily increased snowfall, likely due to internal variability, and a
pause in surface melt increase. The reason for this pause in surface melt increase



3.6. Discussion

3

67

is due to a pause in the increase of SHF and SWnet in the ablation area (Fig. 3.6a).
Due to the low summer GBI together with high summer NAO in these years (Fig.
3.9d,e), it is likely that reduction in warm air advection compensates for increased
atmospheric warming, and temporarily prevents further albedomelt feedback.

Increases in GrIS precipitation are projected in stateoftheart studies (Fet
tweis et al., 2013a; Vizcaíno et al., 2014a; Mottram et al., 2017). These projected
increases in both snow and rainfall, while CESM2.1 projects only rainfall increase
of 180 ± 33 Gt yr−1. Further, the spatial patterns of precipitation change modeled
here differ substantially from other studies (e.g., Mottram et al., 2017) that find the
maximum increase in the area where CESM2.1 projects decreased precipitation. In
our simulation, this decrease is attributed to regional cooling from NAMOC reduc
tion, which induces stabilization of the atmosphere in the North Atlantic and the
Greenland Sea and reduces storminess in SouthEast Greenland.

At a global mean surface temperature increase of 2.7 K, we find that SMB de
crease accelerates (from 2.5 ± 0.4 Gt yr−2 to 15.9 ± 1.1 Gt yr−2). This threshold
temperature may be subject to change if we considered an evolving ice sheet. Gre
gory et al. (2004) found this temperature to be a threshold for GrIS deglaciation, as
melt becomes larger than snowfall, which is in line with our findings. The surface
mass loss acceleration is due to melt acceleration, together with loss of refreezing
capacity. The latter has previously been identified as a key driver to the acceler
ated ice sheet and ice caps surface mass loss (van Angelen et al., 2013; Noël et al.,
2017). The main contributor to melt increase before acceleration is the LW𝑛𝑒𝑡.
The summer LW𝑛𝑒𝑡 increases due to higher atmospheric temperatures and thicker
clouds over the GrIS in this season. At the time of acceleration, a large fraction of
the GrIS reaches the melting point during the summer. This accelerates the SHF
over the ablation areas, as the difference between the surface and air temperatures
increase at the rate of the air temperature increase. This further contributes to an
expansion of the ablation area, which exposes more bare ice leading to accelerated
solar radiation absorption from the albedo feedback.

The simulated ablation area expansion emerges from background variability al
ready at a global mean temperature increase of 1.0 K with respect to preindustrial,
decades before SMB (decrease) emergence. Therefore, we suggest that the mon
itoring of ablation area expansion can be used as a precursor for the detection of
an emerging anthropogenic signal in surface mass balance.

The most SMBrelevant changes in North Atlantic atmospheric circulation pro
jected by CESM2.1 are trends towards more positive NAO in the winter and summer,
and more negative Greenland Blocking Index (GBI) in summer. High GBI in recent
decades has been proposed to explain a large fraction of the recent melt increase
(Hanna et al., 2018; Delhasse et al., 2018). The increase in the NAO index is ro
bust among the CMIP5 ensemble (Gillett and Fyfe, 2013). In winter, we find that a
positive NAO is related to less precipitation over the GrIS. The simulated summer
trends in both NAO and GBI indices are apparent in both the CMIP5 models (Hanna
et al., 2018) and the CMIP6 models (Delhasse et al., 2021), and cause partial re
duction of melt. From this, we suggest that care must be taken when extrapolating
the current circulation anomaly to the future, as, e.g., potential NAMOC weakening
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may result in future atmospheric circulation changes that reduce melt. On the other
hand, there is no guarantee that the models have a correct representation of, e.g.,
future NAMOC weakening and the current observed anomalous circulation pattern
may continue to intensify.

3.7. Conclusions
1. GrIS surface mass loss accelerates for a global warming of 2.7 K through
increased surface melt and loss of refreezing capacity.

2. Longwave radiation is the main contributor to melt increase before accelera
tion; albedo and turbulent heat fluxes add major contributions after.

3. Anthopogenicforced atmospheric circulation changes (NAO and GBI) partially
reduce melt.
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Greenland ice sheet surface
mass loss using the coupled

CESM2.1CISM2.1

Future melting of the Greenland ice sheet (GrIS) poses a danger to coastal
communities through its contribution to sealevel rise. We use the Community
Earth System Model version 2.1, coupled to the dynamically evolving Com
munity Ice Sheet Model version 2.1, to investigate the multicentury evolution
of the GrIS surface mass balance (SMB) under an idealized high CO2 sce
nario. For a global warming of 4.2 K, with respect to a preindustrial control
simulation, the surface mass loss accelerates. Before acceleration, longwave
radiation is the primary contributor to summer melt energy increase. Due to
ablation area expansion, meltalbedo feedback and turbulent heat fluxes are
the main contributors to melt energy increase after acceleration. Integrated
over the GrIS, the SMBelevation feedback causes an additional 44% surface
mass loss. However, locally, the SMBelevation feedback accounts for up
to 50% of the surface mass loss. The results here show the need for fully
coupled projections of GrIS on multicentury timescales.

4.1. Introduction
The Greenland ice sheet (GrIS) has been losing mass since the 1990s (Bamber
et al., 2018a; Shepherd et al., 2019) in response to ongoing global warming. A
major immediate effect of GrIS mass loss is a contribution to global mean sea
level rise. Future sealevel rise (Oppenheimer et al., 2019) is one of the main
concerns for lowlying coastal populations. Since the 2000s, decreasing surface

Parts of this chapter have been published in Journal of Advances in Modeling Earth Systems 12,
e2019MS002031 (2020) (Muntjewerf et al., 2020b) and show my contribution to the manuscript.
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mass balance (SMB) due to surface runoff increase is the primary contributor to
GrIS mass loss (Enderlin et al., 2014; van den Broeke et al., 2016). Because of this
high relative importance of the SMB, it will be the focus of this study. On longer
timescales than a century, in addition to the sealevel rise contribution, the GrIS
may impact on the regional climate through its effects on ocean and atmospheric
circulation (Ridley et al., 2005; Fyke et al., 2018). These effects may impact on
future SMB, e.g., through the positive SMBelevation feedback. This warrants a
realistic representation of a dynamical GrIS in global climate simulations longer
than a century.

Several challenges are associated with the bidirectional coupling of an ice sheet
model (ISM) to a global climate model (GCM). An ISM requires a much higher res
olution to resolve ablation areas and areas of fastflowing ice than what is com
putationally efficient for a GCM. Furthermore, the GCM needs to provide the sur
face mass balance (SMB) as forcing to the ISM. The SMB itself also demands high
resolution and advanced snow physics to be calculated over the GrIS. Challenges
associated with the realistic treatment of the runoff, mass conservation, and energy
conservation also needs to be addressed to achieve full coupling.

Due to these challenges, most beyond century GrIS SMB simulations are run with
a standalone ice sheet models (Golledge et al., 2019; Aschwanden et al., 2019) or
with simplified GCMISM coupling (Ridley et al., 2005; Vizcaíno et al., 2010; Vizcaino
et al., 2015). Under high emission scenarios, GrIS elevation changes are small and
have negligible impacts on SMB and atmospheric circulation. Beyond, these impacts
become larger, and a failure to capture them will lead to incorrect projections. For
the SMB, the most relevant feedbacks to capture through GCMISM coupling on
longer timescales is the SMBelevation feedback (Edwards et al., 2014; Pattyn
et al., 2018), regional warming by exposing more vegetation at Greenland (Ridley
et al., 2005), high latitude cooling by a slowdown of NAMOC (Driesschaert et al.,
2007), and precipitation changes due to changes in atmospheric circulation.

This study uses a coupled Community Earth SystemModel version 2.1 (CESM2.1)
bidirectionally coupled with the Community Ice Sheet Model version 2.1 (CISM2.1)
to make a multicentury projection of GrIS SMB under high idealized CO2 forcing.
CESM2.1 features a realistic representation of SMB (van Kampenhout et al., 2020)
through its downscaling via elevation classes (Sellevold et al., 2019), and advanced
snow physics (Flanner and Zender, 2006) suitable for polar conditions (van Kam
penhout et al., 2017). Further, the CESM2.1CISM2.1 includes dynamic landcover
(ice can become vegetation, and vice versa) and GrIS topographic updating. The
experimental setup is similar to that of Sellevold and Vizcaino (2020) (Chapter 3
in this thesis), but expands on that study by making a 200 years longer projection
and by including a dynamically evolving GrIS.

In Section 2, we describe the model, coupling, and simulations in more detail.
We then present the resulting global and Arctic climate change from the high CO2
forcing, as well as SMB projections in Section 3. Section 4 provides a discussion
where the results obtained are contextualized with existing literature.
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4.2. Methods
4.2.1. Model Description
We used CESM2.1 (Danabasoglu et al., 2020) in our simulations. CESM2.1 is a fully
coupled global Earth System model with prognostic components for atmosphere,
ocean, land seaice, and landice. Atmospheric processes are simulated with the
Community Atmosphere Model version 6, using the finite volume dynamical core
(Lin and Rood, 1997; Neale, in review), at a nominal 1∘ horizontal grid, and 32 levels
in the vertical. Ocean processes are simulated with the Parallel Ocean Program
version 2 (Smith et al., 2010), which runs on a nominal 1∘ displacedpole grid
with 60 levels in the vertical. Seaice is represented by the Los Alamos National
Laboratory seaice model version 5 (Hunke et al., 2017), which runs on the same
horizontal grid as the ocean.

Land processes are simulated by the Community Land Model version 5 (CLM5;
Lawrence et al., 2019). CLM5 has the same horizontal resolution as the atmosphere
model. Depending on the land surface type, there is a maximum of 15 subsurface
layers with layer depth ranging from ∼0.02 m near the surface to ∼14 m for the
deepest layer. Snow is modeled by up to 10 snow layers, with a total maximum snow
mass of 10 m water equivalent. CLM5 further includes the Model for Scale Adaptive
River Transport to handle land surface runoff based on topographic gradients.

The GrIS is simulated using the CISM2.1 (Lipscomb et al., 2019). For the GrIS,
CISM2.1 runs on a 4 km rectangular grid with 11 terrainfollowing vertical levels.
The velocity solver uses a depthintegrated higherorder approximation (Goldberg,
2011) of the Stokes equations for ice flow. A pseudoplastic sliding law described
by Aschwanden et al. (2016) is used to parameterize basal sliding. Calving in this
study occurs immediately as ice floats into the ocean

CESM2.1 contributes to the Coupled Model Intercomparison Project phase 6
(CMIP6; Eyring et al., 2016), and the Ice Sheet Model Intercomparison Project for
CMIP6 (ISMIP6; Nowicki et al., 2016).

4.2.2. Coupling Description
In the default CESM2.1 configuration, ice sheets do not evolve, but the simulations
described here have a dynamic GrIS which is interactively coupled to the other
Earth system components (Muntjewerf et al., submitted). The model features an
SMB calculation with a surface energy balance calculation of melt. The SMB (=
snowfall + refreezing  sublimation  melt) is computed in CLM5 in ten elevation
classes (ECs) for each glaciated grid cell (Lipscomb et al., 2013; Sellevold et al.,
2019). The EC downscaling uses a fixed nearsurface temperature lapse rate of 6
K km−1 and downscaling of specific humidity assuming constant relative humidity
with elevation. Rainfall is converted to snowfall when the nearsurface temperature
is lower than 2∘C, and snowfall to rainfall when the nearsurface is higher than 0∘C.
In the case of snowfalltorainfall conversion, the resulting rainfall is routed directly
to the ocean. The EC scheme features an interactive coupling to the atmosphere
and explicit modeling of albedo, refreezing, and snow and firn compaction (van
Kampenhout et al., 2017, 2019). The SMB is downscaled by the coupler to the
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higher resolution CISM2.1 grid using a trilinear remapping scheme and corrected to
conserve global water mass. Muntjewerf et al. (submitted) describes the remapping
scheme.

The GrIS freshwater budget from surface runoff, basal melt, and ice discharge
(i.e., calving) is coupled to the ocean model. The freshwater flux received by the
ocean from the GrIS is the sum of surface runoff from CLM5, and the basal melt and
ice discharge from CISM2.1. The surface runoff and the basal melt are distributed
in the ocean by an estuary box model over the 30 m upper layers of the ocean
grid cell (Sun et al., 2017). Ice discharge is delivered to the nearest ocean grid
cell and spread horizontally in the surface layer with a Gaussian distribution with a
maximum distance of 300 km. Ice melts instantaneously.

CESM2.1CISM2.1 further includes dynamic landunit change from glaciated to
vegetated land cover as the ice sheet retreats, or vice versa, when the ice sheet
advances. The ice sheet surface topography from CISM2.1 is used to recompute
the fractional glacier coverage in CLM5, affecting the albedo and soil vegetation
characteristics. The evolving ice sheet topography is also coupled to the atmo
spheric model, which enables orographic circulation feedbacks. Surface elevation
and surface roughness fields are updated every ten years in the simulations.

4.2.3. Simulations
We analyzed two simulations in this study: a 300year control simulation with con
stant preindustrial (year 1850) forcing, and a 350year transient simulation with
an idealized atmospheric CO2 scenario. The atmospheric CO2 concentration initially
increases by 1% per year until reaching 4× preindustrial CO2 level (1140 ppmv;
hereafter 4×CO2) in year 140 (Fig. 4.1a). The 4×CO2 level is then maintained for
the remaining 210 years of the simulation.

Both simulations start from the spunup preindustrial Earth system/ice sheet
state in Lofverstrom et al. (2020). A nearequilibrium state is obtained by alternating
a fully coupled model configuration, and a computationally efficient (coupled) model
configuration with a data atmosphere. The residual drift in the nearequilibrated
GrIS volume is 0.03 mm SLE yr−1, with a GrIS volume and area which are overes
timated by 12% and 15%, respectively when compared to observations. Ice sheet
velocities and SMB compare reasonably well with presentday observations and re
gional modeling reconstructions (Colgan et al., 2012; Lipscomb et al., 2019; van
Kampenhout et al., 2020).

4.3. Results
4.3.1. Global, Arctic and North Atlantic Climate Change
Figure 4.1b shows the evolution of the topoftheatmosphere (TOA) radiation im
balance. There is increasingly more radiation trapped in the Earth System due to
the CO2 forcing; therefore, the system warms. The global annual average near
surface temperature increases at an approximately constant rate in the first 140
years. By year 131–150, the warming is 5.2 ± 0.3 K (where the ± indicate 1 stan
dard deviation for the same period; Fig. 4.1c). In the two centuries that follow, the
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Figure 4.1: Evolution of (a) CO2 (ppmv), (b) cumulative topoftheatmosphere (TOA) radiation imbal
ance, (c) nearsurface temperature anomaly with respect to preindustrial mean, and (d) anomaly map
of nearsurface temperature anomalies. The black lines show global averages, the red line shows Arc
tic (60∘N90∘N) average, and the green line shows GrIS average. The anomaly map in (d) shows the
difference between year 331–350 of the 4xCO2 run and the preindustrial control.
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4x CO2: yr 131-150
CTRL

4x CO2: yr 331-350

(a) JJA zonal-mean temperature (oC) (c) DJF zonal-mean temperature (oC)

(b) JJA temperature (oC) (d) DJF temperature(oC)
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Figure 4.2: Zonalmean (top) and maps (bottom) of summer (JJA; left) and winter (DJF; right) near
surface temperature (∘C). The lines show the preindustrial control (CTRL; black), 4× CO2 years 131–
150 (blue), and 4× CO2 years 331–350 (red). The maps show the seasonal averages endofsimulation
(years 331–350).

temperature increases by an additional 3.3 K. The Arctic (defined as north of 60∘N)
warming follows a similar trajectory. The Arctic amplification factor (ratio between
the Arctic and global temperature increase) is 1.6, where much of the signal comes
from Arctic seaice loss. The GrIS amplification (ratio between GrIS and global
temperature increase) with 1.2 is smaller than the Arctic amplification, as the GrIS
is a terrestrial region with perennial ice/snow cover that holds the summer surface
temperature below melting point.

Spatially, the annual nearsurface temperature increases globally (Fig. 4.1d),
with the most pronounced warming (>18 K) over the Arctic Ocean, the Canadian
archipelago, and Antarctica. The North Atlantic warms the least due to the slow
down of the North Atlantic overturning circulation associated with meridional heat
transport. The Arctic becomes seasonally icefree from year 270, as the March
seaice extent declines to less than 1×106 km2.

Figure 4.2 shows the zonal means of the nearsurface JJA and DJF tempera
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tures. The high Arctic (north of 80∘N) warms somewhat less than lower Northern
Hemisphere latitudes by years 131–150 in JJA. This is likely connected with the
energy being used for melting sea ice. By years 331–350, the high Arctic warms
more than other Northern Hemisphere latitudes due to lack of sea ice and a reduced
snow cover. The interior of the GrIS is the only region in the Northern Hemisphere
where the temperatures are below freezing.

The zonally averaged nearsurface temperature in the Northern Hemisphere DJF
(Fig. 4.2c) shows the Arctic amplification for years 131–150 and 331–350. The
meridional temperature gradient reverses from ∼70∘N in both periods, though more
pronounced in the second period. This reversal reflects the seaice thinning and
retreat by 131–150, and seaicefree conditions by 331–350. By years 331–350,
most Arctic land regions remain below freezing temperatures, while the ocean is
sea icefree (Fig. 4.2c). The GrIS is the coldest region in the Northern Hemisphere
by the end of the simulation.

4.3.2. Change in Surface Mass Balance
The SMB in the preindustrial simulation is 585 Gt yr−1 (Table 4.1), which is higher
than presentday SMB (Noël et al., 2015, 2016; Fettweis et al., 2017), primarily
due to a larger ice sheet and higher snowfall rates (Lofverstrom et al., 2020; van
Kampenhout et al., 2019). In the 1% simulation, the surface mass loss increases
by three distinct rates (Fig. 4.3c, black line). The SMB trend is 3.5 Gt yr−2 until
year 119 and accelerates to 13.9 Gt yr−2 for the years 120–226. The global mean
temperature increase is 4.2 K by year 120, with respect to the preindustrial climate.
In the years 226–350, the surface mass loss trend reduces to 5.4 Gt yr−2, at the
same time as the radiative forcing is reduced (Fig. 4.1b). The anthropogenic signal
in the SMB emerges over background variability (20 years running mean is two
standard deviations lower than the preindustrial control mean; Fyke et al., 2014a)
by year 84. At this year, the global mean temperature anomaly is 2.5 K. The SMB
becomes negative by year 96, at a warming of 2.9 K.

Figure 4.3a shows the evolution of the ablation area as a percentage of the total
GrIS area (note, the GrIS area is decreasing). The ablation area is the area with an
annual mean SMB of < 0 Gt yr−1. The anthropogenicforced signal emerges over
background variability in year 46 when the global mean temperature anomaly is 1.1
K. In a CESM2.1only simulation (without an interactive ice sheet) under the same
scenario forcing (Sellevold and Vizcaino, 2020), this ablation area signal emerges
sooner than the SMB signal due to lower interannual variability. In the preindustrial
simulation, the ablation area is 5.5% (1.1×105 km2). The ablation area expands
rapidly in the 1% simulation, with three distinct trends whose timing of change
appears sooner than those of the SMB trends. Up to year 98, the ablation area
expands at a rate of 0.1% yr−1. From year 99, the rate of expansion triples to
0.3% yr−1; by years 131–150, the ablation area is 24.2% (4.8×105 km2). Between
years 193–350, the trend is again 0.1% yr−1, leading to an ablation area covering
60.1% (10.1×105 km2) of the total ice sheet area.

The area that is present below a certain elevation is shown in Fig. 4.3b. GrIS
area increases exponentially with elevation, so a fixed increase in equilibrium line



4

76 4. Surface mass loss in CESM2.1CISM2.1

Figure 4.3: Change in annual SMB and JJA surface energy balance over the GrIS. a) Ablation area (%;
as percentage of total ice sheet area), b) cumulative ice sheet area (xaxis) below a certain elevation
(m; yaxis), c) Annual GrISintegrated SMB components (Gt yr−1), and d) JJA areaweigted averages
of surface energy balance components (W m−2). The thick lines in a), cd) show the 20years running
means.
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Table 4.1: Annual ice sheet integrated surface mass balance and components mean (standard deviation)
and anomalies of the mean with respect to preindustrial (Gt yr−1). SMB (1∘) values are calculated as
the sum of components as calculated in CLM. SMB (4 km) values are in CISM, after downscaling and
remapping. SMB (1∘) = snowfall + refreezing  melt  sublimation. Rain (%) = rain * 100 / (snowfall +
rain). Refreezing (%) = refreezing * 100 / (rain + melt). All changes in the mean are significant (p <
0.05) except snowfall by 131–150. Differences between the SMB (4 km) and SMB (1∘) are because of
the latter also accounting for changes in snow mass, while SMB (4 km) only accounts for changes in ice
mass due to mass conservation (Vizcaíno et al., 2013)

.

Component Preindustrial Years 131–150 Years 331–350
Absolute Anomaly Absolute Anomaly

SMB (4 km) 585 (85) 367 (166) 952 2259 (357) 2844
SMB (1∘) 544 (103) 521 (217) 1065 2589 (442) 3133
Precipitation 846 (83) 986 (97) 140 1122 (97) 276
Snowfall 780 (80) 750 (74) 30* 683 (71) 97
Rain 72 (12) 235 (38) 163 439 (59) 367
Refreezing 223 (54) 693 (73) 470 534 (43) 311
Melt 415 (92) 1,914 (251) 1499 3,804 (443) 3389
Sublimation 45 (4) 50 (6) 5 3 (11) 42
Rain (%) 8 (1) 24 (3) 16 39 (4) 31
Refreezing (%) 46 (4) 32 (3) 14 13 (1) 33

altitude (ELA) will result in larger ablation area expansion, the higher on the ice
sheet the ELA is. This can in part explain the rapid expansion of the ablation areas.
The changing topography of the GrIS somewhat counteracts this effect. For exam
ple, a change in ELA from 1,000 m to 2,000 m with the preindustrial topography
(black line) will expand the ablation area with 30.2%. The corresponding ablation
area expansion is 29.3% for the topography by the end of the simulation (red line).

Figure 4.3c shows the time evolution of the SMB components. Total precipita
tion rate increases throughout the simulation (Table 4.2), but the signal emerges
relatively late (year 202, for a global mean temperature increase of 6.8 K). This
is due to the combination of global warming and reduced North Atlantic merid
ional overturning circulation. The latter reduces the precipitation in the southern
part of the ice sheet through its influence on the NAO (Peings and Magnusdottir,
2014a; Berdahl et al., 2018) and partly compensates for the moderate precipitation
increases elsewhere (Sellevold and Vizcaino, 2020). Snowfall, unlike precipitation,
decreases during the simulation but does not emerge over background variability.
This decrease is due to an increased fraction of precipitation falling as rain, from
9% in the preindustrial simulation to 39% by years 331–350, as a result of warm
ing. The small decrease in snowfall rate and increased rain impact on refreezing.
More rain refreezes in the snow, while the refreezing capacity is not refreshened by
snowfall, causing a decrease in refreezing capacity.

Melt increases from the start of the simulation and accelerates after the first
century. By years 131–150, the melt is five times greater than the preindustrial
melt (Table 4.1). Melt continues to increase until year 280 and reaches 9 times
the preindustrial values by the end of the simulation. Refreezing also increases
from the beginning of the 1% simulation. This is mostly due to increased avail
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able liquid water from surface melt and rainfall, with melt representing the largest
contribution (90% by the end of simulation). The refreezing capacity, defined as
the fraction of refreezing to available meltwater, decreases from 46% in the pre
industrial simulation (in agreement with estimates from regional climate modeling;
Noël et al., 2018) to 32% (131–150), in agreement with RCP4.5 projections (van
Angelen et al., 2013). After the years 131–150, the refreezing amounts do not
increase anymore, despite a further increase in available water. This is because
the meltwater saturates the refreezing capacity of snow. From year 200 to the end
of the simulation, the refreezing rate decreases. By the end of the simulation, the
refreezing capacity is 13%. The maximum refreezing has values close to but below
the total snowfall rate (93% for 131–150 and 79% for 331–350), confirming the
validity of parameterizations that estimate potential refreezing as a fraction of total
snowfall (Aschwanden et al., 2019).

Table 4.2: Summer GrISaveraged albedo (), nearsurface temperature and skin temperature (∘C),
incoming shortwave radiation at the surface, incoming longwave radiation at the surface, and surface
energy balance components (W m−2) (mean [standard deviation]). Melt energy = net shortwave
radiation SW𝑛𝑒𝑡 + net longwave radiation LW𝑛𝑒𝑡 + sensible heat flux SHF + latent heat flux LHF +
ground heat flux GHF. All changes in the mean are significant (p < 0.05)

Preindustrial Years 131–150 Years 331–350
Albedo 0.78 [0.01] 0.72 [0.01] 0.62 [0.01]
T2𝑚 7.1 [0.8] 1.5 [0.5] 0.6 [0.3]
T𝑠𝑘𝑖𝑛 7.6 [0.8] 2.3 [0.4] 0.8 [0.2]
SW𝑖𝑛 289.6 [3.7] 264.4 [5.2] 252.6 [6.2]
LW𝑖𝑛 231.3 [3.7] 266.6 [3.5] 279.7 [3.4]
Melt energy 8.2 [2.0] 38.2 [5.0] 83.1 [9.1]
SW𝑛𝑒𝑡 62.5 [2.3] 71.3 [3.4] 91.4 [4.4]
LW𝑛𝑒𝑡 49.8 [2.0] 37.7 [2.7] 31.4 [2.8]
SHF 5.0 [1.0] 9.6 [1.9] 20.8 [2.9]
LHF 7.8 [0.4] 6.3 [1.0] 2.1 [2.1]
GHF 1.7 [0.3] 1.2 [0.5] 0.2 [0.4]

The surface energy balance components (Fig. 4.3d) are necessary to explain
the melt acceleration after year 120, and the subsequent acceleration in SLR con
tribution. In the first century of the 1% simulation, the primary source of additional
melt energy is the increase in net longwave radiation (Table 4.2). The net shortwave
radiation at the surface does not increase, because of reduced incoming shortwave
radiation from enhanced cloudiness (Sellevold and Vizcaino, 2020) cancels out the
effect of a reduced albedo. By years 131–150, the primary source of additional melt
energy (40%) is still net longwave radiation. By the end of the simulation, albedo
decrease makes net shortwave radiation the primary source (39%) followed by the
turbulent heat fluxes (34%).

Melt energy reaches a threshold or tipping point close to year 120. The net
shortwave and turbulent heat fluxes substantially increase, while the net longwave
radiation continues a more smooth increase, as the global warming continues (Fig.
4.1). The sharp increases are the result of the combination of two processes. On
the one hand, the icealbedo feedback is a trigger and amplifies the melt increase
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as the ablation area expands (Fig. 4.3a). Then, as the ablation area extends, more
bare ice is exposed, which has an albedo of 0.4. This is much lower than, e.g., fresh
snow and wet snow, which have albedos of 0.850.90 and 0.650.75, respectively.
Further, the global mean temperature increase exceeds a certain threshold (4.2 K)
that translates regionally into summer GrIS mean temperatures close to the melting
point (Table 4.2). Large parts of the ice sheet surface are at melting point, while the
nearsurface temperatures can go above the melting point. This results in a stronger
surface temperature gradient and leads to enhanced turbulent heat fluxes.

We now turn our focus towards spatial changes of the GrIS during summer
(JJA). The preindustrial ice sheet’s albedo is 0.71, as most parts of the ice sheet
are covered with perennial snow (Fig. 4.4a). With the CO2 forcing, the margins
retreat and reveal the low albedo vegetation under the ice sheet (Fig. 4.4b,c).
Also, the ablation areas expand, and the snow in the interior gets wetter, causing
a lowered albedo almost everywhere at the ice sheet. The mean ice sheet albedos
are 0.72 and 0.62 by 131–150 and 331–350, respectively.

In the preindustrial summer, the latent heat flux is negative everywhere over
the ice sheet (Fig. 4.4d). A negative latent heat flux here represents energy loss
from the surface to the atmosphere, due to sublimation or evaporation. With more
energy available in the summer, sublimation increases at the ice sheet surface,
except for at the margins (Fig. 4.4e,f). This effect causes the more negative latent
heat fluxes over most of the ice sheet. However, at the margins, the latent heat flux
becomes more positive with global warming. The more positive latent heat fluxes
imply that moist air cools as it flows over the cold surface and reaches saturation,
such that water vapor condenses or deposits on the melting ice. With time, as ice
sheet surface melt increases, summer deposition becomes larger than sublimation,
causing the sign change in Fig. 4.3d, red line. While deposition increases the melt
energy, it has a small effect on the SMB (Fig. 4.3d, purple line).

The sensible heat flux is positive almost everywhere over the GrIS in summer
(Fig. 4.4g), as the atmosphere is warmer than the surface. Over the ice sheet, the
sensible heat flux increases with global warming (Fig. 4.4h,i). As the surface of
the GrIS approaches the melting point, while the atmosphere continues to warm,
the temperature gradient increases and causes more energy transfer to the GrIS
surface.

To evaluate the effect of using a dynamically evolving ice sheet margin and
topography on the SMB, we use the 4×CO2 simulated elevationdependent SMB
as calculated by the elevation classes method and downscale to the preindustrial
(static) topography and ice sheet extent. It should be noted that the elevation
classes calculated SMB still considers the evolving topography, such that the SMB is
calculated with respect to e.g., change in precipitation patterns as the topography
evolves.

The SMB on the static preindustrial topography and ice sheet extent is 26 ±
14 Gt yr−1 (131–150) and 314 ± 62 Gt yr−1 (331–350) lower than the SMB for
the evolving ice sheet topography and extent (Fig. 4.5a). This is because of the
very high ablation at the ice sheet margins for the static preindustrial ice sheet (Fig.
4.5a,b) more than compensates for the SMBelevation feedback (Fig. 4.5c). On the
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Figure 4.4: JJA Greenland climate for left row) preindustrial (CTRL) (1300), middle row) years 131–150
and right row) 331–350, with: ac) albedo (), df) latent heat flux (W m−2), and gi) sensible heat flux
(W m−2). Positive heat flux indicate heat transfer from atmosphere to land. Pink contour encloses areas
with >70% glacier fraction within the gridcell.
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Figure 4.5: Annual mean surface mass balance anomalies with respect to the preindustrial mean (Gt
yr−1; a) with a static preindustrial topography and ice sheet extent (black line), with evolving topography
and ice sheet extent (red line), and with a static topography, but evolving ice sheet extent (blue line).
Annual mean 331–350 surface mass balance b) on the evolving topography (mm yr−1), c) on the pre
industrial static topography (mm yr−1), and d) SMBelevation feedback (mm yr−1). The SMBelevation
feedback is defined as the 331–350 SMB anomaly in the 4×CO2 simulation, with respect to the 331–350
SMB on the preindustrial topography(i.e., bc). The green solid line in (b,c) shows the preindustrial
GrIS extent, while the pink (bd) shows the 331–350 GrIS extent.
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other hand, when evaluating the SMB on the preindustrial ice sheet topography,
but accounting for the retreating margin, the SMB is 112 ± 18 Gt yr−1 (131–150)
and 1,259 ± 109 Gt yr−1 (331–350) higher than the SMB for the evolving ice sheet
topography and extent. So, when accounting for the retreating margins, the SMB
elevation feedback decreases the SMB with an additional 12.1% by 131–150 and
44.4% by 331–350 (Fig. 4.5a,c).

An interesting feature of the SMB evolution without SMBelevation feedback
and a retreating margin is that the SMB is seemingly increasing by the end of the
simulation. This may imply that the SMBelevation feedback sustains the end of the
simulation SMB decrease.

Figure 4.6 shows the time evolution of SMB and topography along three 400
km long crosssections following the topographic gradient in the southwest (67∘N),
and north (Peterman and NEGIS catchments). At the start of the simulation, the
equilibrium line altitude (ELA) is at 1,500 m in the SW. From year 120, the ELA starts
to increase. The first 500 m increment of the ELA takes around 30 years and brings
the ablation 60 km further inland. The next 500 m increment, raising the ELA to
2,500 m, takes another 90 years, and brings the ablation another 100 km inland.
Another apparent feature is how the topography is lowering and steepening. For
example, at the start of the simulation, the distance from the 2,000m to the 2,500m
contour is∼100 km, while at the end of the simulation, this distance decreases to 80
km. Steeper topography implies faster flowing ice, and increased katabatic winds.

If we follow the change of SMB at 1,500 m (which is at x=100 km at the start
of the simulation), we see that it starts at ∼ 0 mm yr−1 and ends up at ∼ 4 mm
yr−1 after 350 years of CO2 forcing. However, if we follow the SMB evolution at
x=100 km, at year 350, the SMB is 8 mm yr−1. If we assume this point would
have followed the climate evolution at its original topography if it did not decrease,
then locally, the SMBelevation feedback is as important as the CO2 forcing.

4.4. Discussion and conclusions
In this study, we forced the coupled CESM2.1CISM2.1 by increasing CO2 with 1%
per year (compared to preindustrial levels) until 4×CO2 stabilization in year 140.
The simulation was then continued with a fixed 4×CO2 forcing for 210 more years.
Our primary focus is on the SMB evolution, with a detailed analysis of the GrIS
surface mass and surface energy evolution.

The SMB decreases by 952 Gt yr−1 (years 131–150) and 2844 Gt yr−1 (years
331–350). The SMB decrease here is comparable, though larger than the projec
tions by Vizcaino et al. (2015), who project an SMB decrease of 601 Gt yr−1 at
4×CO2 stabilization, and 2420 Gt yr−1 by the end of their multicentury projec
tion. These differences are likely due to different anthropogenic emissions as they
use the Representative Concentration Pathway 8.5 (RCP8.5) scenario, their lower
GCM and ISM resolution, and differences in the GCMISM coupling. Le clec’h et al.
(2019) run the regional climate model MAR coupled to an ISM, and project an SMB
decrease of 918 Gt yr−1 by 4×CO2 stabilization under a RCP8.5 scenario.

The main contributor to SMB decrease is surface melt increase. Before the SMB
acceleration, increasing incoming longwave radiation due to atmospheric warming
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Figure 4.6: Hovmöller plots of annual mean SMB (m yr−1; colors) and annual mean topography (m;
contours) for three transects on the GrIS. The transects are shown in the maps to the right, where
the black line corresponds to the xaxis on the left side. Note the different scaling of the positive and
negative colors.
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provides the energy for melt. After acceleration, meltalbedo feedback and the
turbulent heat fluxes are the main contributors to melt energy increase due to the
ablation area expansion exposing more bare ice during summer. These findings
are in agreement with other studies (Franco et al., 2013; Sellevold and Vizcaino,
2020). However, we expand on these previous studies by providing the multi
century evolution.

We found that the SMBelevation feedback decreases the SMB with an additional
12.1% by 131–150 and 44.4% by 331–350. For this first estimate, other studies
find this number to be in the range 4.3%–11.0% (Edwards et al., 2014; Vizcaino
et al., 2015; Le clec’h et al., 2019), i.e., there is considerable uncertainty. This
means that the SMBelevation feedback by the stabilization of the CO2 forcing is
somewhat stronger in our simulation. Vizcaino et al. (2015) find a contribution of
the SMBelevation feedback to be much lower (33%) than what we project here.
Despite these differences, our simulations show that the SMBelevation feedback
becomes increasingly important with global warming. The SMB decrease due to
global warming is more substantial than the SMB decrease due to SMBelevation
feedback, which is in agreement with other studies (Edwards et al., 2014; Vizcaino
et al., 2015; Le clec’h et al., 2019; Aschwanden et al., 2019).
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Influence of Arctic seaice
loss on the Greenland ice

sheet climate

What happens in the Arctic,
does not stay in the Arctic.

Vidar Helgesen

Arctic sea ice loss has the potential to influence the Greenland ice sheet (GrIS)
surface climate. Detecting robust signals of an impact of the sea ice loss
on GrIS from observations is difficult due to the short observational records.
Also, signals detected using transient climate simulations may be aliases of
other forcings. Here, we study the seasonal impact of reduced Arctic sea ice
on GrIS surface mass balance (SMB). This is achieved by forcing the Com
munity Earth System Model version 2.1 (CESM2), which features a coupled
calculation of SMB, with preindustrial and future monthly varying sea ice
concentrations and sea surface temperatures while keeping all other forc
ings constant. The result is a warmer and wetter Arctic and a GrIS with an
enhanced hydrological cycle. GrIS SMB increases in winter due to increased
precipitation, particularly in the south, driven by the more humid atmosphere
and an increase in cyclones. In summer, surface melt increases as a result of
a warmer and wetter atmosphere providing increased energy transfer to the
surface through the sensible and latent heat fluxes, which triggers the melt
albedo feedback. Deep warming occurs over the Baffin Bay through high (∼1
Parts of this chapter are in review for Climate Dynamics
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m s−1) vertical winds, due to the topographical obstacle the GrIS exerts on the
zonal flow. This deep warming results in regional enhancement of the 500
hPa geopotential heights over the Baffin Bay and Greenland, with increased
blocking and heat advection over the GrIS’ surface.

5.1. Introduction
Arctic amplification, the rapid warming of the Arctic relative to the global mean
warming, is a prominent sign of contemporary climate change that has emerged in
the late 1990s (Serreze and Francis, 2006; Serreze et al., 2009). A combination of
many factors causes warming in the Arctic, e.g., atmospheric transport of heat from
the midlatitudes (Screen et al., 2012), trapping of longwave radiation by CO2 (Pithan
and Mauritsen, 2014), increased water vapor, and albedotemperaturefeedback
due to thinning and retreat of sea ice (Screen et al., 2012; Pithan and Mauritsen,
2014). Arctic amplification does not only impact the Arctic climate but may also
have impacts on midlatitude atmospheric circulation and weather (Cohen et al.,
2014; Overland et al., 2015; Coumou et al., 2018). However, the latter linkage is
debated (Barnes, 2013; Screen and Simmonds, 2013b; Barnes and Screen, 2015a).

The GrIS is the largest body of freshwater in the northern hemisphere, and
would raise the global mean sea level by 7.4 m if melted (Bamber et al., 2018a).
Since 2012, the GrIS has been losing mass at a rate of 247 Gt yr−1 (0.69 mm
yr−1 of global sealevel rise; Bamber et al., 2018b), after the ice sheet being in
approximate mass balance before the 1990s. An increase in melt of the Greenland
ice sheet (GrIS) follows the onset of Arctic warming (Trusel et al., 2018).

Surface mass balance (SMB) decline is the primary contributor (∼60%) to the
current GrIS mass loss, with recent increases in ice discharge as second contributor
(∼40%) (van den Broeke et al., 2016). The GrIS surface gains mass through snow
fall, the rainfall that refreezes in the snow, and through deposition/riming (Ettema
et al., 2010). On the other hand, the surface loses mass through melt that is not
refrozen in the snow and sublimation. Melt occurs when the ice sheet’s temperature
reaches 0∘C, and there is a surplus of energy (van den Broeke et al., 2008). The
SMB of the GrIS has a strong seasonal cycle, with net mass gain in fall, winter, and
spring, and net mass loss during the summer months.

While sea ice loss and its impacts on high latitude climate have been extensively
investigated (Francis and Vavrus, 2012; Screen and Simmonds, 2013b; Barnes and
Screen, 2015a; Barnes and Polvani, 2015b), little attention has been paid to the
potential influence on the GrIS SMB. Observational studies suggest sea ice loss
has a small impact on summer melt at the GrIS surface, restricted to western low
elevation areas (Rennermalm et al., 2009; Liu et al., 2016; Stroeve et al., 2017).
When sea ice loss occurs close to the GrIS, the atmosphere becomes warmer and
moister due to increased contact with the open ocean leading to increased incoming
longwave radiation at the surface of the ice sheet. More incoming longwave warms
the surface and leads to increased melt. The melt attributable to increased turbulent
heat fluxes is small, as the onshore flow is blocked by katabatic winds over the
GrIS. However, the nonzero contribution might suggest a barrier wind mechanism
(van den Broeke and Gallée, 1996) mixing the onshore winds with the offshore
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katabatic winds (Stroeve et al., 2017). In years with extensive melt of both sea
ice and the GrIS, anomalous atmospheric ridging occurs over the GrIS (Liu et al.,
2016). While this circulation pattern is likely not caused by sea ice loss, the sea
ice loss may reinforce this circulation pattern. Modeling studies (Noël et al., 2014;
Liu et al., 2016) corroborate the observational evidence of an impact of sea ice loss
on the GrIS. Additionally, Liu et al. (2016) find that the anomalous ridging induced
by sea ice loss can lead to an increase in summer atmospheric blocking events.
Blocking is quasistationary synoptic high pressure systems that block the westerly
flow. Further, Noël et al. (2014) find that annual precipitation in the southeast of
the GrIS increases in response to reduced sea ice.

The short observational record makes difficult to detect robust mechanisms link
ing sea ice loss with increased GrIS surface melt, due to the large interannual vari
ability and their corelationship with global warming. Also, available modeling stud
ies are either short (5 years) or lack a physical calculation of GrIS SMB. Motivated
by this gap, we use the Community Earth System Model version 2.1 (CESM2) to
simulate the climate response to Arctic sea ice and sea surface temperature (SST)
perturbations with the goal of determining the response of the GrIS SMB to ongoing
and future sea ice loss, and understand the underlying processes. CESM2 features
a physically based calculation of SMB, making it a stateoftheart framework for
studying this possible connection. Also, we will use many ensembles (100 members
per experiment) to detect robust signals of changes of the GrIS SMB induced by
sea ice loss.

5.2. Methods
5.2.1. Model
We use the Community Earth System Model 2.1 (CESM2; Danabasoglu et al., 2020).
This model is a participant in the climate model intercomparison project (CMIP)
phase 6 (Eyring et al., 2016). The model is run with active atmosphere, sea ice,
land, and ice sheet components and with prescribed ocean sea surface tempera
tures (SSTs). The atmospheric model is the Community Atmosphere Model version
6 (Gettelman et al., 2019b), run with a horizontal resolution of 1.25∘ (longitude)
× 0.9∘ (latitude) and 32 vertical levels. The sea ice model is the Los Alamos Sea
Ice Model version 5 (Hunke et al., 2017), run at a nominal 1∘ resolution with pre
scribed sea ice concentrations. The land model is the Community Land Model ver
sion 5 (CLM5; Lawrence et al., 2019), run at the same horizontal resolution as the
atmosphere. CESM2 also features an ice sheet component, the Community Ice
Sheet Model version 2.1 (Lipscomb et al., 2019), at 4 km resolution. In this study,
the ice sheet evolution is turned off (fixed topography), so the ice sheet model
is a purely diagnostic model providing highresolution subgrid topography for the
SMB calculation in CLM5. CESM2 successfully simulates presentday GrIS SMB (van
Kampenhout et al., 2020), and reproduces the SMB response to global warming
as simulated by high resolution regional climate models (Sellevold and Vizcaino,
2020).
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5.2.2. Surface mass balance calculation
For the calculation of GrIS SMB, CESM2 uses an elevation class scheme (Sellevold
et al., 2019). This calculation is carried out by CLM5 at every grid cell over Greenland
containing nonzero glacier cover. The EC method downscales the nearsurface
temperature with a lapse rate of 6 K km−1, the incoming longwave radiation with
32 W m−2 km−1, and specific humidity assuming constant relative humidity, using
10 elevation bins. For the calculation of surface melt, the surface energy balance
[W m−2] is calculated at every EC as

𝑀 = 𝑆𝑊𝑖𝑛(1 − 𝛼) + 𝐿𝑊𝑖𝑛 − 𝜖𝜎𝑇4𝑠𝑓𝑐 + 𝑆𝐻𝐹 + 𝐿𝐻𝐹 + 𝐺𝐻𝐹, (5.1)

where M is the melt energy, SW𝑖𝑛 is the incoming shortwave, 𝛼 is the surface albedo,
LW𝑖𝑛 is the incoming longwave, 𝜖 the surface emissivity, 𝜎 the StefanBoltzmann
constant, and T𝑠𝑓𝑐 the surface temperature. SHF is the sensible heat flux, LHF is
the latent heat flux, and GHF is the ground heat flux.

At every EC, the SMB [Gt yr−1] is calculated as

𝑆𝑀𝐵 = 𝑆𝑁𝑂𝑊 + 𝑅𝐸𝐹𝑅𝑍 −𝑀𝐸𝐿𝑇 − 𝑆𝑈𝐵𝐿, (5.2)

where SNOW is the snowfall, REFRZ is the amount of refreezing of rainfall or melt,
MELT is the surface melt, and SUBL is the sublimation (deposition if negative).
Phase partitioning of rain and snowfall occurs at each EC based on nearsurface
temperature. At temperatures lower than 2∘C, precipitation falls exclusively as
snow, while at temperatures higher than 0∘C, precipitation falls exclusively as rain.
In between this range it appears as mixed phase precipitation.

5.2.3. Simulations
The simulations analyzed here are contributions to the polar amplification model
intercomparison project (PAMIP; Smith et al., 2019). Two experimental setups are
used, both starting in April 2000 and running through May 2001. The first two
months are discarded as spinup, leaving a full year for analysis. Each of the two
experiments consist of 100 oneyear simulations, each with slightly different ini
tial condition. The difference between the two experiments are only in the sea
ice and withinArctic SST prescription, one corresponding to preindustrial condi
tions (CTRL; Danabasoglu, 2019e) and the other to a 2∘C warmer climate (FUT;
Danabasoglu, 2019f) as illustrated in Fig. 5.1.

We obtain monthly varying sea ice concentrations and SST’s from the histori
cal and RCP8.5 scenario simulations from the CMIP5 (Taylor et al., 2012). Three
distinct periods are defined: Preindustrial, presentday, and future, with global
mean temperatures of 13.7∘C, 14.2∘C, and 15.7∘C, respectively. For each CMIP5
model, the 30year running mean global mean temperature is calculated. When
this global mean temperature matches those defined above, a 30 year average of
SIC and SST is taken to represent the period. At each grid point, linear regression
between presentday values and preindustrial (or future) values of SIC and SST
across the the 30 year averages from each model are computed. Then, the required
preindustrial (or future) estimate is taken as the point where this regression re
lationship intersects the observed (19792008 climatology from the Hadley Centre
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Figure 5.1: Seaice extent and sea surface temperature differences between future (FUT) and control
(CTRL) experiments for the months of the year. The solid black line corresponds to the CTRL sea ice edge
(>0.15 SIC), while the black dashed line corresponds to the FUT sea ice edge. The color corresponds
to the difference in prescribed SST between FUT and CTRL.
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Figure 5.2: The amount of time where a cyclone is present in a grid cell (%) in a) DJF and b) JJA.

Sea Ice and Sea Surface Temperature dataset; Rayner et al., 2003) values in order
to constrain the estimates of SIC and SST. In the regression to obtain SIC and SST,
quartile regression (Waldmann, 2018) is used instead of the more common least
square regression to reduce the influence of outliers. For the preindustrial (future),
the upper (lower) quartile of the regression is used to give higher weight to mod
els with more (less) sea ice and colder (warmer) SST’s. Following the method of
Screen et al. (2013a), in any grid cell where the preindustrial or future SIC deviates
with more than 10% from the presentday value, SST’s derived using the method
described above are prescribed.

5.2.4. Analysis
To assess the response to Arctic sea ice loss and increased SSTs, we make use of
some specific circulation metrics.

To identify individual cyclones, we use a modified version of the method pre
sented in Zhang et al. (2004). The method applies these steps on 6 hourly averaged
sea level pressure (SLP) data:

1. Remove SLP values where the topography surface elevation is higher or equal
to 1,000 m.

2. Any grid point with SLP lower than its eight surrounding neighbors is consid
ered a cyclone candidate.

3. The minimum SLP gradient between the cyclone candidate and its eight sur
rounding grid points is required to be 1.5×10−6 hPa m−1. The SLP values
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at the eight surrounding grid points are representative of the spatial average
using their nine adjacent grid points.

4. The minimum SLP gradient between the four surrounding points of the cyclone
candidate and their outside adjacent grid points must be negative inward.

5. We add a radius of 600 km to each cyclone center.

6. The daily average over the 6 hourly cyclones is calculated, to obtain the frac
tion of a day when a cyclone influences a grid point.

Different cyclone detection algorithms do give different results. The cyclone cli
matology produced with the method presented here (Fig. 5.2) compares well with
those of other methods (Neu et al., 2013).

To identify dynamic blocking events, we use the modified twodimensional method
described by Kennedy et al. (2016). We take the 5day running mean of daily av
eraged 500 hPa geopotential heights (Z500) to enforce a 5day criterion on the du
ration of a blocking event. At every grid point within 35∘N and 80∘N, we calculate
the northern (G𝑁) and southern (G𝑆) gradients through the formula

𝐺𝑆 =
𝑍500(𝜙0) − 𝑍500(𝜙𝑆)

𝜙0 − 𝜙𝑆
, 𝐺𝑁 =

𝑍500(𝜙𝑁) − 𝑍500(𝜙0)
𝜙𝑁 − 𝜙0

, (5.3)

where 𝜙0 corresponds to the latitude of the grid cell, 𝜙𝑁 = 𝜙0 + 10∘N, and 𝜙𝑆 =
𝜙0  10∘N. Whenever G𝑆 > 0 and G𝑁 < 10 m degree−1, we consider the grid cell
blocked. The difference of our method compared to the original method, is that
we calculate gradients with a distance of 10∘N rather than 15∘N. This allows us to
extend to 80∘N, while the original method can calculate up to 75∘N. However, the
two methods give similar results within the overlapping area (not shown).

5.3. Results
5.3.1. Largescale climate response
In this section, we explore the Arctic response in CESM2 to the monthly varying SIC
and SST perturbations shown in Fig. 5.1. Sea ice is reduced in every month of the
year and is accompanied by a colocated increase in SST. The most widespread loss
of sea ice occurs in summer and late fall. In the other months, the largest sea ice
losses occur in the Barents Sea, the Greenland Sea, the Bering Sea, and the Sea of
Okhotsk. In the seas surrounding Greenland, there is a yearround loss of sea ice.
The sea ice reductions in the Arctic (>60∘) are 4.1×106 km2 and 3.8×106 km2 for
winter and summer, respectively. The corresponding SST increases are 0.4 K and
1.4 K.

In response to this forcing, the Arctic experiences summer and winter warming
(Fig. 5.3a,c). In winter, there is widespread warming over both the Arctic ocean and
Arctic land (Fig. 5.3a). Three local warming maxima can be found in the Barents
Kara Seas, the Hudson Bay, and the Chukchi Sea. The warming imprint is evident
over the entire Greenland ice sheet, with the strongest warming occurring in the
South. The Arctic surface warming extends to a depth of ∼600 hPa (Fig. 5.3b).
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Figure 5.3: Simulated Arctic amplification as a response to the forcing. (a) Winter near surface [K],
(b) winter zonalmean [K], (c) summer near surface [K], and (d) summer zonalmean [K] temperature
anomalies. Dots indicate nonsignificant response at 95 % level, according to a student’s ttest.
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There is also warming occurring in the upper troposphere in response to the sea ice
and SST forcing. There is some midtropospheric cooling around 40∘N, associated
with a weak (not significant) surface signature in central Asia.

During summer, the warming is primarily confined to the ocean in a latitudinal
band of 50∘N80∘N (Fig. 5.3c). Also, the southern part of Greenland warms. Central
parts of the Arctic Ocean show a small (0.1 K) yet significant cooling. In the zonal
mean, the Arctic surface warms, and this warming extends into the troposphere
(up to ∼ 450 hPa; Fig. 5.3d).

Figure 5.4 shows different components of the Arctic surface energy budget. In
winter, there is a decrease in SW𝑖𝑛 over the Hudson Bay and the Sea of Okhotsk
(Fig. 5.4a), indicative of increased cloud cover. The decrease in SW𝑖𝑛 is more
than compensated for by a decrease in albedo leading to increased SW𝑛𝑒𝑡 (Fig.
5.4b). There is a panArctic increase in LW𝑖𝑛 (Fig. 5.4c) caused by increased
atmospheric reemittance of LW radiation as the atmosphere warms and moistens.
The patterns follow the nearsurface air temperature response pattern closely (Fig.
5.3a). However, in these areas the LW𝑜𝑢𝑡 increases more than the LW𝑖𝑛 due to high
warming of the surface, leading to decreased LW𝑛𝑒𝑡 (Fig. 5.4d). In central Arctic
Ocean, and over Arctic landmasses in Siberia and Canada, the LW𝑛𝑒𝑡 increases as
a result of increasing LW𝑖𝑛. In these areas, the snow or icecovered surfaces does
not warm enough to compensate for the increased LW𝑖𝑛. Where sea ice is lost in
FUT, SHF+LHF increases substantially in the BarentsKara Seas, Hudson Bay, the
Chukchi Sea, and in the Sea of Okhotsk (Fig. 5.4e). The SHF+LHF increase is due
to the strong SST warming prescribed with the sea ice loss, at the boundary of a
relatively cold atmosphere. Where sea ice is perturbed, more heat and moisture are
entering the atmosphere, which is advected over the North Atlantic and the Pacific
Ocean, where there is no change in surface conditions. This leads to a decrease
in SHF+LHF in these areas. The decrease means less heat and moisture transfer
from the ocean to the atmosphere, rather than an increased atmosphere to ocean
transfer.

In summer, large parts of the Arctic Ocean experience more cloud cover, leading
to a reduction in SW𝑖𝑛 (Fig. 5.4f). As in winter, in areas with sea ice loss, the SW𝑛𝑒𝑡
increases (Fig. 5.4g) despite the reduction in SW𝑖𝑛 due to reduction in surface
albedo. This effect is larger in summer as the background solar insolation is higher
in summer. Due to the increased cloud cover and higher atmospheric temperatures,
the LW𝑖𝑛 increases. This increase is much smaller in summer than in winter, as the
atmospheric temperature response is smaller in summer. The patterns of LW𝑛𝑒𝑡
largely correspond to those of winter (Fig. 5.4i). The Arctic SHF+LHF is much
smaller in summer than in winter (Fig. 5.4j). This is mostly due to the reduced
temperature contrast between the atmosphere and the ocean. There is a reduction
in SHF+LHF in the central Arctic, both due to longwave radiative heating of the
surface and lower nearsurface air temperatures (Fig. 5.3c).

5.3.2. GrIS surface mass balance response
Sea ice loss and ocean warming increase the winter SMB over the GrIS by 23 Gt yr−1

(Table 5.1). SMB increases everywhere except in the northwest, the midEast, and
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Figure 5.4: Arctic surface energy components’ anomalies in FUT with respect to CTRL. (a)+(f) SW𝑖𝑛 [W
m−2], (b)+(g) SW𝑛𝑒𝑡 [W m−2], (c)+(h) LW𝑖𝑛 [W m−2], (d)+(i) LW𝑛𝑒𝑡 [W m−2], and (e)+(j) SHF+LHF
[W m−2]. The convention for SHF+LHF is that positive means increased energy transfer to the atmo
sphere. The upper two rows contains winter (DJF) averaged quantities, the lower two rows summer
(JJA) averaged. Dots indicate nonsignificant response at 95 % level, according to a student’s ttest.
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Table 5.1: GrIS integrated mass components in winter (DJF) and summer (JJA), all in Gt yr−1. The
standard deviation is given by ±, and bold values indicate a significant response at the 95% level
according to a student’s ttest.

Simulation SMB Precipitation Melt

DJF
CTRL 177 ± 34 164 ± 33 0 ± 0
FUT 200 ± 32 186 ± 32 0 ± 0
JJA
CTRL 123 ± 64 231 ± 36 454 ± 75
FUT 156 ± 63 226 ± 36 490 ± 77

Figure 5.5: GrIS mass anomalies in FUT with respect to CTRL during winter (DJF). (a) Surface mass
balance, (b) precipitation, and (c) melt, all in mm yr−1. Dots indicate nonsignificant responses at the
95% level according to a student’s ttest.
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Figure 5.6: Precipitation and storm responses in FUT with respect to CTRL in winter. (a) Total precipita
tion [mm seas−1], (b) convective precipitation [mm seas−1], (c) largescale precipitation [mm seas−1],
(d) columnintegrated precipitable water [mm], (e) number of cyclones per season, and (f) storm track
intensity [m]. The storm track intensity is calculated as the standard deviation of the 26 days band
pass filtered Z500. The solid (dotted) red line is the sea ice extent from CTRL (FUT). Dots indicate
nonsignificant responses at the 95% level.

at the summit (Fig. 5.5a). The largest increase in SMB is in the high accumulation
area in the southeast. The main cause of this SMB increase is a 22 Gt yr−1 increase
in precipitation (Table 5.1, Fig. 5.5b). Despite icesheetwide winter warming over
the GrIS, melt does not increase (Fig. 5.5c) because temperatures remain below
freezing.

To understand the increased winter precipitation over Greenland, we explore
the atmospheric dynamics in the Arctic and the North Atlantic. The total amount
of precipitation increases in the Arctic (Fig. 5.6a), where the largest increases are
in areas with sea ice loss. A smaller part of the total precipitation increase can
be attributed to increased convection (Fig. 5.6b). Increased convection mainly
occurs in areas with sea ice loss. Largescale precipitation is the main contribu
tor to Arctic precipitation increase (Fig. 5.6c), and the anomalies highly resemble
the total precipitation anomalies. The precipitable water increases everywhere in
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Figure 5.7: Same as Fig. 5.5, but for summer (JJA).

the Arctic (Fig. 5.6d). The largest increases in precipitable water are consistent
with positive SHF+LHF anomalies (Fig. 5.4e), as these are the locations where
more water enters the atmosphere. Further, this moisture is advected to the cen
tral Arctic and southward to, e.g., the North Atlantic. There are more cyclones
(Fig. 5.6e) in the Arctic, likely due to destabilization of the atmosphere through in
creased SHF+LHF. Together with relatively much increased atmospheric moisture,
precipitation increases even though the storm intensity is reduced (Fig. 5.6f).

An interesting feature of the largescale precipitation response, is the contrast
between the Arctic and the North Atlantic, with reduced precipitation in the North
Atlantic. There are fewer cyclones (Fig. 5.6e) and weaker storm tracks (Fig. 5.6f),
which is consistent with reduced largescale precipitation, despite the increase in
atmospheric moisture. A plausible explanation for the storm response is that ocean
temperatures in the North Atlantic are identical in the runs, leading to increased
atmospheric heat and moisture (Fig. 5.3a, 5.6d) in the North Atlantic reducing the
climatological oceantoatmosphere SHF+LHF (Fig. 5.4e). This may stabilize the
atmosphere, and together with a weaker equatortopole SST gradient, reduce the
baroclinicity in the North Atlantic (Fig. 5.6e).

SMB decreases along coastal, low elevation areas of the GrIS in summer (Fig.
5.7a). The total SMB decrease is 33 Gt yr−1 (Table 5.1). The main component of
this decreased SMB is melt increase (Fig. 5.7f), which increases by 36 Gt yr−1 (Table
5.1). The summer precipitation response shows a dipole structure, with increased
precipitation in the high accumulation area in the northwest, and decreased precip



5

98 5. Seaice loss and the Greenland ice sheet

(b) SWin (c) SWnet (d) Albedo(a) SHF+LHF

-15.0 -12.0 -9.0 -6.0 -3.0 -1.5 1.5 3.0 6.0 9.0 12.0 15.0
W m 2

-3 -2 -1.5 -1 -0.5 0
× 10 2

Figure 5.8: Summer GrIS surface energy balance response to the sea ice forcing. (a) SHF+LHF [W m−2],
(b) SW𝑖𝑛 [W m−2], (c) SW𝑛𝑒𝑡 [W m−2], and (d) albedo []. Dots indicate nonsignificant responses at
the 95% level.

itation in the South. These two precipitation anomalies approximately cancel each
other in the total mass budget, leading to a small, nonsignificant decrease in the
integrated summer SMB.

The summer melt increase, leading to a lower summer SMB, can be explained
through changes in the surface energy balance. Along the margins of GrIS, there
is increased SHF+LHF (i.e., more energy transfer from the atmosphere to the ice
sheet surface). Increased SHF+LHF (Fig. 5.8a) occurs as the atmosphere warms
(Fig. 5.3a) and moistens. The largest responses are found in the western part of
the GrIS, which can be explained by two factors. First, this is an area where the ice
sheet experiences the highest melt during the summer, so the surface temperature
is at 0∘C for a long time in the summer, also in the absence of sea ice forcing. When
the surface is at 0∘C, any additional atmospheric warming increases the surfaceto
atmosphere temperature contrast leading to higher SHF+LHF, as opposed to when
the surface also warms. Second, Baffin Bay is one of the areas warming the most
during summer. The positive southtonorth SHF+LHF anomaly gradient in the West
is caused by anomalous faster winds in the north and anomalous slower winds in
the South (Fig. 5.9b,c). Despite the SW𝑖𝑛 not showing a statistically significant
response (Fig. 5.8b) to the sea ice forcing, the SW𝑛𝑒𝑡 increases along the margins
(Fig. 5.8c). The increased absorption of SW energy is due to a lower albedo (Fig.
5.8d). The higher SHF+LHF likely provides the energy for initial melt, leading to
triggering of the meltalbedo feedback (Box et al., 2012).

Summer sea ice loss influences the atmospheric circulation over the GrIS. A
robust, highly localized increase in blocking events can be detected over the north
western GrIS (Fig. 5.9a). There is an increase in 23 days (∼25%) with blocked
atmospheric circulation in this region. Increased blocking is related to melt by sus
tained warm air advection over the ice sheet. Further, the increased blocking in this
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Figure 5.9: Summer atmospheric circulation responses to sea ice forcing. (a) Blocking days [days
seas−1], (b) 500 hPa geopotential height [m], (c) meridionalmean geopotential height [m], and (d)
meridionalmean temperature [m]. For (c) and (d), the meridionalmean is taken between 60∘N and
80∘N. The contours in (d) is the vertical velocities, scaled by the horizontal wind speed. The contour
levels are 0.25, 0.5, 0.75, 1, and 1.5, and are symmetric around zero. Solid lines show positive values,
while dashed lines show negative values. Dots indicate nonsignificant responses at the 95% level.



5

100 5. Seaice loss and the Greenland ice sheet

region is consistent with the higher SHF+LHF’s (Fig. 5.8a). This increase in blocking
is accompanied by a largerscale increase in Z500 centralized over Baffin Bay (Fig.
5.9b). This anomalous circulation pattern acts to increase wind speeds in the north
western part of the ice sheet, and slows down winds in the southwestern part. This
explains the dipole precipitation pattern (Fig. 5.7b), as the winds affect the amount
of moisture transfer over the ice sheet. Further, this circulation anomaly is similar to
the circulation anomaly associated with the Greenland blocking index (Davini et al.,
2012; Hanna et al., 2015, 2018). However, the presentday GBIrelated anomaly is
approximately 6× stronger than the circulation anomaly found here (Hanna et al.,
2016). Still, this indicates that seaice loss modulate the strength of the GBI. The
geopotential height anomaly is deep, with an equivalent barotropic structure (Fig.
5.9c). This deep anomaly occurs only over the Baffin Bay/Greenland, although the
strongest surface forcing is not located there (Fig. 5.1ac).

The Baffin Bay/Greenland region is the region where also the temperature re
sponse is deepest (Fig. 5.9d). Deeper heating of the atmosphere has been related
to a stronger upperlevel response (Sellevold et al., 2016). We hypothesize that
this deep atmospheric heating is due to the strong vertical winds at the coast of
the GrIS. The freeatmosphere wind flow in the polar/extratropical northern hemi
sphere is predominantly westerly. The GrIS acts as a barrier to this flow, forcing
vertical motion and enhancing turbulent mixing of air (Fig. 5.9d). This way, the
high elevation of the GrIS, together with sea ice loss, contributes to generate an
anomalous circulation pattern that increases the ice sheet’s surface melt.

5.4. Discussion
The impact of reduced Arctic sea ice on GrIS SMB was investigated by forcing
CESM2 with preindustrial and future (corresponding to +2∘C global mean temper
ature) monthly varying SIC and SST. We found icesheet wide significant increase in
precipitation during winter months. Future summer increases in melt were only sim
ulated at lower elevations, yet present around the entire margin, with the strongest
responses in the West of the ice sheet.

The results presented here rely on idealized SIC and SST perturbations in an
attempt to isolate the impact of sea ice loss on the GrIS. However, some indirect
effects are not captured with this experimental setup. For example, sea ice loss may
cause warming over lower latitude oceans (Blackport and Kushner, 2017) altering
the North Atlantic responses reported here. In turn, these changes in North Atlantic
responses may affect the simulated response of the GrIS.

In our study, the Arctic becomes warmer and more humid in response to sea ice
reductions. In winter, the driving processes are increased surfacetoatmosphere
SHF+LHF and more LW𝑖𝑛. In summer, increased SW𝑛𝑒𝑡 through reduced albedo
where sea ice transitions to open ocean, adds to the warming. These Arctic re
sponses are robust among climate simulations with a similar setup (e.g., Deser
et al., 2010; Screen et al., 2013a; Peings and Magnusdottir, 2014b). The negative
SHF+LHF response south of the sea ice edge is likely overestimated due to the
lack of ocean coupling. Still, it is present in coupled simulations of global warming
(Sellevold and Vizcaino, 2020) as the atmosphere warms faster than the ocean.
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Precipitation over the GrIS increases in winter. This response was also identi
fied by Noël et al. (2014). However, the response they found was confined to the
southeast, while here we found widespread precipitation increase over the GrIS.
One possible explanation for this discrepancy could be the difference in model res
olution, as they use a regional climate model. The lower resolution here, with
associated smoothed topography over the GrIS, may allow for moisture to travel
further into the ice sheet.

Enhanced summer melting at low elevation areas of the GrIS, as found here, is
also a robust response to reduced Arctic sea ice cover (Rennermalm et al., 2009;
Noël et al., 2014; Stroeve et al., 2017; Pedersen and Christensen, 2019). The main
mechanism for increased surface melt is argued to be increased LW𝑖𝑛 due to sea ice
loss induced atmospheric warming (Liu et al., 2016) over the GrIS. Here we find a
that LW𝑖𝑛 only significantly increases for a limited area in the northwest, due to the
limited warming of the GrIS in the summer. We find the primary mechanisms for in
creased melt to be a triggering of the albedomelt feedback by increased SHF+LHF.
The effect of increased SHF+LHF due to sea ice loss on increased surface melt is
debated, due to the katabatic winds blocking onshore flow (Noël et al., 2014). The
results found here indicate mixing of the katabatic winds with the anomalous warm
onshore flow. It is important to acknowledge that the melt response may be highly
dependent on the background state of the GrIS. For a warmer GrIS (e.g., due to
global warming) the impact of sea ice loss on GrIS melting through SHF+LHF might
be higher (Franco et al., 2013; Sellevold and Vizcaino, 2020).

Regional enhancement of the Z500 over Baffin bay and Greenland occurs in
response to the sea ice forcing. A similar, but stronger, circulation pattern is con
nected to presentday high surface melt of the GrIS (Hanna et al., 2016; Delhasse
et al., 2018). We find that this circulation pattern increases onshore advection of
heat and moisture in the northwest of GrIS, and reduces it in the southwest. This
has an effect on precipitation, with increase in the northwest and decrease in the
southwest. Further, this increase in Z500 is connected with an increase in blocking
in northwest Greenland. The increased blocking in this region was also reported
by Liu et al. (2016), albeit with a different blocking metric. We hypothesize that
the increase in Z500 is triggered by deep warming over the Baffin Bay through high
vertical winds (compared to horizontal winds), and high turbulent flow around the
GrIS.

On the other hand, the regional enhancement of the Z500 over Greenland is not
supported by fully coupled climate models in response to anthropogenic climate
change (Sellevold and Vizcaino, 2020; Delhasse et al., 2021). This suggest that
other influences (e.g., North Atlantic Meridional Overturning Circulation weaken
ing) are more important than Arctic sea ice loss to future circulation changes over
Greenland.

5.5. Conclusions
Sea ice loss, together with increasing SSTs, warms the Arctic surface and atmo
sphere in both winter and summer. This Arctic amplification intensifies the hydro
logical cycle over the GrIS, with 23 Gt yr−1 of increased accumulation during the
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accumulation season and 33 Gt yr−1 of increased ablation in the ablation season.
The loss of sea ice also causes up to 15 m of regional enhancement of the

500 hPa geopotential heights over the GrIS. Regional enhancement of the 500 hPa
geopotential heights over the GrIS is linked to recent unprecedented GrIS melt
increased, by promoting atmospheric blocking, anomalous warm wind, and clearer
skies.

The interest of applying a global climate model to address the question of the
impact of Arctic sea ice loss on the GrIS SMB, is due to its capabilities to capture
largescale general circulation changes, which is not possible with a regional climate
model (Noël et al., 2014).
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Projecting 21st century

Greenland ice sheet surface
melt using artificial neural

networks

If you torture the data long enough,
it will confess to anything.

Ronald H. Coase

Increased surface melt is the primary contributor to the current sea level con
tribution of the Greenland ice sheet (GrIS). Projections of future GrIS melt are
limited by the lack of explicit melt calculations within most global climate
models and the high computational cost of dynamical downscaling with re
gional climate models. Here, we train artificial neural networks (ANNs) to
obtain relationships between global climate model simulations and GrIS sur
face melt. To this end, we use model output from the Community Earth Sys
tem Model 2.1, which features interactively calculated surface melt based on
a downscaled surface energy balance. We find that ANNs can accurately
predict surface melt based on input from an independent CESM2.1 simula
tion and five regional climate simulations. The ANNs using climate data from
CMIP6 project a melt increase for 20812100 ranging from 414±275 Gt yr−1
(SSP12.5) and 1,378±555 Gt yr−1 (SSP58.5), with 724±371 Gt yr−1 and
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1,031±436 Gt yr−1 for the intermediate scenarios SSP24.5 and SSP37.0,
respectively. The primary source of projection uncertainty throughout the
21st century is due to the spread in the models’ climate sensitivity.

6.1. Introducion
Greenland is losing mass at an accelerating rate since the 1990s (Bamber et al.,
2018b; Mouginot et al., 2019; Shepherd et al., 2019) in response to global warming.
This is alarming, as the freshwater stored on the Greenland ice sheet (GrIS) has the
potential of raising the global mean sea level with 7.34 m if fully melted (Bamber
et al., 2018b). The mass loss of the GrIS is the sum of increased ice discharge and
a decreased surface mass balance (SMB). The dominant contributor is identified as
the decreasing surface mass balance (van den Broeke et al., 2016; Fettweis et al.,
2017), which is also causing the accelerating rate of mass loss (Enderlin et al.,
2014; Shepherd et al., 2019). The main component of contemporary GrIS surface
mass loss is increased surface melt (Fettweis et al., 2017; Noël et al., 2020b).

Projections of future GrIS surface melt are scarce, as a realistic calculation does
not default in current global climate models (Lenaerts et al., 2019). To run efficient
global climate projections, global climate models’ horizontal resolution is too low to
capture the spatially heterogeneous GrIS surface melt accurately.

The classical approach to translating climate model projections to GrIS surface
melt is through positivedegreeday schemes (Braithwaite, 1995; Wake and Mar
shall, 2015). While these schemes are often used for computational efficiency,
their performance is poor when surface melt/ablation is high (Bauer and Ganopol
ski, 2017), which we expect during global warming. Current stateoftheart 21st
century projections of GrIS surface melt come from regional climate models (RCMs;
Fettweis et al., 2013a; van Angelen et al., 2013; Mottram et al., 2017). These mod
els are run at high resolution and with a surface energy balance based calculation
of melt, making them ideal for surface melt projections. However, they are com
putationally expensive and require external forcing by a global climate model.

Here, we investigate the performance of artificial neural networks (ANNs) in
translating global climate model projections to GrIS surface melt projections. ANNs
are computationally efficient, and able to learn complex, nonlinear relationships.
The ANNs can learn the relationship between global climate model simulation and
simulated melt by using climate data from the Community Earth System Model
version 2.1 (CESM2; Danabasoglu et al., 2020), as it features an interactive calcu
lation of the GrIS surface melt based on downscaling of the surface energy balance
(Sellevold et al., 2019). This paper aims to take the first steps towards taking
advantage of the full climate data archive provided by the Coupled Model Inter
comparison Project phase 6 (CMIP6; Eyring et al., 2016) by using ANNs for making
projections of surface melt which is currently only explicitly simulated by few global
climate models.
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Table 6.1: Hyperparameters for the training of the artificial neural network. The scaling is the scaling
applied to the input data, where X corresponds to the variable values. 𝜆 is the regularization parameter
applied to the hidden layer, and the learning rate is the learning rate of the optimizer.

Variable Number of epochs Scaling 𝜆 Learning rate
T2𝑚 [K] 19757 (X180.0) / 160.0 10−2 10−4

Z500 [m] 5837 (X4250.0) / 2000.0 10−1 10−4

CC [] 630 10−2 10−3

RAD𝑖𝑛 [W m−2] 5000 X / 7000.0 10−1 10−4

SNOW [mm yr−1] 1048 X / 7000.0 1 10−3

6.2. Methods
6.2.1. Artificial neural network
To project future melt, we use an ANNs trained with CESM2 data. The ANNs are
set up to predict annual melt based on summer (JJA) averages of nearsurface
temperature (T2𝑚), 500 hPa geopotential heights (Z500), cloud cover (CC), incoming
radiation (RAD𝑖𝑛; the sum of incoming shortwave and longwave radiation), and
snowfall (SNOW), independently. These variables were chosen as they have been
identified to be connected to melt increase. The ANNs consists of an input layer,
one hidden layer, and an output layer. A detailed description of each layer can be
found in Text S1. CESM2 is chosen for training as it features an explicit and realistic
melt calculation (van Kampenhout et al., 2020).

Training of the network is done through a feedforward and backpropagation al
gorithm. The data is sent through the network in batches of 30 samples in the
feedforward, where one sample is equal to one summer average with its corre
sponding annual melt. This generates a melt prediction, and the mean squared
error between the predicted melt and the melt as simulated by CESM2 is calcu
lated. To minimize the error, backpropagation and gradient descent is performed.
Backpropagation computes the gradient of the loss function (mean squared error)
with respect to the weights efficiently. To minimize the loss function, we use the
adaptive moment estimation (ADAM) gradient descent algorithm to optimize the
ANNs’ weights. ADAM is a stochastic gradient descent algorithm with exponential
decay of the learning rate (Kingma and Ba, 2014). Here we use the learning rates
of Table S1, 0.9 for the first moment exponential decay rate, and 0.999 for the sec
ond raw moment exponential decay rate. When all available samples are through
the network, an epoch has ended. Before starting a new epoch, the samples are
randomly shuffled and divided into new batches.

Input layer
The input layer is the first layer of the ANN, which scales and vectorize the data.
An overview of the scaling parameters is given in Table 6.1. The scaling makes the
network find the optimal combination of weights more efficiently. After scaling the
data, which is twodimensional in nlat rows, and nlon columns, where nlat is the
number of latitude points (192), and nlon is the number of longitude points (288),
the data is vectorized into �⃗� of size n, where n = nlat x nlon = 55,296.
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Hidden layer (feature maps)
The input is then passed to each of the units in the hidden layer. The hidden layer
consists of 4 units. We chose 4 units, as adding additional units did not enhance
the performance. Each unit (𝑖) holds its unique weight vector �⃗�𝑖 of same size as �⃗�.
These weights are randomly initialized (Glorot and Bengio, 2010). For each unit,
we calculate a scalar F𝑖:

𝐹𝑖(�⃗�𝑖 , �⃗�) = 𝐵𝑖 + �⃗�𝑇
𝑖 ⋅ �⃗�, (6.1)

where B𝑖 is the bias. We then apply an activation function, which transforms F𝑖
to zero if F𝑖 < 0, and does nothing if F𝑖 ≥ 0 (also known as rectified linear unit
activation; Xu et al., 2015).

When optimizing these weights, we use simple ridge regression (also known as
Tikhonov regularization with units regularization matrix or L2 regularization). Ridge
regression applies a penalty for large weights during optimization to ensure that
weights do not grow too large. This is a common technique to avoid overfitting
and to derive physically coherent patterns (Barnes et al., 2019). The regularization
parameter is unique to each of the variables used for training and is given in Table
6.1. We use the parameters that minimize the loss of a validation simulation.

The weights of each unit can be restructured into the gridded format of the
training data. Later, weights restructured in this way will be referred to as feature
maps.

Output layer
The output layer is responsible for giving the predicted melt rates. It predicts the
melt through

𝑀𝐸𝐿𝑇 = 𝑏 +
4

∑
𝑖=1
𝐹𝑖 ⋅ 𝑤𝑖 (6.2)

where b is a bias term, and w𝑖 are the weights in the output layer.

6.2.2. Climate data for training
To train the neural network, we use data from CESM2. CESM2 is a fully coupled
Earth system model with components for atmosphere, ocean, seaice, land, and
land ice. It is run with a nominal 1∘ hortizontal resolution. Further, it features a
coupled elevation classes downscaling (Sellevold et al., 2019) of the GrIS surface
melt calculation. The model mean melt rates, used in the training of the neural
networks are shown in Fig. 6.1.

6.2.3. Climate data for melt projection
When we have trained our ANNs, we can make use of the output from other global
climate models to make GrIS surface melt projections for four Shared Socioeco
nomic Pathways (SSPs; O’Neill et al., 2016). The models used in this study are
shown in Table 6.2; all participate in the CMIP6. We bilinearly interpolate the
global climate model output to the CESM2 ∼1∘ horizontal grid, to coerce with the
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Figure 6.1: CESM2 ensemble mean melt anomalies (Gt yr−1) in the years 1850–2100. The lines shown
are for the historical period (black; 10 ensembles), SSP12.6 (blue; 3 ensembles), SSP24.5 (orange; 3
ensembles), SSP37.0 (green; 10 ensembles), and SSP58.5 (red; 3 ensembles). The pink line represents
the RACMO2.3p2simulated melt (1958–2018) (Noël et al., 2019). Shading represents the ensemble
spread at ± 1 standard deviation.
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ANNs’ input layers. Further, we use climate anomalies as input, by subtracting the
1979–1998 mean climatology, and applying the anomalies to the CESM2 1979–
1998 ensemblemean climatology. This avoids potential artifacts in the projections
due to a different baseline climatology than the ANNs were trained with. We did
not discard simulations where some variables were missing. A full overview of the
CMIP6 models used is shown in Table 6.2.

6.3. Results
6.3.1. Evaluation of neural networks
To evaluate our method, we predict melt from five atmospheric variables obtained
from an independent CESM2 SSP58.5 simulation not used for training, and com
pare to the explicit melt calculation in this simulation. All the variables have high
predicitive skill (Fig. 6.2, Table 6.3) when compared to CESM2. The detrended melt
prediction using T2𝑚 correlates very strongly (𝑟=0.95) with the simulated melt, the
other variables have a strong correlation (𝑟 ≥0.75). Further, predicting melt with
T2𝑚 and Z500 give an overestimation of melt, while predicting melt based on CC,
RAD𝑖𝑛 and SNOW underestimates melt.

A major advantage of the ANNs are their ability to represent trends or nonlin
earities in the melt evolution, even if they are not present in the input data. This
is achieved by applying activation functions to the hidden layer units. For Z500
(green line), CC (red line), and RAD𝑖𝑛 (green line), such activation takes place
around year 2000 (Fig. 6.2bd). Further, these activated functions, or melt con
tributions, increase around the year 2020. These two timings correspond well to
the melt increases simulated around these periods. Around 2040, T2𝑚 (red line)
activates and sharply increases around years 20602065. This increase coincides
with the activation and increase of another unit for Z500. The timing of the 2060
2065 corresponds to when the simulated melt accelerates (year 2017, according to
a breakpoint analysis; Muntjewerf et al., 2020b).

The physical interpretation of the activation is not necessarily straightforward.
One interpretation can be that the melt accelerates when they are activated, which
is visible for T2𝑚 and Z500 (Fig. 6.2a,b). However, this also depends on the input
variable. If the input data follow a similar evolution as melt, it should be possible
to predict surface melt without activating additional functions. So another interpre
tation of the activation functions can be that they represent feedback mechanisms,
such as the meltalbedo feedback, which accelerates melt (Box et al., 2012; Sell
evold and Vizcaino, 2020).

To understand how the ANNs work to predict melt, we show the feature maps
(the weights learned by the model in the hidden layer) in Fig. 6.3. For T2𝑚, the
highest weights are over the GrIS (Fig. 6.3a, orange), particularly at the southern
dome. Also, temperatures over the adjacent ocean are weighted. All these weights
are positive, meaning that increasing temperatures are related to increased melt.
The feature map representing the year 2060 acceleration weighs (Fig. 6.3a, green)
the temperatures in the interior and over the oceans more strongly. This is due
to the interior of the ice sheet warming more than the margins during summer
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Table 6.2: Number of ensemble members for each model and scenario for the CMIP6 models used for
the melt prediction.

Model Institution Historical SSP12.6 SSP24.5 SSP37.0 SSP58.5
ACCESSCM2 CSIROARCCSS 2 1 1 1 1
ACCESSESM15 CSIRO 3 3 3 3 3
AWICM11MR AWI 1 1 1 5 1
BCCCSM2MR BCC 3 1 1 1 1
BCCESM1 BCC 3
CAMSCSM10 CAMS 2
CASESM20 CAS 4
CESM2 NCAR 10 3 3 10 3
CESM2FV2 NCAR 3
CESM2WACCM NCAR 3 1 5 1 5
CESM2WACCMFV2 NCAR 3
CNRMCM61 CNRMCERFACS 30 6 6 6 6
CNRMCM61HR CNRMCERFACS 1 1 1 1 1
CNRMESM21 CNRMCERFACS 9 5 5 5 5
CanESM5 CCCma 50 50 50 50 50
CanESM5CanOE CCCma 3 3 3 3 3
E3SM10 E3SMProject 3
E3SM11 E3SMProject 1
E3SM11ECA E3SMProject 1
ECEarth3 ECEarth Consortium 4 1 3 1 1
ECEarth3Veg ECEarth Consortium 4 3 4 3 3
FGOALSf3L CAS 3 1 1 1 1
FGOALSg3 CAS 5 1 1 1 1
FIOESM20 FIOQLNM 3 3 3 3
GFDLCM4 NOAAGFDL 1 1 1
GFDLESM4 NOAAGFDL 2 1 3 1 1
GISSE21G NASAGISS 39 1 10 1 1
GISSE21GCC NASAGISS 1
GISSE21H NASAGISS 23
HadGEM3GC31LL MOHC 4 1 1 3
HadGEM3GC31MM MOHC 2
INMCM48 INM 1 1 1 1 1
INMCM50 INM 10 1 1 5 1
IPSLCM6ALR IPSL 32 6 11 11 6
MIROCES2L MIROC 10 3 1 1 1
MIROC6 MIROC 10 3 3 3 3
MPIESM12HAM HAMMOZConsortium 2
MPIESM12HR MPIM 10 2 2 10 2
MPIESM12LR MPIM 10 10 10 10 10
MRIESM20 MRI 6 1 1 5 2
NESM3 NUIST 5 2 2 2
NorESM2LM NCC 3 1 3 1 1
NorESM2MM NCC 1 1 1 1 1
SAM0UNICON SNU 1
TaiESM1 ASRCEC 1
UKESM10LL MOHC 17 5 5 5 5
Total 345 123 147 147 129
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Figure 6.2: Melt predicted with the ANN compared with melt explicitly simulated by CESM2 from the
independent SSP58.5 climate simulation. (a) melt predicted by nearsurface temperature, (b) melt
predicted by 500 hpa geopotential heights, (c) melt predicted by cloud cover, (d) melt predicted by
incoming radiation, and (e) melt predicted by snowfall, all in Gt yr−1. The black line in all the plots show
the CESM2 simulated melt. Blue line shows the melt predicted by the ANN. The orange, green, and red
lines correspond to the melt contribution from each feature map, with the corresponding color framed
around the map in Fig. 6.3. The sum of them are equal to the predicted melt (blue line).



6.3. Results

6

111

Table 6.3: Evaluation statistics for the melt prediction by the ANNs trained with different variables. The
comparison against CESM2 is for the independent CESM2 simulation, for MAR we show the average
statistics for five simulations. The rvalue is the detrended correlation, where the detrending is done by
subtracting the 20 year running mean. The root mean squared error (RMSE) is given, and the bias for
the last 20 years (2081–2100). The bias provides an estimate of the error of the prediction by the end
of the century.

CESM2 MAR
Variable Rvalue RMSE Bias Rvalue RMSE Bias
T2𝑚 0.95 62 2 0.81 257 203
Z500 0.77 145 61 0.68 300 615
CC 0.75 140 57 0.52 345 696
RAD𝑖𝑛 0.85 113 55 0.67 391 835
SNOW 0.82 120 87 0.63 227 145

(a) T2m

(b) Z500

(c) CC

(e) RADin

(f) SNOW

-1.0 -0.9 -0.8 -0.7 -0.6 -0.5 -0.4 -0.3 -0.2 -0.1 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Normalized weights

Figure 6.3: Feature maps showing how the units in the hidden layer weighs for the input of (a) T2𝑚,
(b) Z500, (c) CC, (d) RAD𝑖𝑛, and (e) SNOW. All the weights in the feature maps are normalized by
dividing with its respective global maximum absolute value. The colors of the frames around the maps
correspond to the color of the time series they represent in Fig. 6.2.
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with global warming (Fettweis et al., 2013a). As the margins of the ice sheet
are at melting point in summer, they cannot warm any further which limits further
temperature increase (Vizcaíno et al., 2014a). Also, ocean temperatures close to the
northeastern part are positively weighted, likely in connection with seaice retreat.

The connection between Z500 and melt is well established (Box et al., 2012;
Hanna et al., 2016; Delhasse et al., 2018; Sellevold and Vizcaino, 2020). Increased
Z500 promotes more heat advection, clearsky occurances and blocking. Also, neg
ative Z500 anomalies, indicative of more cyclones, are linked to melt by increasing
rainfall over the GrIS (Oltmanns et al., 2019). The melt prediction strongly weights
Z500 over the GrIS (Fig. 6.3b). Z500 is also negatively weighted over the Labrador
Sea. For the post2000 activation (Fig. 6.3b, green) similar, though less strong,
patterns appear. A third activation happens around the year 2065, with the associ
ated patterns in Fig. 6.3b, red. In contrast to the previous feature maps, the center
of the positive weights over the GrIS moves from central Greenland to the eastern
coast and a weaker center in the northwest. Further, the negative weights at the
southern tip for GrIS intensify.

The CC maps that are active from the beginning of the ANN prediction are very
similar (Fig. 6.3, orange, green). They predict more melt if cloud cover decreases
around the margins or more melt if cloud cover increases in the interior. This is
likely due to the competing effects of increased incoming shortwave and decreased
incoming longwave radiation with decreasing cloud cover, and vice versa (Wang
et al., 2019; Izeboud et al., 2020). For high albedo surfaces, such as the snow
covered interior, decreasing the cloud cover will increase the incoming shortwave
radiation. However, since a high amount of this radiation is reflected, this has
minimal impact on the surface energy balance. If cloud cover increases, incoming
longwave radiation increases, resulting in more energy at the surface. For a low
albedo surface, such as the bare ice exposed margins, the effect is opposite, and
thus decreasing the cloud cover increases the energy at the surface more than if
cloud cover increases. From around year 2000, a third feature map is activated
(Fig. 6.2c, red line and 6.3d, red) which is also similar to the previously activated
feature maps.

The two feature maps for RAD𝑖𝑛 are very similar (Fig. 6.3e). They show that
increasing RAD𝑖𝑛 over the GrIS surface increases the projected melt. Interestingly,
the weights show that increased RAD𝑖𝑛 in the south  southeast is the strongest
indicator for increasing the melt prediction. The melt prediction based on SNOW
shows that more melt is predicted with reduced SNOW at the margins and increased
snow in the interior. Less summer snowfall at the margins is linked to higher melt
rates (Noël et al., 2015; Tedesco and Fettweis, 2020), by not temporarily increasing
the albedo and interrupting bare ice exposure. For the interior, this pattern is likely
aliasing of the evolution due to a warming world: increasing the global temperatures
leads to more snowfall in the interior (Mottram et al., 2017).

The evaluation against the regional climate model MAR (Hanna et al., 2020)
shows that the melt predicted using T2𝑚 and SNOW performed the best (Table
6.3). Therefore, we base our melt projections of the 21st century on the ANNs
using these two variables.
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Table 6.4: Surface melt projections from CESM2, ANNs, MAR. The historical represent the 1979–1998
model mean. For the SSP’s, the numbers reported are the 2081–2100 anomalies with respect to the
historical period. The ± denotes the 1 standard deviation model spread. The ANNs show the full range
of CMIP6 models. The selected ANNs are ANNs that corresponds to the model simulations used as lateral
forcing for the MAR projections. With the exception of the global mean T2𝑚 (K), all numbers are of GrIS
surface melt (Gt yr−1).

Scenario Global mean T2𝑚 CESM2 ANNs Selected ANNs1 MAR
Historical 16.0±0.1 447±90 521±63 521±97 405±80
SSP12.6 1.6±0.5 413±95 414±276 371 244
SSP24.5 2.5±0.6 619±140 724±371
SSP37.0 3.5±0.8 1,040±170 1,031±436
SSP58.5 4.4±1.0 1,834±152 1,378±555 1,787±381 1,758±468

1Selected models are CNRMCM61 for SSP12.6. For historical and SSP58.5, CNRMCM61,
CNRMESM21, MRIESM20, UKESM10LL, and CESM2 are used.

6.3.2. Surface melt projections
The global mean T2𝑚 evolution for the CMIP6 model ensemble (Table 6.2) using
1979–1998 as baseline is shown in Fig. 6.4a. The ensemble mean shows increas
ing temperatures since the 1960s (Fig. 6.4a). All the scenarios show anomalous
warming in the last 20 years of the simulation (Table 6.4). The low warming sce
nario (SSP12.6) shows no significant trend in the last 20 years of the simulation.
The other scenarios show a significant positive warming trend by the end of the
century.

The low warming scenario SSP12.6 shows warming of 1.6 ± 0.5 K in the last
20 years of the simulation (Table 6.4). Also, by the end of the simulation, the T2𝑚
trend is not significant for this scenario. The mean global warming is 2.5 ± 0.6,
3.5 ± 0.8, and 4.4 ± 1.0 for the SSP24.5, SSP37.0, and SSP58.5, respectively at
the end of the century. They all have a significant positive trend by the end of the
century.

Using the ANNs with the learned feature maps, global warming can be translated
into GrIS surface melt (Fig. 6.4b). For the historical period, surface melt starts
to increase around 1975 and continues to increase by the end of the historical
ensemble mean. The melt projections show that melt increases in the range of 79%
(SSP12.6) to 264% (SSP58.5) (Table 6.4) with respect to the 1979–1998 mean.
Surface melt diverges between the years 20302050 for the different scenarios.
By the end of the century, all SSP scenarios except for SSP12.6 show a significant
positive trend, meaning they will likely continue to increase beyond the 21st century.
SSP12.6 shows a non significant (𝑝=0.017) decrease. Generally, the ANNs project
higher surface melt increase for models with higher increase in T2𝑚 (Fig. 6.5).

The projected surface melt increase by the ANNs agrees well with the explicitly
simulated melt increase by CESM2 (Table 6.4) for all scenarios except for SSP5
8.5. This is likely due to the different regional simulation for a given global mean
temperature increase. Compared to MAR, the ANNs project a higher melt increase
for SSP12.6 and lower melt increase for SSP58.5 (Table 6.4). The ANNs and
MAR’s agreement becomes closer when comparing the selected ANNs (Table 6.4),
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Figure 6.4: The models mean global mean temperature and GrIS surface melt evolution in the historical
period and the four SSPs for (a) T2𝑚 anomalies (K) and (b) GrIS surface melt anomalies (Gt yr−1) with
respect to the 1979–1998 mean. (c) Sources of uncertainty in the projections. For (a,b), black lines show
the historical period, blue lines show SSP12.6, orange lines show SSP24.5, green lines show SSP37.0,
and red lines show SSP58.5. The shading represents the model spread at ± 0.5 standard deviation
(instead of 1 standard deviation to avoid heavy overlapping). In (c), the purple line corresponds to the
variable spread, olive line to internal climate spread, cyan line to model spread, and pink line to scenario
spread. The spread is given by the 1 standard deviation.
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Figure 6.5: 2081–2100 surface melt anomalies (Gt yr−1) and global mean temperature anomalies (K),
compared to a 1979–1998 climatology, for all the SSPs.
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Figure 6.6: Time series of surface melt anomalies (Gt yr−1) in MAR and the ANNs with respect to
the 1979–1998 mean for a) CNRMCM61, b) CNRMESM21, c) MRIESM20, d) UKESM10LL, and e)
CESM2. Black, blue, and red dotted (solid) lines correspond to the historical, SSP12.6, and SSP58.5,
respectively, as projected by the ANNs (MAR).
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which bases the ANNs projection on the same models and ensembles used as lateral
forcing for MAR. Also, the melt evolutions for the ANNs and the MAR simulations
are in large agreement (Fig. 6.6).

The main source of projection uncertainty is the model spread (Fig. 6.4c). This
large spread is largely caused by the models’ different climate sensitivity. The var
ious regional simulation over the GrIS for a given change in global mean temper
ature further adds to this uncertainty. The uncertainty related to scenario spread
is smaller than the model spread throughout the 21st century but becomes similar
in the last years. The uncertainties associated with internal climate variability and
variable selection are smaller than the sources mentioned above. While the spread
due to internal climate variability remains relatively constant, the spread due to
variable selection increases from the year 2040.

6.4. Discussion
In this study, we have trained ANNs with data from CESM2 to make projections
of the 21st century GrIS surface melt. The ANNs show good performance in pre
dicting melt when compared to an independent CESM2 simulation and five MAR
simulations. This study expands on previous results by enabling melt projections
from the full CMIP6 suite of models. By using the fill suite of CMIP6 models, we are
well suited to assess the uncertainty related to future projections of GrIS surface
melt. Our results suggest that the uncertainty related to the SSP58.5 scenario is
87 Gt yr−1 higher than the uncertainty obtained from regional climate simulations
(Hanna et al., 2020).

The ANNs project GrIS surface melt increase by 414 ± 276, 724 ± 371, 1,031
± 436, and 1,378 ± 555 Gt yr−1 for SSP12.6, SSP24.5, SSP37.0, and SSP58.5,
respectively. These projected increases here are higher than previous estimates,
which shows melt increases of 648 Gt yr−1 (van Angelen et al., 2013) for Represen
tative Concentration Pathway (RCP) 4.5 and 634 Gt yr−1 for RCP8.5 (Vizcaíno et al.,
2014a). The higher melt increases projected here are likely due to the higher cli
mate sensitivity of the CMIP6 models when compared to the CMIP5 models (Zelinka
et al., 2020; Meehl et al., 2020).

We find that the model spread is the primary source of uncertainty in the projec
tions. Only by the end of the century, uncertainty due to scenario spread becomes
an equal contributor to projection uncertainty.

We opted for a simple ANN structure in this study, as it allows us to easily
explore the the feature maps and activations. More advanced ANN structures, like
multichannel deep convolutional neural networks (Barros et al., 2014), which can
draw connections between variables, could be applied in a followup for this study
for comparison of projections.

6.5. Conclusions
1. We use neural networks, trained with a global climate model with explicit
melt calculation, to project Greenland ice sheet surface melt from the range
of CMIP6 models.
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2. We project surface melt to increase by 414±276, 724±371, 1,031±436, and
1,378±555 Gt yr−1 for SSP12.6, SSP24.5, SSP37.0, and SSP58.5, respec
tively.

3. The model spread is the main source of uncertainty in our projections.



7
Conclusions and
recommendations

In Chapter 1, we formulated several research questions which are to be addressed
with this thesis. Here, I will conclude and provide recommendations for future
research.

7.1. Conclusions
1. Does the elevation class method generate realistic subgrid surface

mass balance gradients?
This question is addressed in Chapter 2.

The elevation classes implemented in the Community Earth System Model
(CESM) version 1.0 simulate realistic subgrid gradients of surface mass bal
ance (SMB) compared to a regional climate model, by redistributing energy
and mass with elevation in a realistically. This good result is partly due to com
pensating biases. Strong turbulent heat flux gradients with elevation compen
sate for not applying any downscaling to the incoming radiation. Advanced
simulation of snow albedo allows for summer triggering of the meltalbedo
feedback, which contributes towards yielding realistic melt gradients with el
evation. These results are important for guiding future developments and
improvements to the elevation classes method.

The overall SMB simulation is not very sensitive to the temperature lapse rate.
Still, the chosen lapse rate has profound effects on the spatial distribution
of the SMB. A higher lapse rate leads to more cooling at higher elevations,
limiting the equilibrium line altitude from increasing. A higher lapse rate gives
stronger ablation at the margins of the Greenland ice sheet (GrIS).

Implementation of elevation classes in CESM1.0 leads to cooling of the GrIS,
partially compensating for a warm bias due to lowresolution related smooth
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ing of the ice sheet topography. The cold air is also advected to the leeside
ocean, leading to more sea ice.

2. How much global warming leads to accelerated surface mass loss?

This question is addressed in Chapters 3 and 4.

In CESM2.1, we find that for a global temperature increase of 2.7 K, with re
spect to the preindustrial climate, the GrIS SMB decrease accelerates when
the ice sheet topography is frozen to the presentday state. For an evolv
ing, larger than presentday ice sheet, the same global warming threshold is
increased to 4.1 K when simulated by the coupled CESM2.1Community Ice
Sheet Model 2.1.

The first indicator for the accelerated SMB decrease is a fast increase in the
ablation area. After the fast increase in ablation area, the surface melt be
comes as large as the snowfall, which was the largest SMB component until
that point. The high melt rates saturate the refreezing capacity, so the re
freezing capacity decreases swiftly. With less meltwater retained in the snow,
the ablation areas expand more rapidly.

Before the accelerated surface mass loss, longwave radiation is the primary
contributor to the melt energy. At acceleration, meltalbedo feedback be
comes the main contributor to increased melt energy. As the ice sheet ap
proaches the melting point and the atmosphere keeps warming, the temper
ature gradient between the surface and the air increases, causing an acceler
ation of turbulent heat transfer to the surface.

The SMBelevation feedback becomes an important source of surface mass
loss. The SMB decrease in regions at and below the initial equilibrium line
is about twice compared to the SMB decrease if the elevation would not de
crease.

3. How do changes in atmospheric circulation influence the SMB with
increasing CO2?

This question is addressed in Chapters 3 and 5.

Using CESM2.1 we find that the North Atlantic Oscillation (NAO), Greenland
blocking index (GBI), and the polar jet stream position influence the integrated
precipitation and surface melt of the GrIS in response to an idealized CO2
forcing. In winter, a more positive NAO and a more southward displaced jet
stream reduce precipitation. The melt increases in years with a more negative
NAO, a more positive GBI, and a more southward displaced jet.

The summer NAO is forced to a positive phase, while the GBI is forced to
a more negative phase in response to increasing CO2. This result is in line
with CMIP5 projections. However, we are able to capture this response as
well as the modern observed GBI anomaly, which increases the confidence in
the global climate model’s ability to represent atmospheric circulation changes
over Greenland correctly.
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Sea ice loss on the upwind side of the GrIS induces a deep thermal forcing,
due to the strong turbulence of the wind flow. This deep thermal forcing
regionally enhances the geopotential heights, increasing the GBI.

4. How does Arctic sea ice loss impact the GrIS SMB?

This question is addressed in Chapter 5.

By forcing CESM2.1 with monthly varying seaice conditions corresponding to
preindustrial sea ice cover and future sea ice cover, we find that Arctic sea ice
loss enhances the hydrological cycle of the GrIS, with increased precipitation
in winter and increased surface melt in the summer. Winter precipitation
increases over almost all of the GrIS, with the most substantial increases
in the South East. The precipitation increase is caused by a combination of
higher moisture availability and an increased number of cyclones in the Arctic.

Summer surface melt increases as the Arctic warms. Additional heat and
moisture generated with sea ice loss are advected over the GrIS, causing
increased incoming longwave radiation to warm the ice sheet surface and
increased turbulent heat flux contribution to the melt energy. Furthermore,
the meltalbedo feedback is triggered, enhancing the melt.

5. Can we infer surface melt from global climate models through ma
chine learning?

This question is addressed in Chapter 6.

We evaluate the performance of artificial neural networks, trained with CESM2.1
climate and surface melt data, in predicting GrIS surface melt. The activa
tion functions in the neural networks enables the prediction of the nonlinear
evolution of surface melt with global warming. The projected 2081–2100 sur
face melt from the range of CMIP6 models is an increase by 414±276 Gt yr−1
(SSP12.6) to 1,378±555 Gt yr−1 (SSP58.5), with respect to 1979–1998. The
projection for the intermediate scenarios is an increase by 724±371 Gt yr−1
(SSP24.5) and 1,031±436 Gt yr−1 (SSP37.0).

7.2. Recommendations
(a) In Chapter 2, we made several recommendations for guiding the fu

ture development of the elevation classes scheme, based on results from
CESM1.0. These were a lower and/or spatially varying ice albedo, down
scaling of incoming radiation, downscaling of precipitation phase, and
development of more adequate snowpack parameterizations. Many of
these are already included in the CESM2.1. With these improvements, a
similar evaluation as done in Chapter 2 should be made.

(b) We found that before SMB decrease starts accelerating in response to
increased CO2, longwave radiation was the primary contributor to melt
energy increase. It is still unclear whether or not increased incoming ra
diation is a necessary condition for ultimately triggering the meltalbedo
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feedback and accelerated turbulent heat fluxes. Idealized modeling with
fixed incoming longwave radiation could investigate the importance of
this preconditioning versus, e.g., turbulent heat fluxes, and the differ
ent timing of the SMB decrease acceleration without increased incoming
longwave radiation.

(c) From the simulations in this study, it is still not clear if the accelerated
surface mass loss relates to surface melt becoming larger than snowfall,
SMB becoming negative (runoff and sublimation exceeding accumulation
through snowfall and refreezing of rain), or the continued CO2 increase.
To gain further insight, we recommend similar simulations as in Chapter
3 and Chapter 4, but to stop the further rise of CO2 at (1) the time when
the surface melt is equal to snowfall and (2) when SMB is negative for the
first time. Knowledge about this threshold could improve the present
day estimate of when GrIS mass balance will quickly decline and cause
a rapid sealevel rise.

(d) In addition to CO2, anthropogenic emissions also consist of the emis
sion of aerosols. Here, we only separated the response of the GrIS
to increased CO2. Similar simulations with aerosol emission would be
interesting to assess the response of the GrIS SMB to aerosols alone.
Aerosols can have a cooling effect on climate, but emission of, e.g., soot
may reduce the ice sheet albedo. Understanding the impact of aerosol
emissions on the GrIS SMB could help in advancing our understanding
of historical and future SMB evolution.

(e) Having global climate models, coupled with a realistic GrIS SMB calcula
tion, opens many research ventures. Some examples of idealized studies
include a change of the sea surface temperatures in the North Atlantic
and the tropical Pacific to mimic the phases of Atlantic Multidecadal Os
cillation and El NinoSouthern Oscillation, respectively. This could help
in guiding the attribution of, e.g., extreme melt events.

(f) In our study of Arctic sea ice loss, we used the same GrIS surface cli
matology in our control and future experiments. However, Chapter 3
shows that SMB processes change over time. Another approach could
be to use a GrIS surface climatology representing a preindustrial and
a surface climatology representing +2∘C global warming, while keeping
the rest of the experimental setup the same. While this would not isolate
the sea ice forcing, it would make a more realistic estimate of the impact
of sea ice loss on the future SMB.

(g) We predict the surface melt evolution of the GrIS using simple neural
networks in Chapter 6. A more advanced neural network, including, e.g.,
convolutions, could potentially be used to predict the full SMB with all its
components. Also, neural networks are not limited to representing time
series, so the future spatial distribution of SMB and SMB components
could also be predicted.
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(h) The current high computational cost with dynamical downscaling of the
SMB through a regional climate model, is due to the atmospheric com
ponent. A neural network, responsible for the atmospheric downscal
ing, could be bidirectionally coupled to a physicallybased surface snow
model to predict SMB evolution. An advantage of such an approach,
compared to predicting SMB solely on learned patterns of SMB from pre
vious simulations, would be that the neural network could draw informa
tion on the evolution of the explicitly calculated snow evolution. Having
an evolving snowpack could also help by providing memory to the neural
network.
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