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Summary

M ore than 70% of the surface of our planet Earth is covered with water. Most
people live near the interface between the water and land. People use the sea for

transportation, but people also protect themselves from the sea, thus dikes, canals and
breakwaters are built. The materials for construction are often obtained from dredging
activities.

One of the most important engineering processes in dredging engineering, the un-
derwater excavation process, is studied in this thesis. Up to about 2000, most of the
modelling was carried out by either analytical or experimental methods, resulting in
many semi-analytical semi-empirical models, on the contrary the development of nu-
merical modelling was relatively slower. Because of the increase of computing power
of modern computers, the study methodology has shifted to numerical models in the
last decennia. In this thesis, numerical modelling is mainly carried out.

Up to about 2010, there was already the possibility of simulating fluids with Com-
putational Fluid Dynamics (CFD) and solids with Discrete Element Method (DEM),
but a real combination was not yet established. Therefore the main focus of this thesis
is combining CFD and DEM. For the underwater excavation process, three types of
materials are considered, which are sand, cohesive soil and rock. DEM is applied to
simulate the mechanical behaviour of these three solid materials. It models the sand,
cohesive soil and rock as an assembly of a large number of 3D particles. Based on
their soil mechanical properties, different contact rules are created to govern the force,
the velocity and displacement of every particle. To numerically model the underwa-
ter environment and the water flow, the most frequently used CFD model, the Finite
Volume Method (FVM), is implemented.

The interaction between the solid and fluid phases is realized by a specially de-
signed DEM-FVM coupling mechanism, where the fluid-particle interaction forces, the
volume fraction information and the particle information are constantly updated and
exchanged. In this way the solid behaviour, the fluid behaviour, and the solid-fluid
interaction behaviour considered in the excavation process can all be numerically mod-
elled, which helps the researchers to understand those transient and internal physical
processes which might be very difficult to measure in experiments.

In the studies for sand cutting, the analytical model of (Miedema, 2011) shows
a shear zone between the undisturbed and disturbed sand. But this phenomenon is
not well presented in the normal DEM simulations since the normal DEM spherical
particles have the tendency to rotate instead of shearing over each other, because
rolling comes with much less resistance. Hence two special treatments are made to
suppress the rotation behaviour, one is to use spherical particles with rolling friction
and the other is to use a non-spherical particle model with an internal structure of
regular tetrahedron. Dry sand cutting simulations are conducted and validated against
the experimental results of Hatamura and Chjiiwa (1975, 1976a,b, 1977a,b), where the
scaling laws derived from the Miedema (2017) are applied to compare the cutting forces.

xi



xii Summary

Besides, underwater sand cutting simulations are carried out to validate against the
experiments of Miedema (2017). The results from both the dry and underwater sand
cutting simulations are within acceptable error margins.

Cutting of cohesive soil is fundamentally different from the cutting of sand. The
main reason is that sand is cohesionless but holds a significant friction, while in the cut-
ting of cohesive soil the process is dominated by the undrained shear strength and the
adhesion, where the latter one represents the external shear strength. In this research
project, to numerically model the cutting process of cohesive soil, DEM simulations
to determine the mechanical properties of the cohesive soil sample have been firstly
conducted, and then the simulations of cutting process in the above- and under- water
conditions have been undertaken. The Simplified Johnson-Kendall-Roberts (SJKR)
cohesion model is applied to create the desired cohesive DEM particles. The experi-
mental data from the (Hatamura and Chjiiwa, 1975, 1976a,b, 1977a,b) tests are used
for the validation of cohesive soil cutting in above-water environment. The numerical
results match with the experimental data within acceptable error margin. Results from
the underwater cutting simulations are also analysed. It is discovered that the cutting
force measured on the cutting blade increases much faster with the cutting speed com-
paring with the empirical relation on clay cutting from dredging practice. The reason
for such a phenomenon is that the permeability of the cohesive DEM soil sample has
not been tuned to as low as that of dense clays in nature, which is usually in the range
of 10−18 ∼ 10−13 𝑚2, so significant pressure gradients are imposed between in and out
of the pores in the DEM soil sample, resulting in higher cutting forces. Unfortunately
there is no experimental data available for validating the underwater cohesive soil cut-
ting simulations. It is however still believed that in the future underwater cohesive
soil cutting process can be well simulated with the DEM-FVM coupling method if the
permeability of the DEM soil sample has been properly calibrated in advance.

Regarding the implementation of DEM in the dredging-relevant rock cutting pro-
cess, the general applicability of using DEM to create rock samples, and the calibra-
tion of DEM rock samples have been investigated. For testing the general applicability,
three types of rock samples, weak, medium strength and strong, are created respectively
with DEM and compared with real rocks’ mechanical properties. The results show that
DEM can be widely applied to simulate the 3D mechanical behaviour of weak, medium
strength and very strong rocks. For building up the calibration methodology of DEM
rock samples, simulations of uniaxial compression tests and Brazilian tensile tests have
been undertaken. Based on the results, relevant scaling laws between the input pa-
rameters on the micro scale (DEM particle size) to the output mechanical properties
on the macro scale (samples’ size) have been established. These works are essential for
conducting atmospheric and underwater rock cutting simulations in the future.

In summary, the DEM-FVM coupling method gives people the ability to observe
the physics of cutting process on the particle level, in other words, inside the soil. This
is a big supplement to experimental and analytical studies. It is thus believed that
DEM-FVM coupling provides with a bright future for researchers to understand more
physics and to improve the cutting tools as well as the cutting planning of underwater
excavation process.



Samenvatting

M eer dan 70% van het oppervlak van onze planeet Aarde is bedekt met water.
De meeste mensen wonen in de buurt van het grensvlak tussen water en land.

Mensen gebruiken de zee voor transport, maar mensen beschermen zichzelf ook tegen
de zee, zo worden dijken, kanalen en golfbrekers gebouwd. De materialen voor de bouw
worden vaak verkregen uit baggeractiviteiten.

Een van de belangrijkste technische processen in de baggertechniek, het onderwater
graafproces, wordt in dit proefschrift bestudeerd. Tot ongeveer 2000 werd de meeste
modellering uitgevoerd door analytische of experimentele methoden, wat resulteerde
in veel semi-analytische semi-empirische modellen, integendeel, de ontwikkeling van
numerieke modellering verliep relatief langzamer. Door de toename van rekenkracht
van moderne computers is de studiemethodiek de afgelopen decennia verschoven naar
numerieke modellen. In dit proefschrift wordt voornamelijk numeriek modelleren uit-
gevoerd.

Tot ongeveer 2010 was er al de mogelijkheid om vloeistoffen te simuleren met
Computational Fluid Dynamics (CFD) en vaste stoffen met Discrete Element Me-
thod (DEM), maar een echte combinatie was nog niet tot stand gekomen. Daarom
is de belangrijkste focus van dit proefschrift het combineren van CFD en DEM. Voor
het uitgraven onder water worden drie soorten materialen beschouwd, namelijk zand,
cohesieve grond en gesteente. DEM wordt toegepast om het mechanische gedrag van
deze drie vaste materialen te simuleren. Men modelleert het zand, de cohesieve grond
en het gesteente als een samenstel van een groot aantal 3D-deeltjes. Op basis van
hun bodemmechanische eigenschappen worden verschillende contactregels opgesteld
om de kracht, de snelheid en verplaatsing van elk deeltje te beschrijven. Om de on-
derwateromgeving en de waterstroom numeriek te modelleren, is het meest gebruikte
CFD-model, de Finite Volume Method (FVM), geïmplementeerd.

De interactie tussen de vaste en vloeibare fasen wordt gerealiseerd door een speciaal
ontworpen DEM-FVM koppelingsmechanisme, waarbij de vloeistof-deeltje interactie-
krachten, de volumefractie-informatie en de deeltjesinformatie constant worden bijge-
werkt en uitgewisseld. Op deze manier kunnen het vaste gedrag, het vloeistofgedrag en
het vaste-vloeistof-interactiegedrag dat in het opgravingsproces in aanmerking wordt
genomen allemaal numeriek worden gemodelleerd, wat de onderzoekers helpt om die
voorbijgaande en interne fysische processen te begrijpen die in experimenten moeilijk
te meten zijn.

Het analytische model van (Miedema, 2011) laat in de studies voor zandsnijden een
afschuifzone zien tussen het ongestoorde en verstoorde zand. Maar dit fenomeen wordt
niet goed weergegeven in de normale DEM-simulaties, aangezien de normale DEM-
bolvormige deeltjes de neiging hebben om te roteren in plaats van over elkaar heen
te schuiven, omdat rollen veel minder weerstand met zich meebrengt. Daarom zijn er
twee speciale behandelingen gemaakt om het rotatiegedrag te onderdrukken, de ene is
om bolvormige deeltjes met rollende wrijving te gebruiken en de andere is om een   niet-
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bolvormig deeltjesmodel te gebruiken met een interne structuur van een regelmatige
tetraëder. Simulaties van het snijden van droog zand worden uitgevoerd en gevalideerd
aan de hand van de experimentele resultaten van Hatamura and Chjiiwa (1975, 1976a,b,
1977a,b), waarbij de schaalwetten afgeleid van de Miedema (2017) worden toegepast om
de snijkrachten te vergelijken. Bovendien wordt het snijproces onder water gesimuleerd
om dit te valideren tegen de experimenten van Miedema (2017). De resultaten van
zowel de droge als de onderwaterzandsimulaties vallen binnen acceptabele foutmarges.

Het snijden van cohesieve grond is fundamenteel anders dan het snijden van zand.
De belangrijkste reden is dat zand cohesieloos is maar een aanzienlijke wrijving heeft,
terwijl bij het snijden van cohesieve grond het proces wordt gedomineerd door de on-
gedraineerde afschuifsterkte en de adhesie, waarbij de laatste de externe schuifsterkte
vertegenwoordigt. In dit onderzoeksproject zijn, om het snijproces van cohesieve grond
numeriek te modelleren, eerst DEM-simulaties uitgevoerd om de mechanische eigen-
schappen van het cohesieve grondmonster te bepalen, en vervolgens zijn de simulaties
van het snijproces in de boven- en onderwateromstandigheden uitgevoerd. Het Simpli-
fied Johnson-Kendall-Roberts (SJKR) cohesiemodel wordt toegepast om de gewenste
cohesieve DEM-deeltjes te creëren. De experimentele gegevens van de (Hatamura and
Chjiiwa, 1975, 1976a,b, 1977a,b) tests worden gebruikt voor de validatie van cohesieve
bodemsnijdingen in een bovenwateromgeving. De numerieke resultaten komen overeen
met de experimentele gegevens binnen een aanvaardbare foutmarge. Resultaten van
de onderwatersnijsimulaties worden ook geanalyseerd. Er is ontdekt dat de snijkracht
gemeten op het snijmes veel sneller toeneemt met de snijsnelheid in vergelijking met de
empirische relatie met het snijden van klei door het baggeren. De reden voor een der-
gelijk fenomeen is dat de permeabiliteit van het cohesieve DEM-grondmonster niet zo
laag is afgesteld als die van dichte kleien in de natuur, die gewoonlijk in het bereik van
10−18 ∼ 10−13 𝑚2 zitten, dus er worden aanzienlijke drukgradiënten opgelegd tussen
in en uit de poriën in het DEM-grondmonster, wat resulteert in hogere snijkrachten.
Helaas zijn er geen experimentele gegevens beschikbaar voor het valideren van de on-
derwater snijden van klei. Er wordt echter nog steeds aangenomen dat in de toekomst
het het snijproces van cohesieve grond onder water goed kan worden gesimuleerd met
de DEM-FVM-koppelingsmethode als de permeabiliteit van het DEM-bodemmonster
van tevoren goed is gekalibreerd.

Met betrekking tot de implementatie van DEM voor het baggeren van gesteente
(rots), zijn de algemene toepasbaarheid van het gebruik van DEM om gesteentemon-
sters te maken, en de kalibratie van DEM-gesteentemonsters onderzocht. Om de alge-
mene toepasbaarheid te testen, worden drie soorten gesteentemonsters, zwak, gemid-
deld sterk en sterk, gemaakt met respectievelijk DEM en vergeleken met de mecha-
nische eigenschappen van echte stenen. De resultaten laten zien dat DEM op grote
schaal kan worden toegepast om het 3D-mechanische gedrag van zwakke, middelsterke
en zeer sterke rotsen te simuleren. Voor het opbouwen van de kalibratiemethodologie
van DEM-gesteentemonsters zijn simulaties van uniaxiale compressietests en Brazi-
liaanse trektests uitgevoerd. Op basis van de resultaten zijn relevante schaalwetten
vastgesteld tussen de invoerparameters op de microschaal (DEM-deeltjesgrootte) en
de mechanische outputeigenschappen op de macroschaal (de grootte van de monsters).
Deze werken zijn essentieel voor het uitvoeren van atmosferische en onderwater simu-
laties van gesteente in de toekomst.



Samenvatting xv

Samenvattend geeft de DEM-FVM-koppelingsmethode mensen de mogelijkheid om
de fysica van het snijproces op deeltjesniveau, met andere woorden, in de bodem te
observeren. Dit is een belangrijke aanvulling op experimentele en analytische studies.
Er wordt dus aangenomen dat DEM-FVM-koppeling een mooie toekomst biedt voor
onderzoekers om meer fysica te begrijpen en om de snijgereedschappen te verbeteren,
evenals de snijplanning van het onderwateropgravingsproces.
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𝐴𝑝𝑙𝑎𝑡𝑒 Area of the loading and bottom plates in the

UCS tests
[𝑚2]

𝐴′(𝑟) Interpolated value of any field A’ at position
𝑟 in SPH

[-]

𝐴𝑟𝑖𝑛𝑔 Contact surface between the rings and the soil
in the ring shear test

[𝑚2]

𝑐 Cohesive shear strength of the soil, cohesion [𝑘𝑃𝑎]
𝑐𝑑 Dynamic cohesive shear strength [𝑘𝑃𝑎]
𝑐𝐷𝐸𝑀 Cohesive shear strength of the cohesive soil

sample in DEM simulations
[𝑘𝑃𝑎]

𝑐𝐻&𝐶 Cohesive shear strength of the cohesive soil in
the Hatamura & Chijiiwa experiments

[𝑘𝑃𝑎]

𝑐𝑡 Non-corrected dimensionless cutting force in
underwater sand cutting

[-]

𝑐′𝑡 Corrected dimensionless cutting force in un-
derwater sand cutting

[-]

c𝑛𝑒𝑤 Candidate positions for the new sphere’s cen-
ter in the (Lozano et al., 2016) method

[𝑚]

𝐶𝑑 Drag coefficient for fluid-solid interactions [-]
𝐶𝑓 Compressibility of the fabric, Eq. (2.1) [𝑚2/𝑁]
𝐶𝑠 Compressibility of the solids, Eq. (2.1) [𝑚2/𝑁]
𝐶𝑤 Compressibility of the porewater, Eq. (2.1) [𝑚2/𝑁]
𝑑 Contact distance between two particles [𝑚]
𝑑∗ Critical cutting depth [-]
𝑑𝑎𝑣𝑔, 𝐷𝑎𝑣𝑔 Average particle diameter [𝑚𝑚]
𝑑𝑚𝑎𝑥 Maximum particle diameter [𝑚𝑚]
𝑑𝑚𝑖𝑛 Minimum particle diameter [𝑚𝑚]
𝑑𝑝, 𝐷𝑝 Particle diameter [𝑚]
𝑑50 Medium diameter of the particles [𝑚]
𝐷𝑤 Diffusion coefficient of water pressure, Eq.

(2.1)
[𝑚2/𝑠]

𝑒 Coefficient of restitution [-]
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𝐸 Young’s Modulus of the rock sample obtained
from the UCS tests

[𝑀𝑃𝑎]

𝐸′ Apparent Young’s modulus of the assembly
(2D)

[𝑁/𝑚2]

𝐸𝑏 Young’s modulus of the Timoshenko beam
bond element

[𝑀𝑃𝑎]

𝐸𝑐 Young’s modulus of the contact between not-
bonded particles

[𝑃𝑎]

�̄�𝑐 Young’s modulus of the bonding beam in
PBM

[𝑃𝑎]

𝐸𝑝 Young’s modulus of DEM particle [𝑀𝑃𝑎]
𝐸𝑠𝑝 Specific cutting energy [𝑀𝐽/𝑚3 or 𝑀𝑃𝑎]
𝐸𝑠𝑡𝑒𝑒𝑙 Young’s modulus of steel [𝐺𝑃𝑎]
𝑓𝐵 Basset force [𝑁]
⃗𝑓𝑐,𝑖𝑗 Inter-particle elastic force [𝑁]
𝑓𝑑 Spatial-averaged drag force [𝑁]
𝑓𝑑,𝑖 Drag force on particle 𝑖 [𝑁]
⃗𝑓𝑑,𝑖𝑗 Viscous damping force between particles [𝑁]
𝑓″𝑖 Sum of other particle–fluid interaction forces

on particle 𝑖
[𝑁]

𝑓𝑚 Targeted fraction of �̄�𝑎 in Eq. (3.49) [-]
𝑓𝑀𝑎𝑔 Magnus force [𝑁]
𝑓∇𝑝 Spatial-averaged pressure gradient force [𝑁]
𝑓∇𝑝,𝑖 Pressure gradient force on particle 𝑖 [𝑁]
𝑓𝑝𝑓,𝑖 Particle(solid)–fluid interaction force applied

on particle 𝑖
[𝑁]

𝑓𝑆𝑎𝑓𝑓 Lift force [𝑁]
𝑓𝑣𝑚 Virtual mass [𝑁]
𝑓∇⋅𝜏 Spatial-averaged viscous force [𝑁]
𝑓∇⋅𝜏,𝑖 Viscous force on particle 𝑖 [𝑁]
�̄�𝑎 Mean contact normal force for the assembly [𝑁]
𝐹𝑐 Total cutting force on the wedge, Eq. (2.2) [𝑁]
𝐹𝑐𝑙𝑎𝑦 Clay cutting force in dredging practice [𝑁]
𝐹𝑐𝑜 Additional attractive normal force to particles

in contact according to the SJKR model
[𝑘𝑁]

𝐹𝑐𝑡 Non-corrected overall cutting force for under-
water sand cutting

[𝑁]

𝐹′𝑐𝑡 Corrected overall cutting force for underwater
sand cutting

[𝑁]

𝐹ℎ Horizontal cutting force on the blade [𝑁]
𝐹ℎ𝑧 Contact force between two particles according

to the Hertzian model
[𝑁]

𝐹𝑛 Normal force between two contacting particles [𝑁]
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�̄�𝑛 Contact force in the normal direction in the
bond

[𝑁]

𝐹𝑛(𝑐) Normal component of the force acting at con-
tact (c) of particle p

[𝑁]

�̄�𝑝 Mean contact normal force for single particle [𝑁]
�̄�𝑠 Contact force in tangential direction in the

bond
[𝑁]

�⃗�𝑠𝑒𝑡𝐼𝑝𝑓 Source term used in the Set I fluid momentum
equations

[𝑁/𝑚3]

�⃗�𝑠𝑒𝑡𝐼𝐼𝑝𝑓 Source terms used in the Set II fluid momen-
tum equations

[𝑁/𝑚3]

�⃗�𝑠𝑒𝑡𝐼𝐼𝐼𝑝𝑓 Source terms used in the Set III fluid momen-
tum equations

[𝑁/𝑚3]

𝐹𝑡𝑎𝑛 Tangential force between two contacting par-
ticles

[𝑁]

𝐹𝑣 Vertical cutting force on the blade [𝑁]
𝑔 Gravitational acceleration [𝑚/𝑠2]
𝐺∗ Effective shear modulus of the contact [𝑀𝑃𝑎]
𝐺𝑏 Shear modulus of the Timoshenko beam bond

element
[𝑀𝑃𝑎]

𝐺𝑝 Shear modulus of the DEM particle [𝑀𝑃𝑎]
𝐺𝑣 Gravity force of the shear layer [𝑁]
𝐺1, 𝐺2 Shear modulus of the two contacting particles [𝑀𝑃𝑎]
ℎ′ SPH interpolation length [m]
ℎ𝑏 Blade height [𝑚]
ℎ𝑏,𝐷𝐸𝑀 Blade height in DEM simulations [𝑚]
ℎ𝑏,𝐻&𝐶 Blade height in the Hatamura & Chijiiwa ex-

periments
[𝑚]

ℎ𝑏𝑠 Sample height of the bottom half in the ring
shear test

[𝑚]

ℎ𝑖 Cutting depth [𝑚]
ℎ𝑖,𝐻&𝐶 Cutting depth in the Hatamura & Chijiiwa

experiments
[𝑚]

ℎ𝑖,𝐷𝐸𝑀 Cutting depth in DEM simulations [𝑚]
ℎ𝑡𝑠 Sample height of the top half in the ring shear

test
[𝑚]

𝐻 Hysteresis factor in Eq. (3.49) [-]
𝐼 Moment of inertia of the parallel bond cross-

section
[𝑚4]

𝐼𝑖 Moment of inertia of particle i [𝑘𝑔 ⋅ 𝑚2]
𝐼𝑝 Moment of inertia of the particle [𝑘𝑔 ⋅ 𝑚2]
𝐽 Polar moment of inertia of the parallel bond

cross-section
[𝑚4]

𝑘𝑐 Number of particles in interaction with parti-
cle i

[-]

𝑘ℎ𝑦𝑑𝑟𝑎 Hydraulic conductivity, Eq. (2.1) [𝑚/𝑠]



xx List of Symbols

�̄�𝑛 PBM bond stiffness in the normal direction [𝑁/𝑚3]
𝑘𝑛 Elastic constant for the normal contact, Eq.

(3.1)
[𝑁/𝑚]

�̄�𝑠 PBM bond stiffness in the shear direction [𝑁/𝑚3]
𝑘𝑡 Elastic constant for the tangential contact, Eq.

(3.1)
[𝑁/𝑚]

𝐾 Cohesion energy density [𝑘𝑃𝑎]
𝐾𝑎 Adhesion energy density [𝑘𝑃𝑎]
𝐾𝑒𝑥𝑝 Hydraulic conductivity from laboratory mea-

surements
[𝑚/𝑠]

𝐾𝐼𝑐 Material toughness of 2D DEM sample [𝑁/𝑚]
𝐾𝑖 Initial hydraulic conductivity before cutting [𝑚/𝑠]
𝐾𝑚 Weighted average hydraulic conductivity dur-

ing cutting
[𝑚/𝑠]

𝐾𝑚𝑎𝑥 Maximum hydraulic conductivity in the dila-
tancy process

[𝑚/𝑠]

𝐾𝑛 Circular disc contact stiffness in normal direc-
tion, Eq. (2.8)

[𝑁/𝑚2]

𝐾𝑛𝑢𝑚 Hydraulic conductivity from numerical mod-
elling

[𝑚/𝑠]

𝐾𝑛(𝑐) Normal stiffness at contact (c) [𝑁/𝑚]
𝐾𝑠 Circular disc contact stiffness in shear direc-

tion, Eq. (2.8)
[𝑁/𝑚2]

𝐾𝑠𝑎𝑛𝑑 Hydraulic conductivity of sand sample [𝑚/𝑠]
𝐾𝑠𝑓 Solid-fluid momentum exchange coefficient [𝑁 ⋅ 𝑠/𝑚4]
𝓁 Characteristic length of the material [-]
𝑙𝑏 Blade length [𝑚]
𝑙𝑠 Sample length [𝑚]
𝐿 Assembly length, Eq. (2.8) [𝑚]
𝐿𝐴𝐵 Distance between contacting particle A and B [𝑚]
𝑚 Ductility number / the brittleness index (BI) [-]
𝑚∗ Effective mass of the contact [𝑘𝑔]
𝑚𝑏 Mass of the SPH particle b [𝑘𝑔]
𝑚𝑖 Mass of particle i [𝑘𝑔]
𝑚𝑅 Multiplication factor for the particles’ radii [-]
𝑚1, 𝑚2 Masses of the two contact particles [𝑘𝑔]
𝑀𝑚 Influence of the surface tension force on the

mixture
[𝑁/𝑚3]

�̄�𝑛 Twisting torque of the bond [𝑁 ⋅ 𝑚]
⃗𝑀𝑟,𝑖𝑗 Rolling friction torque acting on particle i by

particle j
[𝑁 ⋅ 𝑚]

�̄�𝑠 Bending moment of the bond [𝑁 ⋅ 𝑚]
⃗𝑀𝑡,𝑖𝑗 Torque acting on particle i by particle j gen-

erated by the tangential force
[𝑁 ⋅ 𝑚]

𝑛 Porosity, fluid volume fraction [-]



List of Symbols xxi

�⃗� Unit vector for the normal direction of the
contact

[-]

𝑛′ Stress distribution factor [-]
𝑛𝑚𝑎𝑥 Maximum porosity [-]
𝑛𝑖 Initial porosity [-]
𝑛𝑝 Number of particles in the UCS test sample [-]
𝑛𝑝1 Number of particles in the BTS test sample [-]
𝑛0 Initial porosity of the generated assembly [-]
𝑁 Number of particles to generate [-]
𝑁𝑐 Number of contacts of a particle [-]
𝑁𝑝 Number of particles in the assembly [-]
𝑝 Fluid pressure [𝑃𝑎]
𝑝ℎ, 𝑃ℎ𝑦𝑑𝑟𝑜 Hydrostatic pressure [𝑃𝑎]
𝑃𝑚 Mixture pressure [𝑃𝑎]
𝑞 Deviatoric stress of the sample [𝑀𝑃𝑎]
�⃗� Specific discharge representing the Darcy flow [𝑚/𝑠]
𝑄𝑚 Mass flux in sand cutting [𝑘𝑔/𝑠]
𝑟𝑎𝑐 Ratio between adhesion and cohesion [-]
𝑟𝑝 Solid particle radius [𝑚]
𝑟𝑏 Radius of the cross-section of Timoshenko

beam bond element
[𝑚]

𝑟𝑏 Position vector of the SPH particle b [𝑚]
𝑟𝑐𝑢𝑟𝑟 Radius of the current sphere in the (Lozano

et al., 2016) method
[𝑚]

rℎ𝑎𝑙𝑜 Radius of the spherical halo in the (Lozano
et al., 2016) method

[𝑚]

𝑟𝑖𝑛𝑛𝑒𝑟 Inner radius of the ring [𝑚]
𝑟𝑚𝑒𝑎𝑛 Average radius of the ring shear test machine [𝑚]
𝑟𝑛𝑒𝑤 Radius of the new sphere to be inserted in the

(Lozano et al., 2016) method
[𝑚]

𝑟𝑜𝑢𝑡𝑒𝑟 Outer radius of the ring [𝑚]
𝑟𝑠 Radius of the selected current sphere s [𝑚]
𝑟50 Medium radius [𝑚]
�̄� Radius of the cross-section of the parallel bond [𝑚]
𝑅∗ Effective radius of the contact [𝑀𝑃𝑎]
𝑅𝐴, 𝑅𝐵 Radii of two contacting particles [𝑚]
𝑅𝑎𝑣𝑔 Average disc radius, Eq. (2.8) [𝑚]
�̃�(𝑐,𝑝) Distance from the contact point (c) to the par-

ticle center
[𝑚]

𝑅𝑓 Radius of the floater particle [𝑚]
𝑅𝑖, 𝑅𝑗 Radius of particle i, particle j [𝑚]
𝑅𝑚𝑖𝑛, 𝑅𝑚𝑎𝑥 Minimum and maximum radii of the particles [𝑚]
𝑅𝑛 Nominal radius of the particle [𝑚]
𝑅𝑒𝑝 Reynolds number of the particle [-]
𝑅1, 𝑅2 Radii of the two contacting particles [𝑀𝑃𝑎]
𝑠𝑢 Undrained shear strength of cohesive soil [𝑘𝑃𝑎]
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𝑠𝑛 Coefficient for calculating the damping con-
stant in normal direction in the Hertzian
model

[𝑁/𝑚]

𝑠𝑡 Coefficient for calculating the damping con-
stant in shear direction in the Hertzian model

[𝑁/𝑚]

𝑆ℎ Horizontal stress on the cutting blade [𝑃𝑎]
𝑆𝑜𝑣𝑒𝑟𝑎𝑙𝑙 Overall stress on the cutting blade [𝑃𝑎]
𝑆𝑡 Transverse stress on the cutting blade [𝑃𝑎]
𝑆𝑣 Vertical stress on the cutting blade [𝑃𝑎]
𝑡 Time [𝑠]
𝑡𝑐 Time duration when two particles are in con-

tact
[𝑠]

𝑡𝑠 Sample thickness [𝑚]
Δ𝑡 Calculation time step [𝑠]
Δ𝑡𝑟 Rayleigh time step [𝑠]
𝑇𝑐 Constant torque in the ring shear test [𝑁 ⋅ 𝑚]
𝑇𝑛 Bond strengths in tensile direction, Eq. (2.8) [𝑁/𝑚]
𝑇𝑠 Bond strengths in shear direction, Eq. (2.8) [𝑁/𝑚]
𝑇𝑜𝑟𝑞𝑢𝑒𝑎𝑛𝑡𝑖 Extra counter-torque contribution to the par-

ticles’ contact
[𝑁 ⋅ 𝑚]

�⃗� Fluid velocity [𝑚/𝑠]
�⃗�𝑖 Local fluid velocity around particle 𝑖 [𝑚/𝑠]
⃗𝑢𝑚 Velocity of the centre of gravity of the mixture [𝑚/𝑠]
𝑈𝑓 Velocity of the fluid [𝑚/𝑠]
𝑈𝑠 Velocity of the solid [𝑚/𝑠]
Δ𝑈𝑛 Relative displacement increment in the nor-

mal direction in the PBM bond
[𝑚]

Δ𝑈𝑠 Relative displacement increment in the shear
direction in the PBM bond

[𝑚]

𝑣 Loading speed [𝑚/𝑠]
𝑣𝑏 Velocity vector of the SPH particle b [𝑚/𝑠]
𝑣𝑐 Cutting speed, Eq. (2.1) [𝑚/𝑠]
𝑣𝑖 Translational velocity of the particle i [𝑚/𝑠]
𝑣𝑛12 Normal component of the relative velocity of

the two particles
[𝑚/𝑠]

𝑣𝑡12 Tangential component of the relative velocity
of the two particles

[𝑚/𝑠]

𝑉 Loading velocity, Eq. (2.8) [𝑚/𝑠]
Δ𝑉 Volume of a fluid cell [𝑚3]
𝑉′ A given volume in Eq. (3.45) [𝑚3]
𝑉𝐵𝐴 Relative velocity of particle B to particle A [𝑚/𝑠]
𝑉𝑐𝐵 , 𝑉𝑐𝐴 Velocities of particle B and A at the center of

the bonding beam in PBM respectively
[𝑚/𝑠]

𝑉𝑛 Relative normal velocity between the two con-
tacting particles

[𝑚/𝑠]

𝑉𝑝 Volume of the particle [𝑚3]
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�⃗�𝑝 P-wave propagation velocity [𝑚/𝑠]
𝑉𝑝𝑢𝑙𝑙𝑜𝑢𝑡 Pull-out speed of the blade in the blade pull-

out test
[𝑚/𝑠]

𝑉𝑠 Relative shear velocity between the two con-
tacting particles

[𝑚/𝑠]

�⃗�𝑠 S-wave propagation velocity [𝑚/𝑠]
𝑉1∼8 Volume of the parts of the particle in the

porosity calculation
[𝑚3]

𝑤 Width of cutter [𝑚]
�⃗� Velocity of solids [𝑚/𝑠]
𝑤𝑠 Width of sample [𝑚]
𝑊 SPH interpolating kernel [-]
𝑋𝜇 Static friction coefficient for particle contacts [-]
𝑌∗ Effective Young’s modulus of the contact [𝑀𝑃𝑎]
𝑌1, 𝑌2 Young’s modulus of the two contacting parti-

cles
[𝑀𝑃𝑎]

Greek symbol Description unit

𝛼, 𝛼𝑐 Blade cutting angle [-]
𝛼𝑎𝑐 Adhesion factor [-]
𝛼𝑏 Modification factor of the Timoshenko beam

bond strength
[-]

𝛼𝜎 Modification factor of the compressive
strength in the Timoshenko beam bond

[-]

𝛼𝑟 Random number in the Timoshenko beam
bond

[-]

𝛼𝑅 Scale factor for the particles’ radii reduction [-]
𝛼𝑠 Solid compression coefficient, Eq. (2.1) [-]
𝛽 Angle of the shear plane in soil cutting [∘]
𝛽𝑒𝑚𝑝 Empirical shear angle [∘]
𝛽𝑓 Compressibility of the fluid [𝑝𝑎−1]
𝛽𝑛𝑢𝑚 Numerical shear angle [∘]
𝛽𝑈𝐶𝑆 Macroscopic shear angle in the UCS test [∘]
𝛽𝛾 Restitution coefficient for calculating the

damping constant in the Hertzian model
[-]

𝛾𝑛 Viscoelastic damping constant for normal con-
tact

[𝑘𝑔/𝑠]

𝛾𝑡 Viscoelastic damping constant for tangential
contact

[𝑘𝑔/𝑠]

𝛾𝑤 Specific weight of water, Eq. (2.1) [𝑁/𝑚3]
Γ𝑇 Strain vector of the Timoshenko beam bond

element
[-]

𝛿 External friction angle [∘]
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𝛿𝑏𝑜𝑥 Length of the side of the search box in the
(Lozano et al., 2016) method

[𝑚]

𝛿𝑛 Normal overlap distance of two particles [𝑚]
𝛿𝑡 Tangential overlap distance of two particles [𝑚]
𝜖 Average volume strain in the soil [-]
𝜖𝑓 Volume fraction of fluid [-]
𝜖𝑣𝑜𝑙 Volumetric strain of the solid skeleton [-]
Δ𝜃𝑛 Relative rotation increment in the normal di-

rection in the PBM bond
[∘]

Δ𝜃𝑠 Relative rotation increment in the shear direc-
tion in the PBM bond

[∘]

𝜅 Permeability of the particles’ layer [𝑚2]
𝜅𝑖 Initial permeability of soil sample [𝑚2]
𝜅𝑚𝑎𝑥 Maximum permeability of soil sample [𝑚2]
𝜅𝑇 Curvature vector of the Timoshenko beam

bond element
[-]

𝜆 Velocity strengthening factor in cohesive soil [-]
�̄� PBM bond-radius multiplier [-]
𝜆𝑎 Actually measured flaw size [𝑚]
𝜆𝐻𝐷 Horizontal cutting force coefficients in dry

sand cutting
[-]

𝜆𝐻𝐹 Horizontal cutting force coefficient [-]
𝜆𝑉𝐷 Vertical cutting force coefficients in dry sand

cutting
[-]

𝜆𝑉𝐹 Vertical cutting force coefficient [-]
Λ Scaled flaw length [𝑚]
𝜇 Friction coefficient between the discs, Eq.

(2.8)
[-]

𝜇𝑒 External friction coefficient [-]
𝜇𝑓 Dynamic viscosity of the fluid [𝑘𝑔/(𝑚 ⋅ 𝑠)]
𝜇𝑝 Coefficient of internal friction (particle-

particle)
[-]

𝜇𝑝𝑏 Coefficient of external friction (particle-blade) [-]
𝜇𝑝𝑤 Coefficient of external friction (particle-wall) [-]
𝜇𝑟 Rolling friction coefficient [-]
𝜇𝑠𝑡𝑒𝑒𝑙 Coefficient of internal friction of steel [-]
𝜈 Poisson’s ratio [-]
𝜈′ Apparent Poisson’s ratio of the assembly [-]
𝜈𝑓 Kinematic viscosity of fluid [𝑚2/𝑠]
𝜈𝑠𝑡𝑒𝑒𝑙 Poisson’s ratio of the steel blade [-]
𝜈𝑝 Poisson’s ratio of DEM particle [-]
𝜈1, 𝜈2 Poisson’s ratio of the two contacting particles [-]
𝜉𝑝𝑒 Pore-Peclet number [-]
𝜌 Density of the disc, Eq. (2.8) [𝑁𝑠2/𝑚]
𝜌𝑏 Density of the SPH particle b [𝑘𝑔/𝑚3]
𝜌𝑓 Fluid density [𝑘𝑔/𝑚3]
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𝜌𝑚 Mixture density [𝑘𝑔/𝑚3]
𝜌𝑝 Material density of DEM particle [𝑘𝑔/𝑚3]
𝜌𝑠 Solids density [𝑘𝑔/𝑚3]
𝜎 Normal stress on the walls [𝑘𝑃𝑎]
𝜎𝑎𝑥𝑖𝑎𝑙 Axial stress in the Timoshenko beam bond [𝑃𝑎]
𝜎𝑏𝑟𝑒𝑎𝑘 Breakage stress of the Timoshenko beam bond [𝑃𝑎]
𝜎𝑐 Compressive strength in 2D [𝑁/𝑚]
𝜎𝑐 Compressive strength in 3D [𝑀𝑃𝑎]
𝜎𝑒𝑞𝑣 Equivalent stress in the Timoshenko beam

bond
[𝑃𝑎]

�̄�𝑚𝑎𝑥 Maximum tensile stress in the bond in PBM [𝑃𝑎]
𝜎𝑡 Tensile strength of the assembly，rock or soil [𝑀𝑃𝑎]
𝜎0 Isotropic stress of the DEM assembly [𝑃𝑎]
𝜏 Internal shear stress [𝑘𝑃𝑎]
𝜏𝑎 External shear stress between the blade and

the soil
[𝑘𝑃𝑎]

̄�̄�𝑚 Mixture shear stress tensor [𝑃𝑎]
�̄�𝑚𝑎𝑥 Maximum shear stress in the bond in PBM [𝑃𝑎]
̄�̄�𝐷𝑚 Diffusion stress tensor [𝑃𝑎]
̄�̄�𝑡𝑚 Mixture turbulent shear stress tensor [𝑃𝑎]
𝜏𝑝 Particle relaxation time [𝑠]
𝜏𝑠ℎ𝑒𝑎𝑟 Shear stress in in the Timoshenko beam bond [𝑃𝑎]
𝜙 Internal fiction angle [∘]
𝜙𝑐 Contact radius at contact (c) [𝑚]
𝜙𝑠 Sphericity of particle [-]
𝜓𝑝 Coefficient of restitution (particle-particle) [-]
𝜓𝑝𝑏 Coefficient of restitution (particle-blade) [-]
𝜔 Rotational speed [𝑟𝑎𝑑/𝑠]
𝜔𝐴, 𝜔𝐵 Rotational velocities of the contacting parti-

cles A and B respectively
[𝑟𝑎𝑑/𝑠]

�⃗�𝑖 Angular velocities of the particle i [𝑟𝑎𝑑/𝑠]
𝜔𝑟 Relative rotational velocity of the 2 particles [𝑟𝑎𝑑/𝑠]
𝜔𝑟𝑠ℎ𝑒𝑎𝑟 Projection of the relative rotational velocity

of the 2 particles 𝜔𝑟 into the shear plane
[𝑟𝑎𝑑/𝑠]

𝜔1, 𝜔2 Rotational velocities of two contacting parti-
cles

[𝑟𝑎𝑑/𝑠]

Abbreviation Description

BI Brittleness Index
BTS Brazilian Tensile Strength
CCZ Clarion Clipperton Zone
CDT Constant Directional Torque
CFD Computational Fluid Dynamics
DEM Discrete Element Modelling
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Introduction

Under water excavation has been considered as an important engineering pro
cess for centuries in the history of humanity. Industries like dredging and off
shore drilling engineering have accumulated a lot of experience for conducting
and controlling the underwater excavation. Besides in the recent decade, the
term ”deep sea mining” became a hot topic, which has brought many new chal
lenges for engineering technology. The topic of this thesis, underwater excava
tion, is also one of the biggest challenges in deep sea mining engineering.
Chapter 1 will introduce the background of this research and the main research
objectives, followed by an outline of the whole thesis.

Parts of this chapter have been published in Chen et al. (2014).

1
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1.1. Dredging engineering

D redging engineering nowadays has become a modern industry of billions of Euros
turnover per year. According to International Association of Dredging Companies

(IADC) (2019), the total turnover of dredging contractors, private and state- or port-
owned companies in the open markets was estimated at about € 5.1 billion for 2018.
Here below Fig. 1.1 shows the turnovers of dredging industry in the different areas of
the world for the year 2017 and 2018.

Figure 1.1: A comparison of annual turnover of the dredging industry in the open market from 2017 and
2018 according to geographical area. Source: (International Association of Dredging Companies (IADC),
2019)

During the past 20 years, dredging activities have increased dramatically, especially
in Asia and Middle East. After the market booming in the period of 2006-2008, followed
by a decreasing market in the years 2010-2012, the industry now has a slow increase of
0.5 to 1.0% in total turnover per year. However, according to a financial analysis from
Rabobank International (2013), based on long term outlook, there will be a structural
growth in the coming decades, for which, the main driving factors are:

• Growing world population, particularly in coastal areas
• Higher energy and metals consumption
• Increasing seaborne trade, particularly being shipped by larger and larger con-

tainer vessels
• Growth of global tourism
• Global warming, leading to a rise of the sea level
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• The installation and trenching work for offshore wind farms
• Support activities for alternative energy sources, e.g., for wave or tidal energy

All these factors are leading to the result that more land has to be reclaimed and
protected, more ports should be constructed or expanded, thus there will be a lot of
work for dredging companies in the following decades. Despite the huge volume of
dredging industry, the term ”dredging” is actually defined merely as a combination of
several simple processes. It includes the excavation or loosening, mixing, lifting, trans-
porting, and depositing or dumping of the soil that is fully or partially submerged in
water, (Van der Schrieck, 2009). It can be applied for land reclamation, port construc-
tion, beach nourishment, coastal protection and etc. As shown in Fig. 1.2, it is the
master piece of dredging project in the middle east, ”the palm island”.

Figure 1.2: Palm Jumeirah, one of the two palm islands. Source: (Wikipedia, 2005)

1.1.1. Cutter suction dredger

Currently there are more than 10 kinds of dredging vessels based on their working
mechanism. In large reclamation projects, Trailing Suction Hopper Dredger (TSHD)
and Cutter Suction Dredger (CSD) are most widely used. TSHD is initially designed
for relatively ”soft” seabed condition, e.g. sandy or muddy seabed. Nowadays they
can also be used for dredging rocks underwater. The CSD is more frequently used for
”harder” excavation tasks, such as when seabed consists of rock or medium to hard clay.
Generally speaking, TSHD cuts into the soil by thinner layer but covers larger surface
area, and CSD on the contrary cuts into the soil by thicker layer but covers smaller
surface area, for example, a maintenance dredging in a canal. Fig. 1.3 shows the cutter
suction dredger manufactured by IHC Holland B.V. and now owned by Royal Boskalis
Westminster N.V., the ”Helios”, which gives an example of this kind of dredger.

Basically, cutter suction dredger uses spuds or anchors to keep its position relatively
fixed during operation, and it can discharge either into barges or via slurry pipelines
to the dumping site. When pipelines are used, booster pumps are also employed to
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maintain the flow velocity inside the pipe, in this way the slurry can be transported
over large distances.

Figure 1.3: The self-propelled cutter suction dredger ”Helios” owned by Royal Boskalis Westminster N.V.
Source: Boskalis (2017)

In this research, the excavation process is studied based on the tooth on the cutter
head of the Cutter Suction Dredger. An example of the cutter head can be seen in Fig.
1.4, this is an T-series rotatory cutter head installed with the third generation cutter
teeth, manufactured by VOSTA LMG. It can cut into from soft up to very hard rock,
mixed soil, sand and clay, and work under cutter power from 200 kW to 8000 kW.

Figure 1.4: The T-series cutter head installed with the third generation cutter teeth manufactured by
VOSTA LMG. Source: VOSTA LMG (2020)
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1.2. Deep seamining engineering and its current state

D eep sea mining, also known as offshore mining, is the engineering process to ex-
tract valuable minerals from the seabed soil. The mining sites are usually located

at the seabed with more than 1500m water depth, the deepest site could reach more
than 6000m water depth. This kind of area could be the deposits of poly-metallic nod-
ules, or the neighbourhood of underwater hydrothermal vents, where massive sulphide
deposits are formed up. The massive sulphide deposits consist of a variety of precious
metals, such as Zn, Cu, Au, Ag, Mn, Co and etc., also many rare earth elements, for
example Th, Lu, La and so on. These materials play very important roles in modern
industries. Here below Fig. 1.5 shows the distribution of manganese nodules on the
seabed of 4000~5000𝑚 water depth in the south Pacific, while Fig. 1.6 shows a seabed
hydrothermal vent.

Figure 1.5: Manganese nodules on the seabed of south Pacific. (Wright, 2006)

Figure 1.6: Massive sulphides form at black smokers –hot springs on the sea floor with temperatures ap-
proaching 400 degrees Celsius. (MARUM, 2010)

Currently, the hotspot of deep sea mining survey and exploitation is the middle and
west Pacific regions. Fig. 1.7 has marked out the global distribution of known marine
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mineral resources. Many countries have participated in the bidding of exploiting the
Clarion-Clipperton Zone (CCZ) in the middle Pacific, as seen in Fig. 1.8. This area
is located between the Clarion Fracture and the Clipperton Fracture, the water depth
here is around 6000m. The major interest here is the polymetallic nodules.

Figure 1.7: Global distribution of known marine mineral resources. (Rona, 2008)

There was a Canadian company, Nautilus Minerals, used to claim that they want
to conduct the first deep sea mining project which is called the Solwara 1 Project.
This project involves the recovery of high-grade polymetallic Seafloor Massive Sulphide
(SMS) deposits at approximately 1600 m water depth on the seabed of the Bismarck
Sea, Papua New Guinea. This company did not succeed, it went bankrupt on November
2019. But still a lot of useful information was published by this company before it gets
bankrupt. According to Nautilus Minerals, a deep sea mining system would consist of
the following components, as shown in Fig. 1.9:

1. A mining support vessel on the sea surface, acting as the controlling center of
the whole system and the pre-processing center for the production.

2. Several seafloor mining tools on the seabed, which are moving vehicles with
mounted excavation tools. These tools can be with or without the splitting
functions, and they are responsible for excavating the seabed soil.

3. Vertical transport system, which transports the produced material from the
seabed to sea surface. The system can be a hydraulic transport system so it
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Figure 1.8: Claimed mining sites in Clarion-Clipperton Zone in the middle Pacific. Source: (International
Seabed Authority (ISA), 2014)
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Figure 1.9: Deep sea mining system according to Nautilus Minerals, source: (Gwyther, 2008)
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will consist of pipelines an booster pumps, or it can also be a mechanical trans-
port system.

4. Umbilical system, which is responsible for controlling and transporting power
from the sea surface to the bed.

5. A shuttle tanker vessel on the sea surface to transport the extracted material to
shore.

It should be mentioned that the above listed out items are not fixed, alternative
compositions could be to combine or separate some of these functions.

1.3. Technical challenges in the development of deep
sea mining

A ctually the concept of deep sea mining is not new at all. H.M.S. Challenger (Fig.
1.10), a British navy vessel, had conducted a series of scientific expeditions during

1872~1876. It was found that there are a large amount of polymetallic nodules exist
in most oceans of the world.

Figure 1.10: H.M.S. Challenger. (Mitchell, 1881)

It is almost one and half century past since the discovery of rich mineral deposits
in the ocean, but why there is still no deep sea mining project (water depth > 1500
m) conducted yet? There are a lot of reasons behind this question, but the main
reason is that there are still major technical challenges to be conquered, which will be
introduced here.

The first big challenge is the vertical transport of mined material, one of the meth-
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ods is hydraulic transport, currently it is the mostly recommended and studied method
because it can deliver much higher production rate comparing with the other transport
methods. The relevant physics and the possible phenomenons that could occur during
vertical hydraulic transport have been discussed by van Wijk (2016). It is mentioned
that the sizes and shapes of solid particles in the pipe do play very important roles in
flow assurance. Later, Xia (2017) did the vertical slurry transport experiments in lab
scale to investigate the possibility to add pneumatic driving into hydraulic transport.

The second challenge is how to provide enough power to the whole system. As
shown in Fig. 1.9, the whole deep sea mining system is huge, and most of its com-
ponents are operating underwater. The seabed excavation system needs huge driving
power to cut through the rock of the seafloor, and also needs to make sure the size
of the rock fragments are small enough so that they can be successfully transported
to the sea surface. Besides that, the vertical riser and lifter system also requires big
driving power to lift the mixture of about 1600𝑘𝑔/𝑚3 to the vessel without any block-
age or plug formation. Fig. 1.11 shows the comparison of volumes of the underwater
excavator and an adult man. These excavation machines weigh between 250 ∼ 310
tons. Till now it is still unclear if the whole system can work smoothly and if energy
can be sufficiently transferred to every module of the system.

Figure 1.11: The seabed collecting excavator. Source: (Nautilus Minerals, 2016)

The third challenge is to keep the whole system structurally stable, in other words,
to conquer the dynamics of the whole system. Operation in deep water means a lot of
influence from hydrodynamics. Engineers must consider about all the loadings from
wind, wave, current and etc. The motion of the system including all the cables and
pipelines should be controlled very well. Besides, the resistance from seabed soil,
especially rock, during the excavation process can also induce structural oscillation,
which should also be taken into consideration. However, the biggest concern about
structural safety is on the riser and lifter system, because it suffers more complex
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dynamic excitation, such as slurry flow inside the pipeline, surrounding water, dynamic
loads from booster pump stations and vessel motions. These kind of loads would raise
up the possibility of instantaneous or fatigue-related failures (Metrikine et al., 2006).
Later, to optimize the design, a numerical model is developed by Luo (2015) to calculate
and predict the motion and structure behaviour of the riser and lifter system.

The fourth challenge is how to control the environmental impact of the deep sea
mining operation. Predicting the environmental impact resulting from mining activ-
ities remains challenging, as the knowledge of the environment in deeper waters is
relatively scarce. Decades ago, Thiel et al. (1986) made the investigations on the envi-
ronmental risks for operation in the Red Sea, while Ozturgut et al. (1981) did the case
study for the Clarion-Clipperton Zone in the Pacific. Recently, van Grunsven et al.
(2016) studied the possible environmental damage caused by the turbidity plumes.
The turbidity plumes find their source in the disturbances of the top seabed layer
during the excavation process and the discharge of the return water from the vertical
transport system. Due to the transport of the current, turbidity plumes may spread
over several miles in various directions before achieving full sedimentation or dilution.
Some mitigation measures have been proposed, e.g. change the way of discharge from
discharging the return water from the deck of the vessel into the surface water to a
submerged discharge of the suspended solids to avoid disturbance of the various water
column processes.

The fifth challenge is to figure out the cutting process under hyperbaric conditions
in deep water. Although the mechanical properties of the seabed mining sites varies a
lot in different locations, the chance to encounter hard rock-like materials is still high,
for example the cobalt-rich ferromanganese crusts. It is expected that the combination
of high hydrostatic pressure and high cutting speed would create a large pressure
difference from inside to outside of the rock, so that the cutting force on the blade would
be significantly higher than cutting rock in atmospheric condition. The experiments
of man-made concretes in hyperbaric chamber by Kuiper et al. (2013) have shown
significant correspondence between confining pressure and the strength of the samples.

Apart from the above mentioned technical challenges, there is also a need to im-
prove the legislations regarding deep sea mining, it is known that deep sea mining
operations within 200 nautical miles from a country’s baseline of the territorial sea
should be governed by the domestic laws, while outside 200 nautical miles should
then be governed by the International Seabed Authority (ISA) regulations, however
some domestics laws do not always match well with the ISA regulations, which leads
to potential double standards within one project. Thus, there is a need to set up a
standard which can be generally accepted by the international communities, especially
with regard to the environmental issues.

None of these challenges, not matter on technology, or on legislation, has been fully
solved, but luckily a considerable amount of knowledge has been accumulated on every
aspects of deep sea mining.
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1.4. Problem definition and research procedure

U nderwater excavation process plays an important role in dredging, offshore drilling,
trenching, and the upcoming deep sea mining engineering. Many researches have

been carried out on this topic, mostly experiments and analytical models. However,
there are some deficiencies about experiments and analytical models. For a lab scale
experiment, it is usually very difficult to record transient behaviours which could be
very important, and there are also a lot of difficulties to track the deformation and
stress level inside the soil sample, which could be because there is not enough space to
place the gauge or the stress level is too high for the equipment. For analytical models,
it is known that almost all the analytical solutions are derived based on stationary
and two dimensional conditions, while in reality the underwater excavation is a three
dimensional and dynamic process involving the interaction of cutting tools, water and
soil. The physics in analytical models is often simplified, as well as the geometry of
the tools, e.g., in most of the analytical models the cutting blade is assumed to be
perfectly sharp.

Until now, there are mainly analytical models for soil cutting, so in order to know
more about the internal behaviour of the soil deformation, it is required to develop a
new kind of model. In comparison, numerical simulations are able to catch transient
behaviours, to monitor the situation internally, and also to run in fully dynamic and
three dimensional conditions. So it becomes necessary to develop a numerical model,
as a complementary part to the analytical models, which can describe the underwater
excavation process into very detailed physics. It is expected that when the numerical
model is mature, it can be used to validate and improve the analytical models, and
then finally to replace the experiments.

Although analytical models sometimes act like a macroscopic black-box approach,
they still have their own advantage. The pros and cons are highlighted in Table 1.1.

Based on the comparison, it is decided that this research project focuses on estab-
lishing an intrinsic, three dimensional, dynamic numerical model. The deliverable will
be a numerical model that can model the mechanical behaviour of sand, cohesive soil
and rock, as well as their interactions with water and the mechanical tools. This model
shall be able to calculate the pore water pressure and the fluid velocity field. To achieve
that, the coupling mechanism between Discrete Element Modelling (DEM) and Finite
Volume Method (FVM) is adopted. It is believed that this DEM-FVM coupling can
describe the interaction of the cutting tools, the water and the seabed soil in a more
meticulous manner. The procedure of this research is listed as following:

• First there is the literature study to gather the knowledge and basic under-
standing in the excavation process. The focus is to analyse the state-of-the-art
solutions, from the perspectives of the physics and also the availability of the
tools.

• Knowledge gained from literature study will be combined and processed to form
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Table 1.1: Comparison between numerical and analytical models for excavation process

Numerical Model Analytical Model

Pros

1. reveal the internal
behavior of the material
2. can show the transient
process
3. can help to predict the
extreme conditions

1. fundamental, shows the
physics and the trend of
the process
2. fast calculation, does
not need much
computation time
3. can be expanded to 3D

Cons

cannot show the trends directly,
because every calculation is a
full experiment, that means
finally extra effort is needed to
build up the empirical relation
so that the trends can be
displayed

1. simplified physics (2D
stationary process) & simplified
geometry (sharp cutter)
2. cannot tell anything about
the internal behaviour of
the material

up a physical model, and based on this understanding of the physics a mathemat-
ical model will be generated, which is actually a group of equations to describe
the physical process.

• A design will be made for the software of this research based on the mathemat-
ical model, and correspondingly some verification studies are designed as the
benchmark tests.

• Relations between the micro-input and the macro-output will be tested for build-
ing up the scaling laws

• Numerical simulations on the cutting process will be conducted, and the experi-
mental data from literature will be used for validation.

1.5. Outline

T his thesis in total consists of seven chapters. These chapters introduce the estab-
lishment of the 3D dynamic numerical model for underwater excavation process.

The modules involved in the numerical model and the way they interact with each
other are displayed by the flow chart in Fig. 1.12.

Here below is a detailed outline of the thesis:

• Chapter 1 Introduction gives an introduction of the background of this re-
search. The general concepts of dredging engineering and deep sea mining en-
gineering are mentioned here. At the end, a problem definition which clearly
defines the task of this research will be stated.
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Figure 1.12: Framework of 3D Dynamic Numerical Model for Underwater Excavation Process

• Chapter 2 Literature Review is a review of all the literature study and also
to find out the white spots, different sections represent different categories of
the literature. The physics, the analytical models and numerical models will be
summarised in this chapter.

• Chapter 3 Numerical Methods introduces the design of the 3D numerical
model developed in this research. Firstly it is discussed how to choose the nu-
merical tools, then the model is explained in the sequence that the solid mod-
elling first, solid-fluid coupled modelling second. The equations applied and the
benchmarking method are also contained in this chapter.

• Chapter 4 Numerical Modelling of Sand Cutting Process introduces the
application of the numerical model in sand cutting process, two different ways
to simulate sand particle behaviour are explained. Simulations of both above-
and under- water sand cutting are validated against experimental results from
literature.

• Chapter 5 Numerical Modelling on the Cutting Process of Cohesive
Soil shows the simulations of cohesive material cutting tests, together with the
validation by comparing the simulation results with experimental data from lit-
erature.

• Chapter 6 General Applicability and Scaling Tests on Rock Samples
in DEM discusses the parameterization of simulations for rock-like materials,
the tests used for calibration are uni-axial compression test and Brazilian tensile
test.

• Chapter 7 Conclusions and Recommendations summarises all the impor-
tant conclusions from the previous chapters, and gives out recommendations for
the relevant future research.



2
Literature Review

This chapter is a review on the literature that previous research has been car
ried out. The content is mainly about rock cutting, while the literature review
for sand and clay are covered in later chapters where they are specifically cho
sen to deal with. The physical phenomenon which may occur during the rock
cutting process is discussed based on the reported cutting experiments. Then
the analytical models which describe the physics are introduced.
Since numerical modelling is the focus of this research and believed to be able
to display more details of the process, so more literature will be covered on how
to numerically model the soil and water, and how to simulate the interaction
between solid and fluid materials. This literature review is divided into a solid
part and a solidfluid coupling part.

15
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2.1. Previous research on the physics in the cutting
process

G eneric equations have been developed in the past for calculating the cutting forces
for sand, clay and rock, where a number of terms dominate for each individual

type of soil. Miedema (2017) has summarized the influences of the different forces for
five types of soil, as shown in Table 2.1, the dry sand, the water saturated sand, clay,
the atmospheric rock and hyperbaric rock.

Table 2.1: The presence of the forces for each type of soil. (Miedema, 2017)

As mentioned before, the content of this literature review chapter is mainly about
rock cutting because rock cutting represents the most complicated physics. For sand
and cohesive soil the literature reviews are covered in later chapters where they are
specifically chosen to deal with.

The two main mechanic properties of rock material to evaluate its strength and
hardness are the Unconfined Compressive Strength (UCS) and the tensile strength.
The UCS of rock is usually obtained by conducting the uniaxial compression test.
The tensile strength of the rock can be obtained in different manners. The strength
obtained by uniaxial tension test is called the Direct Tensile Strength (DTS), this
parameter is used by the most analytical and empirical models. The strength obtained
via Brazilian tension test is called the Brazilian Tensile Strength (BTS). In engineering
practice, UCS and BTS are the mostly used parameters to express the rock strength,
and these parameters have significant influence on determining the cuttability of rock
materials. Noted here the word ”cuttability” is defined as the quality or degree of
being cuttable. In dredging, it is usually represented by the specific cutting energy 𝐸𝑠𝑝
[𝑀𝐽/𝑚3 or 𝑀𝑃𝑎], which is the amount of energy consumed to excavate a cubic meter
volume of soil.

Many experiments have been done about rock cutting, some of which were con-
ducted in atmospheric condition, while the others are conducted in submerged envi-
ronment. The strength tests mentioned before, which are the UCS and BTS tests,
are both operated in atmospheric condition, or in other words, the ”dry condition”.



2.1. Previous research on the physics in the cutting process

2

17

Many rock cutting tests are also implemented in dry condition. In the early years,
Roxborough and Phillips (1975) did rock excavation experiments by a disc cutter, as
shown in Fig. 2.1. They measured the thrust force 𝐹𝑡ℎ𝑟𝑢𝑠𝑡, the rolling force 𝐹𝑟 and
some other parameters during the experiments, then an analytical model was devel-
oped and validated. They also found that the maximum separation between adjacent
discs operating in array is governed by the compressive to shear strengths ratio of the
rock. Later, Roxborough (1987) studied the link between some basic rock properties
(compressive, tensile and shear strengths) in assessing the cuttability of the material.
He found that it is very difficult to judge the rock cuttability because it is also strongly
impacted by the cutter head design, cutter head operation and the heterogeneity of the
rock. The relation between the rock strengths and the cuttability is quite unstable.
His research preliminarily revealed the complex and difficulty of making calculation on
rock cutting process.

Figure 2.1: Illustration of disc cutting test by Roxborough and Phillips (1975)

Some other rock tests happen in the saturated/submerged condition. First of all,
rock strength tests can also be undertaken in submerged environment. The submerged
compression test is called tri-axial test, which is applied to obtain the rock strengths
under different confinements. Besides, rock cutting tests have also been conducted
in underwater situation and many detailed analysis has already been published. van
Kesteren (1995) has pointed out that during the indentation of the cutter tooth, a
crushed zone will first form up around the tip of the chisel due to the compaction,
and then at the boundary of the crushed zone forces are transmitted to the intact rock
as discrete point loads, resulting in the exceeding of the shear strength of the rock,
so shear cracks will be developed into the virgin rock. Once the shear crack starts
developing, at a certain point, the tensile strength will be exceeded and tensile cracks
will occur. Hence in the end at a certain distance from the free surface the shear cracks
bifurcate into tensile cracks and then chips can be formed up. So as shown in Fig. 2.2,
several failure modes may occur subsequently.

Basically, van Kesteren (1995) has considered the interaction between several as-
pects, the solid structure of the rock, the loading of the cutter, the water inside the
pores of the rock and the ambient water. According to the development of these
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Figure 2.2: Failure modes during underwater rock cutting (Verhoef, 1997; Miedema, 2017)

interactions, he derived the equation for the pore-Peclet number 𝜉𝑝𝑒:

𝜉𝑝𝑒 =
𝑣𝑐ℎ𝑖
𝐷𝑤

=
𝑣𝑐ℎ𝑖[𝐶𝑓 − 𝛼𝑠𝐶𝑠 + 𝑛(𝐶𝑤 − 𝐶𝑠)]𝛾𝑤

𝑘ℎ𝑦𝑑𝑟𝑎
(2.1)

Where 𝑣𝑐 is the cutting speed [𝑚/𝑠], ℎ𝑖 is the cutting depth [𝑚], 𝐷𝑤 is the diffusion
coefficient of water pressure [𝑚2/𝑠], 𝑘ℎ𝑦𝑑𝑟𝑎 is the hydraulic conductivity [𝑚/𝑠], 𝛾𝑤 is
the specific weight of water [𝑁/𝑚3], 𝐶𝑤 is the compressibility of the porewater [𝑚2/𝑁],
𝐶𝑠 is the compressibility of the solids [𝑚2/𝑁], 𝐶𝑓 is the compressibility of the fabric
[𝑚2/𝑁], which is a coefficient of proportionality usually empirically obtained, and 𝑛
is the porosity and 𝛼𝑠 is the solid compression coefficient. Based on the pore-Peclet
number, he gives out two limit conditions:

• Drained condition, which is the“slow”process, will occur when 𝜉𝑝𝑒 < 1. In this
condition, porewater flow due to porewater pressure gradient is possible without
affecting the behaviour of the porous system itself.

• Undrained condition, which is the“fast”process, will occur when 𝜉𝑝𝑒 > 10. In
this condition, porewater cannot flow fast enough through the pores, and pore
water pressures will affect the stress state in the rock fabric.

The underwater excavation process could take place in dredging, trenching and deep
sea mining engineering. Dredging and trenching usually operate in relatively ”shallow”
water (< 200 m), while deep sea mining on the contrary is operating in deep water,
at about 3000∼6000 meters water depth. The hydrostatic pressure applied by the sea
water may greatly influence the cutting process, especially when cutting seabed rock
with high cutting speed, the so called ”dilatancy hardening effect” (Brace and Martin Iii,
1968) could make the excavation of seabed rock much more energy-consuming. The
following section explains the characteristics of hyperbaric rock cutting process in deep
sea mining.
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2.1.1. Characteristics of hyperbaric rock cutting for deep sea
mining

Underwater rock cutting process is different from on-land rock cutting due to the
influence of water, which consists of three parts:

• the confining pressure which equals to the hydrostatic pressure
• the fluid flow in the cutting area
• the pore pressure inside the pores of the seabed

It has been indicated by Miedema and Zijsling (2012) that rock which fails in a
brittle mode in low confinement environment may fail in an apparent ductile mode in
hyperbaric environment. To investigate into this phenomenon, Kuiper et al. (2013)
carried out the experimental study on the relation between the ambient pressure and
the apparent material strength of fully saturated rock, and later he pointed out that
at great water depths it is easier and also more energy efficient to use a grab which
excavates with slow strain rates than to use the rotating excavator. By grabbing big
pieces of fragments, this method has avoided the crushing process to a large extent,
thus can cut rock with much lower specific cutting energy. However, since the rotating
excavator can deliver a much higher production rate, it is still necessary to figure out
the cutting process with a high cutting speed.

Rock, as a bulk material, is relatively harder compared to sand and clay as bulk
materials. The unconfined compressive strength (UCS) varies from around 20 MPa of
sandstone to 250 MPa of granite. The cohesive force between the grains is so high that
it becomes the major resistance against the excavation.

In the common dredging projects, the water depths are around 0∼30 m, which
means the absolute hydrostatic pressures are around 1∼4 bar. Since the UCS of the
rock is in the range of 200∼2500 bar, the hydrostatic pressure is much smaller than
the rock strength (𝑃ℎ𝑦𝑑𝑟𝑜 << 𝑈𝐶𝑆).

However, this is not the case in deep sea mining. In the Clarion-Clipperton Fracture
Zone of the Pacific ocean, rich manganese nodules site was found at water depth ranging
from approximately 4000 m in the east to 6000 m in the west (Padan, 1990; Chung
et al., 1996). In the seabed around Minami-Torishima Island, soils containing very
high concentration of rare earth elements and yttrium (REY) were discovered at water
depth around 5600∼5800 m (Suzuki, 2013). In the case of seafloor massive sulfides
(SMS) deposits, the water depth is in the range of 1200∼3500 m (Rona and Scott,
1993; Yamazaki, 2004).

Basically, the potential ocean mining sites which have been discovered are either
around large areas of poly-metallic nodules or active and extinct hydrothermal vents,
locating at about 1400∼6000 m below the ocean’s surface (Ahnert and Borowski,
2000). That means the hydrostatic pressure 𝑃ℎ𝑦𝑑𝑟𝑜 could be up to 600 bar.

Geotechnical characteristics of the soil in the potential deep-ocean mining sites
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have also been investigated by many researchers in the past. It has been indicated by
Chung et al. (1996) that the compressive strength of the manganese nodule samples is
in the range of 3∼5 MPa. Besides, Yamazaki (2004) reported that although the cobalt-
rich manganese crusts are relatively loose and weak, which usually has a porosity of
0.43∼0.74 and a compressive strength in the range of 0.5∼16.8 MPa, the substrates
could be much denser (porosity of 0.07∼0.69) and harder (compressive strength of
0.1∼68.2 MPa). The seafloor massive sulphide is normally stronger than the cobalt-rich
manganese crust. Its porosity is mainly in the range of 0.3∼0.5, while the compressive
strength could be up to 38 MPa.

Extraction of valuable minerals from the seabed involves various engineering ac-
tions. In the case of poly-metallic nodules, it is designed that nodules will be sucked
into the system while seabed excavation is not necessary. However, in the cases of
cobalt-rich crust and SMS deposit, seabed excavation is inevitable.

As mentioned above, the hydrostatic pressure 𝑃ℎ𝑦𝑑𝑟𝑜 of potential ocean mining sites
could be up to 600 bar. For a long time, rocks with the UCS around 600 bar have
been considered as the up-limit strength of being dredgable, for example some hard
sandstone. Therefore the assumption 𝑃ℎ𝑦𝑑𝑟𝑜 << 𝑈𝐶𝑆 does not hold anymore. But
how will it influence the excavation process then?

It is expected that with lower porosity and higher strength, the required cutting
force increases significantly. Therefore the process described below focuses on relatively
dense and hard seabed rocks, e.g., seafloor massive sulphide.

In the beginning of a cutting process, when a blade is cutting into the virgin rock,
cracks and fractures will develop from the blade into the rock. The propagation speed
of cracks is in the same order of magnitude of the speed of sound, which is above one
kilometer per second.

If the cutting speed is relatively low, e.g., in the range of 0.03∼0.06 m/s, the cutter
can wait for the surrounding seawater to flow into the cracks, so that the pressure
inside the crack gets equal to the hydrostatic pressure outside of the crack. In this way
the huge hydrostatic pressure above the seabed will not contribute much to the rock
resistance. This will be the scenario of using a giant subsea grab cutter as discussed
by Kuiper et al. (2013).

However, what is usually seen in dredging project is that the swing speed is around
0.3 m/s (20 m/min) and the speed on the tip of the blade could be up to 6 m/s, but
keep in mind that during operation the speed on the tip of the blade sometimes can
be twice the normal speed due to the torsional vibrations, i.e., up to 12 m/s. Since the
propagation of cracks is much faster than the flow of seawater into those cracks, two
special effects should be taken into consideration: 1) the seawater cannot be treated as
incompressible; 2) the hydrostatic pressure acts as a big confining pressure which could
prevent the crack to open. As mentioned before, at the ocean floor, the hydrostatic
pressure could be up to 60 MPa, which is in the same order of magnitude of the strength
of the rock. This makes it very difficult for the blade, at 6 km water depth, to open
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the crack and then lift up the chips.

In addition, the seabed rock is porous. There are already a lot of pores or fractures
inside the virgin rock. Since the seabed rock is saturated with seawater for long time,
it is expected that all the pores are totally saturated with water.

In the excavation process, when the external load is small, only the shape of the
pores will be distorted while the volume of the pores remains constant. But in dredging
or deep sea mining practice, the purpose is to destroy the rock structure, so the external
load must be big enough to break the bonds between rock grains. Thus the internal
structure of rock is damaged and the pores’volume could decrease or increase. If the
pore volume decreases, the local pore pressure will increase and the pore water flows
out. On the other hand, if the pore volume increases, the local pore pressure will drop,
attracting the surrounding water to flow in. If the pore pressure drops to the water
vapor pressure, cavitation occurs. In that case, the pressure gradient between in and
outside of the rock reaches a maximum value. According to the calculation of Miedema
and Zijsling (2012), even under confining pressure of 1000 bar, which is approximately
10 km of water depth, cavitation could still occur. As mentioned before, due to the
high cutting speed in practice, the local strain rate is so high that pore water flow is
restricted. Therefore, the excavation process needs much more energy due to the big
pressure difference between in and outside of the rock.

In the“fast”cutting process, both the cracks newly initiated by the blade and the
pores/fractures originally in the rock can induce water under pressure.

With this under pressure, a great confining pressure develops during the cutting
process. According to Vlasblom (2007), rock that behaves brittle in atmospheric con-
dition may behave ductile in high confining pressure condition. As shown in Fig. 2.3,
its apparent strength will correspondingly increase. This phenomenon has been called
as the ”dilatancy hardening” effect.

Figure 2.3: Rock failures under increasing confining pressure, (Vlasblom, 2007).

The dilatancy hardening effect (Brace and Martin Iii, 1968) due to drainage con-
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ditions has been witnessed in the experiments of Duda and Renner (2012), who have ap-
plied different strain rates to three types of sandstones (Ruhr, Wilkeson and Fontainebleau).
The transition from brittle failure mode to ductile failure mode under external hydro-
static pressure has been observed by Kaitkay and Lei (2005), who conducted exper-
iments of cutting Carthage marble using a polycrystalline diamond compacts (PDC)
cutter. They found that the increase in the forces from cutting under no hydrostatic
pressure to cutting under 3.44 MPa (500 psi) is accompanied by an increase in chip
length as clearly seen in Fig. 2.4 In hyperbaric rock cutting process, cavitation lim-

Figure 2.4: Chips from machining tests of Kaitkay and Lei (2005). Left: No confining pressure; Right: At
3.44 MPa hydrostatic pressure.

its dilatancy hardening. When the pore pressure drops to water vapor pressure, the
maximum pressure difference between in and outside of the rock is reached. Another
possible limit is the failure of rock grains. After the crushing of rock grains, the solid
skeleton does not exist anymore. The dilatancy hardening effect cannot exceed either
of these two limits.

2.2. Previous research on the analytical model of the
cutting process

I t is of great interests for the dredging, mining and drilling industries to quantitatively
calculate the rock excavation process, mainly, the cutting force and the specific

cutting energy. The specific energy 𝐸𝑠𝑝, as mentioned before, is defined as the amount
of energy used/required to excavate 1𝑚3 of soil/rock (Miedema, 2017). In the early
days when numerical modelling was not available, analytical models were developed
to help people to estimate the required force for the rock material to fail. One of the
most widely applied theory for determining rock failure is the Mohr-Coulomb theory
and the Mohr’s circle. The original works were published from the 18𝑡ℎ to the 19𝑡ℎ
century. As shown in Fig. 2.5, several Mohr’s circles are drawn based on a number
of experiments, and then the envelope curves are developed for deciding where the
material fails or where not, (Miedema, 2017).
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Figure 2.5: Mohr’s envelope for intact rock. From left to right, circle 1 (green): uniaxial/direct tensile
(UTS) test; circle 2 (yellow): Brazilian tensile test (BTS); circle 3 (light blue): unconfined compression
test (UCS); circle 4 (red): tri-axial compression test where the Mogi criterion fits; circle 5 (green): tri-axial
compression test where a failure envelope can be draw together with circle 1; circle 6 (dark red): tri-axial
test with higher confinement; circle 7 (dark blue): hydrostatic compression test for the crushing strength of
the rock, (Miedema, 2017)
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In the 20𝑡ℎ century, some two dimensional (2D) cutting theories were developed.
Evans (1965) derived an analytical model from the observations on coal breakage by a
wedge cutter. As shown in Fig. 2.6, based on the tensile failure mode, he calculated
the total cutting force 𝐹𝑐 [𝑁] on the wedge as:

𝐹𝑐 =
2 ⋅ ℎ𝑖 ⋅ 𝜎𝑡 ⋅ 𝑤 ⋅ sin(𝛼 + 𝛿)

1 − sin(𝛼 + 𝛿) (2.2)

where 𝜎𝑡 is the tensile strength [𝑀𝑃𝑎] of the rock, ℎ𝑖 is the cutting depth [𝑚], 𝑤 is the
width of the wedge cutter [𝑚], 𝛿 is the external friction angle, 𝛼 is the blade angle.

Figure 2.6: Tensile breakage theory of Evans (Miedema, 2017)

Later, Nishimatsu (1972) developed a chisel cutting model based on the mechanism
of shear failure. He assumed that the shear stress is not fully mobilized everywhere
along the failure plane at the same time. An illustration can be found in Fig. 2.7.
Nishimatsu (1972) derived a set of equations to calculate the horizontal cutting force
𝐹ℎ [𝑁] and vertical cutting force 𝐹𝑣 [𝑁] on the blade.

Figure 2.7: Chisel cutter induced shear failure by Nishimatsu (Miedema, 2017)

𝐹ℎ =
1

(𝑛′ + 1) ⋅
2 ⋅ 𝑐 ⋅ ℎ𝑖 ⋅ 𝑤 ⋅ cos(𝜑) sin(𝛼 + 𝛿)

1 + cos(𝛼 + 𝛿 + 𝜑) (2.3)
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𝐹𝑣 =
1

(𝑛′ + 1) ⋅
2 ⋅ 𝑐 ⋅ ℎ𝑖 ⋅ 𝑤 ⋅ cos(𝜑) cos(𝛼 + 𝛿)

1 + cos(𝛼 + 𝛿 + 𝜑) (2.4)

where 𝑛′ is the stress distribution factor which heavily depends on the invading
rake angle, for cutting angles smaller than 80 degrees 𝑛′ is more or less constant with
a value of 𝑛′ = 0.5. The use of this factor is based on the fact that at the start of shear
failure it is not guaranteed that the shear strength has been reached everywhere at the
shear plane. Besides 𝑛′, in the equations, 𝑐 is the cohesive shear strength of the rock
[𝑘𝑃𝑎] and 𝜑 is the angle of internal friction.

Decades earlier than Evans and Nishimatsu, Merchant (1944, 1945a,b) had also
developed a model to calculate the steel cutting forces based on the shear failure mode.
The Nishimatsu´s equations (Eq. (2.3) and (2.4)) are actually based on the Merchant
model and adding the stress distribution factor 𝑛′. So the Nishimatsu model becomes
the Merchant model when 𝑛′ = 0.

Evans later further developed his model for different indentation angle using a
wedge cutter, and finally using a pick point (Evans and Pomeroy, 1966). But the
principle and failure mechanisms still hold the same.

All these cutting models mentioned above are established on single failure mech-
anisms, either shear or tensile. But rock cutting process in reality is much more
complicated. Many important issues are not covered in these models, for example,
the three dimensional (3D) effect, the confinement effect, the dynamic effect and the
simultaneous occurrence of several failure modes.

In the 21𝑠𝑡 century, a more advanced analytical model for excavation process is
developed by Miedema (2014, 2017), which is called the Delft Sand, Clay and Rock
Cutting Model. Miedema (2014) summarized all the rock cutting models in the past
and created six cutting regimes based on the characteristics of the material and the
confinement conditions. The six mechanisms are shown in the following Fig. 2.8. Two
possible environments are considered in the model, the atmospheric condition and the
hyperbaric condition.

In the model of Miedema (2014, 2017), these six mechanisms can cover the cut-
ting processes of sand, clay and rock in both low confinement and high confinement
situations. Miedema uses the shear mechanism to represent sand cutting process, be-
cause this corresponds with the series of experiments by Hatamura and Chjiiwa (1975,
1976a,b, 1977a,b) and his own experiments (Miedema, 1987). But to calculate the
cutting forces on the blade and the specific cutting energy, the layout of the shear
mechanism needs to be determined. Miedema then uses the flow mechanism to ap-
proximate the shear regime for calculating the sand cutting process, where matching
results are also obtained compared with the experimental data. This approximation
is feasible mainly because of that sand are in the essence many individual particles,
and the particle sizes are always much smaller than the size of the mechanical tool. So
although shear planes are developed during cutting, macroscopically a granular flow
behaviour is observed which makes the flow regime suitable to be deployed for the
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(a) (b)

(c) (d)

(e) (f)

Figure 2.8: Six different types of soil cutting process (a): the curling type, (b): the flow type, (c): the tear
type, (d): the shear type, (e) the crushed type, (f): the chip type. (Miedema, 2014)



2.2. Previous research on the analytical model of the cutting process

2

27

calculations.

For the cutting of clay, Miedema (2014) pointed out that there are three possible
regimes, the curling type, the flow type and the tear type. The curling type is seen not
only in clay cutting, but also in metal and loam cutting, which follows a plastic/ductile
failure mode.

The main difference between sand particles and clay grains is that clay grains
can hold cohesive and adhesive stresses while sand cannot. It should be pointed out
that cohesion and adhesion are not purely mechanical stresses, these stresses can also
be generated based on a series of complicated electro-chemical processes. Thus the
magnitudes of cohesion and adhesion are strongly linked to the water content of the clay
material and the temperature. Another major mechanical difference lays in the friction
angles. Pure clay hardly has any internal or external frictions during an undrained
process, and it has much smaller internal and external friction angles compared with
sand during an drained process. It should be mentioned that in engineering practice
clay usually appears in the form of clay-sand mixture.

However, by going through the literature from soil mechanics to material science,
it is discovered that people have some confusion in clearly using the terms of cohesion
and adhesion. Sometimes people treat these two terms as shear stresses, but sometimes
people also use them as normal stresses. Actually due to the process cohesion and
adhesion are generated, they exist in both shear and normal directions. Therefore in
this thesis, when cohesion and adhesion are mentioned, it will be clearly stated that if
they are in the shear direction or in the normal direction, in this way confusion can be
avoided.

Another often referred mechanical property of clay is the undrained shear strength,
which is the overall shear strength consisting of both the cohesive shear stress and the
internal friction of the clay during an undrained process. As mentioned before, for pure
clay in an undrained process, its friction is negligible, so in this scenario the undrained
shear strength equals the cohesion (shear).

According to Miedema (2014), clay will be cut with the flow mechanism under
normal circumstances. The curling regime and the tear regime may happen with the
following conditions:

• The curling regime will occur when the blade height, ℎ𝑏, is large with respect to
the layer thickness, ℎ𝑖, the adhesive force in the shear direction on the blade
is large with respect to the normal force in the shear plane. and the blade angle
𝛼 is relatively big.

• The Tear Type will occur when the blade height, ℎ𝑏, is small with respect to the
layer thickness, ℎ𝑖, the adhesion in the shear direction on the blade surface is
small compared to the the normal force in the shear plane and the blade angle 𝛼
is relatively small.

For rock cutting, four regimes are categorized by Miedema (2014), the tear type, the
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shear type, the crushed type and the chip type, as shown in Fig. 2.8. These types, ac-
cording to Miedema (2014, 2017), can cover the rock cutting regimes from atmospheric
to hyperbaric conditions. The reason to distinguish the confinement conditions is that
the rock materials may behave differently from low to high confinement. A transition
from brittle failure mode to ductile failure mode is illustrated by Vlasblom (2007) in
Fig. 2.3.

This kind of phenomenon not only occurs in tri-axial tests, but also occurs in the
cutting process, as shown in Fig. 2.9, in the brittle cutting mode, the cutting force
records are periodical and serrated, and big discrete fragments are created along the
cutting path; however in the ductile cutting mode, the cutting force will increase to the
peak value and maintain in that level, while relatively continuous chips are generated
along the cutting path. This phenomenon is observed by Verhoef (1997).

Figure 2.9: Cutting force registration of the brittle and ductile cutting modes and illustrations of the cutting
process (Verhoef, 1997)

Miedema (2014, 2017) uses the ductility number to draw the boundaries between
different cutting modes, the ductility number is defined as the ratio between the com-
pressive strength over the tensile strength, as shown in Eq. (2.5). The ductility number
is also called the Brittleness Index (BI). The different failure modes of rock cutting
with respect to the ductility number is depicted in Fig. 2.10.

𝑚 = 𝑈𝐶𝑆
𝐵𝑇𝑆 (2.5)

From Fig. 2.10 it can be discovered that, when the internal friction angle (𝜑)
of the rock is fixed, not only the ductility number, but also the blade cutting angle
will influence the occurrence of cutting regimes. Besides, as mentioned before, the
confinements also affect the apparent failure behaviour of the rock. So all these factors
should be taken into consideration when predicting the rock cutting regimes. However,
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Figure 2.10: The tensile/shear failure range based on 𝑚 = 𝑈𝐶𝑆/𝐵𝑇𝑆 for internal friction angle 𝜑 = 20𝑜,
(Miedema, 2017).

if certain boundaries are drawn to represent the typical dredging operation conditions,
then a simplified rule can be established to determine the cutting regime. As shown
by Fig. 2.11, 𝜑 = 30𝑜 is a typical internal friction angle of sedimentary rocks, and if
the blade angle 𝛼𝑐 is chosen as 50𝑜 which is a typical operation angle in dredging, then
the cutting regimes can be concluded that:

• Tear Type: 𝑚 ≥ 10.5. Rock fails based on 100% tensile failure.
• Chip Type: 7 ≤ 𝑚 < 10.5. Rock fails based on a combination of shear failure

and tensile failure.
• Shear Type: 𝑚 < 7. Rock fails based on 100% shear failure.

The fourth regime, the Crushed Type, is based on cataclastic failure, where dis-
integration of the grain matrix happens. This mechanism is identified as pseudo-
ductile since it shows ductile behaviour. It occurs when the cutting depth is very
small (ℎ𝑖 < 1𝑚𝑚), and it is usually seen in offshore drilling operations. Therefore for
dredging engineering, this cutting regime is not of interest.

Equations are derived by Miedema to calculate the cutting force based on the
crushed type and the curling type, as shown in Eq. (2.6) and Eq. (2.7):

𝐹ℎ = 𝜆𝐻𝐹 ⋅ 𝑐 ⋅ ℎ𝑖 ⋅ 𝑤 (2.6)

𝐹𝑣 = 𝜆𝑉𝐹 ⋅ 𝑐 ⋅ ℎ𝑖 ⋅ 𝑤 (2.7)
where 𝑐 is the cohesive shear strength of the rock [𝑀𝑃𝑎], 𝜆𝐻𝐹 is the horizontal cutting
force coefficient and 𝜆𝑉𝐹 the vertical cutting force coefficient. The cohesive shear
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Figure 2.11: The tensile/shear failure range based on 𝑚 = 𝑈𝐶𝑆/𝐵𝑇𝑆 for 𝜑 = 30𝑜, (Miedema, 2017).

strength can be obtained by either implementing the Mohr-Coulomb failure criterion
based on tri-axial tests under different confinements, or be calculated by implementing
the Hoek-Brown failure criterion (Hoek et al., 2002).

The cutting force coefficients are calculated based on a combination of the internal
friction coefficient, the external friction angle, the shear angle, the cutting angle and
the ratio between the hydrostatic pressure to the shear strength. Fig. 2.12 shows the
relation of the cutting force coefficients (𝜆𝐻𝐹 and 𝜆𝑉𝐹) and the cutting angles 𝛼 under
different internal friction angles 𝜙.

The ductility number is treated as a material property, but it is also known that
even the same material can be cut in both the brittle and the ductile modes depending
on the conditions. Hence there is a confusion with regard to the ductility and the
ductile failure, and also the brittleness and the brittle failure. Here below gives out the
definitions of ductility and brittleness from the perspective of material science, Source:
Wikipedia (2010).

• In materials science, ductility is a solid material’s ability to deform un
der tensile stress; this is often characterized by the material’s ability to
be stretched into a wire. Malleability, a similar property, is a material’s
ability to deform under compressive stress; this is often characterized by
the material’s ability to form a thin sheet by hammering or rolling. Both of
these mechanical properties are aspects of plasticity, the extent to which a
solid material can be plastically deformed without fracture. Ductility and
malleability are not always coextensive –for instance, while gold has high
ductility and malleability, lead has low ductility but high malleability. The
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(a)

(b)

Figure 2.12: The brittle (shear failure) cutting force coefficient, where 𝜙 is the internal friction angle of the
rock. (a): horizontal cutting force coefficient 𝜆𝐻𝐹, (b): vertical cutting force coefficient 𝜆𝑉𝐹. (Miedema,
2017)
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word ductility is sometimes used to embrace both types of plasticity.

• A material is brittle if, when subjected to stress, it breaks without signif
icant deformation (strain). Brittle materials absorb relatively little energy
prior to fracture, even those of high strength. Breaking is often accompa
nied by a snapping sound. Brittle materials include most ceramics and
glasses (which do not deform plastically) and some polymers, such as
PMMA and polystyrene. Many steels become brittle at low temperatures
(see ductilebrittle transition temperature), depending on their composition
and processing. When used in materials science, it is generally applied to
materials that fail when there is little or no evidence of plastic deformation
before failure. One proof is to match the broken halves, which should fit
exactly since no plastic deformation has occurred. Generally, the brittle
strength of a material can be increased by pressure. This happens as an
example in the brittleductile transition zone at an approximate depth of
10 kilometers in the Earth’s crust, at which rock becomes less likely to
fracture, and more likely to deform ductile.

From the above explanation, it is understood that the real ductile behaviour is based
on plastic deformation, while the ductile failure in rock cutting is actually cataclastic
breakage. Macroscopically it may look like the flow type (Fig. 2.8b), but microscopi-
cally it is just a crushing process. In other words, the rock material itself is still brittle.
Researchers in the past used the macroscopic behaviours as the reference to identify
if the soil fails in brittle failure mode or ductile failure mode because it is convenient
and intuitive, e.g., the three cutting types from (Hatamura and Chjiiwa, 1975). More
recently, inheriting this concept, Helmons (2017) has made a simpler category based on
the apparent failure layout of the cutting process, the continuous and the discontinuous
mechanisms, as shown in Fig. 2.13.

To make a comparison, the continuous cutting in Fig. 2.13. If the cut material
is clay, then it is a ductile material and fails in a plastic and ductile way. If the cut
material is rock, then it is a brittle material and fails in a microscopically brittle but
macroscopically ductile way.

2.3. Previous research on numerical modelling for soil
cutting

T he soils on the seabed, according to their mechanical properties, are categorized
into three basic groups: sand, cohesive soil and rock. The mechanical behaviour

of these materials can be modelled numerically in the cutting simulations. Two main
methods for modelling the solid materials are the Finite Element Modelling (FEM)
and the Discrete Element Modelling (DEM).
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Figure 2.13: Dominant failure types in rock cutting. (Helmons, 2017)

2.3.1. Finite element modelling (FEM) for the cutting process

Fielke (1999) applied FEM to study the effect of the cutting edge geometry of the
tillage implements and made comparison with the measured tillage forces, the soil
failure patterns and the soil movement below the tillage depth. Two-dimensional (2D)
FEM was validated by the tests conducted using 400 mm wide experimental sweeps
under the controlled conditions of a tillage test track and in the field. The geometry
of the cutter used in the experiments is shown in Fig. 2.14. Correspondingly, he
established the 2D FEM meshes which are displayed in Fig. 2.15 The material cut in

Figure 2.14: Geometry of the experimental sweep wing, where the geometry parameters are 𝑤, width; 𝑏,
lift height; 𝛼, rake angle; 𝜃, sweep angle. Cutting edge parameters of ℎ, cutting edge height; 𝐿, length of
underside rub; 𝛽, angle of underside clearance (Fielke, 1999)

the experiments is the Hoyleton soil. He found out that by tuning the Poisson’s ratio
of the finite elements, the failure mechanisms may change. In his model, increasing
Poisson’s ratio from zero (compressible soil) to 0.5 (incompressible soil) resulted in
the soil which initially was failed using pressure from the top face of the tillage tool
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Figure 2.15: Close up of the FEM mesh of various cutting edges examined, where ℎ is the vertical cutting
edge height, 𝐿 is the length of underside rub and 𝛽 is the angle of underside clearance. (𝑎)ℎ = 0𝑚𝑚; 𝐿 =
0𝑚𝑚,𝛽 = 5∘; (𝑏)ℎ = 3.1𝑚𝑚, 𝐿 = 0𝑚𝑚,𝛽 = 5∘; (𝑐)ℎ = 3.1𝑚𝑚, 𝐿 = 37.5𝑚𝑚,𝛽 = 0∘ , (𝑑)ℎ = 3.1𝑚𝑚, 𝐿 =
19𝑚𝑚,𝛽 = −9.5∘; scale of the small square elements, 1.5625 ×1.5625 mm full size (Fielke, 1999)

changing to failure from the cutting edge alone, thus resulting in larger draught and
vertical up forces.

Jaime et al. (2015) implemented FEM into three-dimensional rock cutting simula-
tion. They combined a plasticity-damage model and an element erosion scheme which
can remove the damaged element when its energy release equals the fracture energy.
He conducted both the scratch and the deep cut tests, and compared the results with
the laboratory tests on Berea sandstone. The scratch test is shown in Fig. 2.16, and
the deep cutting test is shown in Fig. 2.17, both by the polycrystalline diamond cutters
(PDC).

The size of the element mesh increases from the surface to the bottom, because
small elements size is necessary to capture the details of rock fragmentation process.
The research shows that both the fragmentation process and the cutting forces were
deemed reasonable, but it is not clear yet about how to scale up the model to fit
engineering needs.

Several modified FEM techniques were developed during the last decade to study
the soil deformation problem, such as the particle finite element (PFEM) (Oñate et al.,
2011) and the material point method (Alonso et al., 2015; Ceccato, 2015; Bandara and
Soga, 2015). These methods have applied their own constitutive laws on soil mechanics
which govern the relation between the stress and strain in the soils.

Several commercial codes are also developed to solve soil mechanical or engineering
problems using FEM, for example, the PLAXIS family, the Abaqus family and etc.

Many investigations of the numerical modelling on soil mechanics applications have
been conducted with the coupling with finite element method and discrete element
method (DEM). In most of these numerical models, FEM is used to simulate the
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Figure 2.16: A comparison of failure/fragmentation pattern for shallow cut, d = 0.3 mm. On the left: FEM
results on Vosges sandstone; on the right, laboratory tests of Berea sandstone. (Jaime et al., 2015)
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Figure 2.17: A comparison of failure/fragmentation pattern for the deeper cut. On the left: FEM results on
Vosges sandstone, d = 3.6mm w.r.t cutter advances; on the right, laboratory tests of Berea sandstone, d =
4mm (Jaime et al., 2015)
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behaviour of the far field and the boundary conditions to reduce the computational
effect, while the core of the deformation process is calculated by DEM. So this part of
the literature review will be covered in the next subsection, the review on the discrete
element modelling (DEM) application for the cutting process.

2.3.2. Discrete element modelling (DEM) for the cutting process

Discrete element modelling (DEM), also called discrete element method, is a fam-
ily of numerical methods for computing the motion of a large number of particles of
micrometer-scale size. DEM makes it feasible to describe the behaviour of each par-
ticle. The basics of the interaction between two different particles in DEM comprises
two dashpot systems, each consisting of a spring and a damper working between the
particles on the normal and tangential directions respectively, as depicted in Fig. 2.18.
The first application of this method is done by Cundall (1971b) in his PhD thesis to
solve some problems in relation to rock mechanics.

Figure 2.18: Schematics of normal and tangential dashpot system for particle-particle interactions in DEM,
(Goniva et al., 2009).

The DEM method has been developed rapidly since 1980s. In the field of micro-
mechanics of granular material, reference is made to Savage (1983); Satake and Jenkins
(2013) , Biarez and Gourvès (1989), Thornton (1993) and Siriwardane and Zaman
(1994). In the field of geo-mechanics, important contributions are made by Mustoe
et al. (1989), Williams et al. (1993) and Shimizu et al. (2010).

Although the theory of DEM has been developed for 40 years, due to the limitation
of computer, the practical application of DEM in simulation has not been done until
about 15 years ago. From that time on, DEM simulations for a big number of particles
in a computer are feasible. Nowadays, by using super computers and implementing
the parallel computing technique, DEM simulations with more than 107 particles can
be carried out. Besides, simulations of smaller size (< 106) can already be run by
common PCs or workstations.

Cundall (1971a,b); Cundall and Strack (1979) generated the equations for calcu-
lating the contact forces between circular discs and applied them into the simulation
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of granular assemblies. A software package named BALL was developed and used to
calculate the forces in a 2D discs assembly. The results were compared with the force
vectors obtained photoelastically for verification, although the comparison is primarily
qualitative, DEM showed good potential for its application in complicated granular
problems.

Huang (1999) and Huang et al. (1999) systematically studied the application of
DEM in the mechanical tool - rock interaction process. She summarised all the previous
contact models and applied the point contact bond model to generate rock-like material
in DEM. She used the software 𝑃𝐹𝐶2𝐷® (Particle Flow Code in 2 Dimensions) to
conduct indentation and cutting test on rock-like materials. In her PhD thesis, Huang
applied the Buckingham-𝜋 theorem to determine the parameters for the DEM model
for rock-like material, which is quite important for establishing the relation between
the input parameters of micro scale and the output strength of macro scale. Several
independent dimensionless parameters governing the elastic response and the failure
behaviour of the 2D assembly are shown below in Eq. (2.8).

{
𝐾𝑛𝑅𝑎𝑣𝑔
𝑇𝑛

, 𝑇𝑠𝑇𝑛
, 𝜇, 𝐾𝑠𝐾𝑛

, 𝑛,
𝑅𝑎𝑣𝑔
𝐿 , 𝑉

√𝐾𝑛/𝜌
} (2.8)

in which 𝐾𝑠 [𝑁/𝑚2] and 𝐾𝑛 [𝑁/𝑚2] are the circular disc contact stiffness’s in shear
and normal direction respectively, 𝑇𝑠 [𝑁/𝑚] and 𝑇𝑛 [𝑁/𝑚] are the bond strengths in
shear and tensile direction respectively, 𝑅𝑎𝑣𝑔 [𝑚] is the average disc radius, 𝐿 [𝑚] is
the assembly length, 𝑉 [𝑚/𝑠] is the loading velocity, 𝜌 [𝑁𝑠2/𝑚] is the density of the
disc, 𝜇 [−] is the friction coefficient between the discs, 𝑛 [−] is the porosity of the
assembly.

Relations between the dimensionless numbers have been established between:

• 𝐾𝑠/𝐾𝑛~𝐸′/𝐾𝑛

• 𝐾𝑠/𝐾𝑛~𝜈′

• 𝐾𝑛𝑅𝑎𝑣𝑔/𝑇𝑛~𝜎𝑐𝑅𝑎𝑣𝑔/𝑇𝑛

• 𝐾𝑛𝑅𝑎𝑣𝑔/𝑇𝑛~𝜎𝑡𝑅𝑎𝑣𝑔/𝑇𝑛

• 𝐾𝑛𝑅𝑎𝑣𝑔/𝑇𝑛~𝜎𝑐/𝜎𝑡

• 𝑇𝑠/𝑇𝑛~𝜎𝑐𝑅𝑎𝑣𝑔/𝑇𝑛

• 𝑇𝑠/𝑇𝑛~𝜎𝑡𝑅𝑎𝑣𝑔/𝑇𝑛

• 𝑇𝑠/𝑇𝑛~𝜎𝑐/𝜎𝑡

• 𝜇~𝜎𝑐𝑅𝑎𝑣𝑔/𝑇𝑛

Here 𝐸′ [𝑁/𝑚2] is the apparent Young’s modulus of the assembly, 𝜈′ [−] is the ap-
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parent Poisson’s ratio of the assembly, 𝜎𝑐 [𝑁/𝑚] and 𝜎𝑡 [𝑁/𝑚] are the compressive and
tensile strength of the assembly respectively. The units of some variables in Huang’s
research are different from engineering practice because her analysis was made in 2D
domain.

Later, Huang et al. (2013), Huang and Detournay (2013) studied the transition from
a ductile to a brittle failure mode in the rock cutting and the rock indentation tests
respectively. The discrete element code 𝑃𝐹𝐶2𝐷® was used for conducting the 2D DEM
simulations. For the rock cutting test, it is discovered that the failure mode transits
from a ductile to a brittle failure when increasing the cutting depth, a critical cutting
depth 𝑑∗ is derived as Eq. (2.9), where 𝐾𝐼𝑐 [𝑁/𝑚] denotes the material toughness, 𝜎𝑐
its unconfined compressive strength and 𝓁 [−] represents the characteristic length of
the material. For the indentation test, it is concluded that the initiation of the brittle
fractures after the ductile compression is governed by the scaled flaw (crack) length
Λ [𝑚], as shown in Eq. (2.10). It is the ratio between the actually measured flaw
(crack) size 𝜆𝑎 [𝑚] and the characteristic length of the material 𝓁.

𝑑∗ ∝ 𝓁 , 𝑤ℎ𝑒𝑟𝑒 𝓁 = (𝐾𝐼𝑐/𝜎𝑐)2 (2.9)

Λ = 𝜆𝑎
𝓁 , 𝑤ℎ𝑒𝑟𝑒 𝓁 = (𝐾𝐼𝑐/𝜎𝑐)2 (2.10)

Potyondy et al. (1996) and Potyondy and Cundall (2004) systematically developed
the computational methodology of modelling the rock deformation and fracture be-
haviour via DEM. Their model consists of the grain contact part and the bonding
contact part. Using the software 𝑃𝐹𝐶2𝐷® and 𝑃𝐹𝐶3𝐷®, a series of simulations were
done based on the material properties of the Lac du Bonnet granite. The numerical
model of Potyondy and Cundall (2004) will be further discussed in Chapter 3.

In the 21𝑠𝑡 century, more and more research on DEM has been published each year.
To establish the correspondent relation between the macroscopic quantities like the
velocity-field, the stress or strain and the ”microscopic” quantities like contact-forces,
deformations and particle displacements, Luding et al. (2001) conducted quasi-2D DEM
simulations of shearing tests, as shown in Fig. 2.19.

Through the tests, they found out that the bulk modulus of the assembly is propor-
tional to the density of the particle and the coordination number. Here the coordination
number of an assembly is defined as the average number of contacts per particle. On
the other hand, the fabric-, the stress- and the strain tensors are not co-linear with
each other. It is also discovered that the displacement rate in the shear zone decays
exponentially with the distance from the moving wall which applies the shear.

Procházka (2004) studied the DEM application in the rock bursts process. In
deep mining engineering sudden release of accumulated potential energy occurs under
special conditions. This phenomenon is known as bumps or rock bursts. Instead of
spheres (3D) or round discs (2D) which are usually seen in DEM studies, he argued that
the hexagonal elements with elastic, or elastic-plastic contacts can better describe the
rock behaviour from the perspective of keeping the consistence of the stiffnesses of the
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Figure 2.19: Sketch of the model system from the quasi-2D shearing test of (Luding et al., 2001). The
left color inset shows the shear zone after one half rotation - particles with the same vertical coordinate
had the same color initially. The right color inset shows the stress chains, where large, medium and small
contact-forces are coloured red, green and blue, respectively.

springs. The assembly he generated is shown in Fig. 2.20. He thus made comparison
between the free hexagonal element method and the statical particle flow code which
used circular discs (2D). In his conclusion, he claimed that both methods have delivered
reasonable results. But it must be pointed out that there is a big downside on this
hexagonal element method, that is the created rock sample is very anisotropic. It can
be clearly concluded from Fig. 2.20 that there are big differences between the sample’s
mechanical properties on the horizontal direction and the vertical direction. Imagining
a force is loaded from the left side to the right side in the horizontal direction, then
the contact surfaces on the discrete elements will be perpendicular to the loading.
However, if the force is loaded from the top side to the down side, then the contact
surface will be serrated, consisting many tilted faces from the discrete elements.

Figure 2.20: Sample made by the hexagonal elements, (Procházka, 2004).

Lei and Kaitkay (2003) and Kaitkay and Lei (2005) conducted both numerical
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modelling and experiments on confined rock cutting. The numerical simulation is
done by using DEM. The commercial software 𝑃𝐹𝐶2𝐷® is used to generate the rock
specimen to approximate Carthage marble. For applying the hydrostatic pressure as
the confinement, two methods were introduced in their work, one for the biaxial test
and one for the cutting test. In the biaxial test, two lateral plates are used to maintain
the compression at the boundaries to mimic the influence of hydrostatic confining
pressure, as shown in Fig. 2.21. For the cutting process, a special algorithm consisting
of two steps is developed to model the influence of confining pressure. At first, the
particles located at the specimen boundary are detected, and then the second step is
the application of confining pressure to the boundary particles, which is realized by
applying an equivalent force on each particle with the inwards directions.

Figure 2.21: Left: rock specimen generated in 𝑃𝐹𝐶2𝐷®, right: Biaxial test environment, (Lei and Kaitkay,
2003).

The research was done mainly for offshore drilling purposes, so the cutting depth is
only 0.8mm. However, the cutting forces still show significant difference from uncon-
fined to confined conditions, as shown in Fig. 2.22. 𝐹𝑥[𝑘𝑁/𝑚] and 𝐹𝑦[𝑘𝑁/𝑚] are the
horizontal and vertical cutting force respectively, 𝛼[−] is the invading rake angle. The
force record shows very strong fluctuations, which is realistic because the breaking of
the rock sample is an discontinuous process.

Figure 2.22: Force records from DEM simulation. left: without confining pressure, right: with a 34.5MPa
confining pressure, (Lei and Kaitkay, 2003).
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Alassi (2008) in his PhD thesis, developed a DEM model (𝑃𝐹𝐶2𝐷®) to monitor
an oil/gas reservoir. He found out that the boundary conditions cannot be applied
properly by purely using DEM, so he implemented a continuum coarse grid to track
the stress level in the far field. There are still limitations on such kind of methods,
which are:

1. the maximum P-wave/S-wave ratio is limited by (�⃗�𝑝/�⃗�𝑠 < 3), here �⃗�𝑝 [𝑚/𝑠] and
�⃗�𝑠 [𝑚/𝑠] are the propagation velocities of the pressure wave (P-wave) and shear
wave (S-wave) respectively.

2. it is difficult to derive relations for failure properties just like it was done for elastic
properties, and numerical tests have to be done each time a geo-mechanical model
is built.

3. there are always difficulties in building geo-mechanical models and installing
complicated initial stress conditions, usually given for hydrocarbon reservoirs,
using DEM.

Alassi (2008) also developed a modified discrete element approach, where in a geo-
mechanical cluster the micro stiffness matrix (K) are derived based on rock properties
given by the macro stiffness matrix (C). Then he coupled this modified DEM with a
Finite Difference fluid model in which fluid is allowed to flow in a network of pipes to
simulate the whole reservoir behaviour. Several case studies were done and the results
have shown a big improvement.

A series of research on rock excavation has been done by Rojek (2007), Rojek and
Oñate (2007), Labra et al. (2008), Rojek et al. (2008), Rojek et al. (2011), Rojek et al.
(2013). In this series of publications, Rojek, together with his co-authors, published
a software package which simulates the rock excavation process in both 2D and 3D
domain with parallel computation. The software is based on pure DEM or a coupling
mechanism between DEM and FEM. In the case of DEM/FEM coupling, DEM is
usually used to calculate the interaction part with the tool because it can capture
the deformation and fracture process, while FEM is used to simulate the far-field
or boundary material to reduce computational cost. Fig. 2.23 shows the difference
between the two calculation methods. In the DEM/FEM coupling, DEM and FEM
represent the different sub-bodies of the rock respectively, but they can also have some
overlap on the interface for the coupling calculation. It is claimed that such kind
of coupling reduces the simulation time significantly. Several validation tests were
carried out, mainly on pure DEM computations, like the unconfined compression test,
the Brazilian tensile test, the pick-point cutting test and etc.

To better describe the internal heterogeneity of rock material in DEM, Rojek et al.
(2013) proposed a methodology for installing a constant initial stress to an arbitrary
shaped DEM sample. Macroscopic virgin stresses can be installed to a DEM sample
by applying certain displacements to the particles to create the particle contact forces
corresponding to the required stress/strain field. This method has been successfully
tested in 2D domain.
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Figure 2.23: 2D simulation of rock cutting. left: DEM model, right: DEM/FEM coupling model Labra et al.
(2008)

Munjiza (2004) published another DEM/FEM coupling method. In their model,
each discrete element is discretized into finite elements, in this way there is a finite
element mesh associated with each discrete element, and these meshes define the shape
of discrete elements. A software package Y-code was developed with this model. 2D
simulations of triaxial test have been conducted using this code and the results are
published by Mahabadi et al. (2010).

2.4. Previous research on numerical models for solid
fluid interaction in soil mechanics applications

N ow the technique to numerically model the solids has been investigated, it is time
to check how to bring the solids modelling into the underwater environment. For

modelling the underwater excavation process, three major components are taken into
consideration: the excavation tool, the seabed soil and the pore water. Numerical
models for the interaction between the solids and the fluids are examined here.

Traditionally solids and fluids are treated differently. Solids behave according to
the solid mechanics, e.g., soil mechanics, while fluids behave according to the fluid
mechanics. Coupling these fields is a challenge. Four methodologies are available
for solving this problem numerically, the Eulerian-Eulerian method, the Lagrangian-
Eulerian method, the Lagrangian-Lagrangian method and the single Eulerian method.

2.4.1. The EulerianEulerian method

The representative of the Eulerian-Eulerian method is the two fluid model, which can
also be referred as the two-phase model, in which the solid and the fluid are seen
as two different continuums. Each continuum has its own continuity and momentum
equations, which means this model consists of at least four equations, the coupling
between the equations are the solid volume concentration for the continuity equation
and the momentum exchange term for the momentum equations. These governing
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equations can be found in (Van Wachem and Almstedt, 2003).

This method has been widely applied in dredging and coastal engineering relevant
researches. For example, Nguyen et al. (2009) performed large scale simulations to
study the suspended-sediment transport process in the Seine estuary area of France,
while Nguyen et al. (2012) used the two fluid model to simulate the release process of
dredged sediment into ambient water, where relatively good agreement was found be-
tween the experimental plume expansion and the numerical modelled plume expansion,
as seen in Fig. 2.24.

Figure 2.24: Comparison between an experimentally observed plume expansion and the numerical results:
(a) picture taken at t=3.68s by laboratory tests; (b) sediment cloud calculated at t=3.70s; and (c) sediment
cloud calculated at t=4.20s. (Nguyen et al., 2012)

2.4.2. The LagrangianEulerian method

The Lagrangian-Eulerian method is based on the concept that the fluid is treated
as continuum (the Eulerian part) while the solids are treated as dis-continuum (the
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Lagrangian part). The Eulerian part could be any of the computational fluid dynamics
(CFD) models, like the finite volume method (FVM), the volume of fluid method
(VOF), the lattice Boltzmann method (LBM) and etc. The Lagrangian part is basically
DEM. However, DEM is the name used in the field of granular materials and soil
mechanics. In the field of fluid dynamics, the Lagrangian part is usually called the
Lagrangian particle tracking method (LPT) or the discrete particle simulation method
(DPS). In the essence, DEM and LPT/DPS are the same things, applying Newton’s law
of motion to calculate the interaction and movement of particles. The main difference
is just that the LPT/DPS method is always used for tracking Lagrangian particles
within an Eulerian phase while for DEM it is not necessary.

The recent development of the theory of LPT/DPS can be found in (Mahdavi-
manesh et al., 2013), where the options for forces acting on the solid particles from the
fluid side are listed. Several coupling codes have been developed between LPT and
CFD, Vallier et al. (2011) applied the LPT-VOF coupling to study the break-up pro-
cedure of a cavitation sheet on hydrofoils. Lopez (2014) used the LPT-VOF coupling
in the software OpenFOAM® to simulate the erosion process in a bended pipeline. He
also showed a case study of a single bubble travelling in a horizontal pipeline.

Zhou et al. (2010) summarises the governing equations of DEM-CFD coupling. For
the solid phase, Newton’s law of motion governs the particles’ motion. The transla-
tional and rotational motions of particle i with mass 𝑚𝑖 and moment of inertia 𝐼𝑖 can
be written as Eq. (2.11) and Eq. (2.12):

𝑚𝑖
𝑑𝑣𝑖
𝑑𝑡 =

⃗𝑓𝑝𝑓,𝑖 +
𝑘𝑐
∑
𝑗=1
( ⃗𝑓𝑐,𝑖𝑗 + ⃗𝑓𝑑,𝑖𝑗) + 𝑚𝑖�⃗� (2.11)

𝐼𝑖
𝑑�⃗�𝑖
𝑑𝑡 =

𝑘𝑐
∑
𝑗=1
( ⃗𝑀𝑡,𝑖𝑗 + ⃗𝑀𝑟,𝑖𝑗) (2.12)

where 𝑣𝑖 and �⃗�𝑖 are, respectively, the translational and angular velocities of the
particle, and 𝑘𝑐 is the number of particles in interaction with the particle. The forces
involved are: the particle–fluid interaction force ⃗𝑓𝑝𝑓,𝑖, the gravitational force 𝑚𝑖�⃗�,
and inter-particle forces between particles which include the elastic force ⃗𝑓𝑐,𝑖𝑗 and
viscous damping force ⃗𝑓𝑑,𝑖𝑗 . The torque acting on particle i by particle j includes two
components: ⃗𝑀𝑡,𝑖𝑗 , generated by the tangential force, and ⃗𝑀𝑟,𝑖𝑗 , commonly known as
the rolling friction torque.

The Eulerian part contains the continuity and momentum equations, in which the
momentum equations can be written in several different forms. Detailed explanation
can be found in (Zhou et al., 2010).

Several software packages are developed for enabling the DEM-CFD coupling. The
commercial code EDEM® and FLUENT® are coupled for this purpose. Many studies
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have been done using the EDEM-FLUENT coupling. Adema et al. (2010) studied
the solid particles - gas mixture flow in an iron blast furnace, where they also tried
different geometries of the particles (Fig. 2.25) to find out the influence of the shapes
on particles’ movement.

Figure 2.25: Particle shapes designed by Adema et al. (2010)

In dredging relevant research, Abdeli et al. (2010) applied the similar technique as
(Adema et al., 2010). They used non-spherical particles, which are formed by several
small and identical spherical particles, to conduct sand cutting simulations. Besides,
they developed an algorithm to calculate the pore volume change during the sand
cutting process in the 2D domain. This pore volume calculation method provides the
possibility to bring the simulation into underwater environment where the fluid flow
through the pores must be calculated. However it should be mentioned that Abdeli
et al. (2010) did not specify the internal structure of their non-spherical particle and
they did not manage to calculate the pore volume change in the 3D domain. It is thus
difficult to implement their methodology.

Another important dredging process is the slurry transport by pipeline and pumps.
Huang et al. (2015) applied the DEM-FVM coupling using the EDEM-FLUENT soft-
ware package to simulate the slurry flow passing through a centrifugal pump. The
velocity fields of both the fluid and particle phases, the volume fraction distributions
and trajectories of the solid particles, and the pressure field in the centrifugal pump
can all be calculated.

Apart from the commercial codes, open-source software is also developed for DEM-
CFD coupling, Goniva et al. (2010) developed a package called CFDEM, which is
a coupling between DEM software LIGGGHTS and CFD software OpenFOAM®.
LIGGGHTS stands for LAMMPS Improved for General Granular and Granular Heat
Transfer Simulations. LAMMPS is a classical open-source molecular dynamics code
distributed by Sandia National Laboratories, an US Department of Energy laboratory.
Later, Hager et al. (2013) compared the different algorithms in CFDEM based on the
ratios between the particle size and the fluid cell size. Hindered settling and fluidized
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bed simulations were conducted and compared with experimental data, proving that
this CFDEM package can well describe the dynamics of both solid dominant and fluid
dominant multiphase processes.

Schmeeckle (2014) studied the sand transport process in water by combining a
large eddy simulation (LES) with DEM. With CFDEM, the momentum coupling of
each particle on the fluid was calculated at the LES cell who contains the particle, and
the fluid velocity and pressure, interpolated to each particle center, was used to derive
fluid force on each DEM particle. Fig. 2.26 shows the numerical domain. According
to Schmeeckle (2014), this combined LES-DEM model can be used to predict the bed-
load sediment transport rates. The simulations show an exponential distribution of the
velocities of the particles from the bed layer to the suspended layer, which qualitatively
agrees with known physics. However, it must be pointed out that these simulations
have not been validated against experimental data.

Figure 2.26: Visualization of the numerical domain. a) Shows the extent of the domain, the particles and
the fluid velocity on two side edges of the domain. b) shows the grid and particles. (Schmeeckle, 2014)

Other coupling codes are also developed based on the same DEM-CFD concept.
Chen et al. (2011) coupled the two open source codes, YADE-OpenDEM and Open-
FOAM®, based on the DEM-FVM interaction concept, and verified this method with
classical soil mechanics problems: the upward seepage flow problem and the Consoli-
dation problem.

2.4.3. The LagrangianLagrangian method

The Lagrangian-Lagrangian method is to model both the fluid and solid phases by
discrete particles. The solid phase is modelled by DEM and the fluid phase by the
smoothed particle hydrodynamics (SPH) method. SPH is a particle based method for
modelling the coupled fluid flows. SPH particles represent the ’blobs’ of discretized
fluid that moves in response to the fluid or solid stresses produced by the interaction
with other particles. The advantage of SPH is that this method can solve systems
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of partial differential equations (PDEs) without using any grids or meshes. Cleary
and Prakash (2004) explained the concept of SPH and compared the advantage and
disadvantage between DEM, SPH and other numerical techniques. Case studies like
flooding of a river valley, coastal inundation by a tsunami, volcanic lava flow and
landslides were done with DEM or SPH. Basically, the SPH interpolation works in such
a way: a particle ’b’ has properties: mass 𝑚𝑏, position 𝑟𝑏, density 𝜌𝑏 and velocity 𝑣𝑏.
The interpolated value of any field 𝐴′ at position 𝑟 is approximated using information
from these particles by

𝐴′(𝑟) =∑
𝑏
𝑚𝑏
𝐴′𝑏
𝜌𝑏
𝑊(𝑟 − 𝑟𝑏 , ℎ′) (2.13)

where W is an interpolating kernel, h’ is the interpolation length and the value of
A’ at 𝑟𝑏 is denoted by 𝐴′𝑏. The sum is over all particles ’b’ within a radius 2h’ of 𝑟𝑏.
𝑊(𝑟, ℎ′) is a spline-based interpolation kernel of radius 2h’.

Ebrahimi et al. (2013) compared coupled DEM-CFD and SPH-DEM methods in
single and multiple particle sedimentation test cases. It was found that for DEM-CFD
coupling, a lower ratio between the fluid time-step to particle time-step ensures better
coupling and information exchange between 2 phases, although computational costs are
higher. On the other hand, SPH-DEM suffered with inability to resolve the porosity
field near the edge of the domain, resulting in a incorrect porosity field in this region.
High porosity gradients give rise to fluctuations in SPH fluid velocity leading further
to fluctuations in the pressure field, thus causing numerical errors in the calculation of
the pressure gradient force, the buoyancy force.

Fakhimi and Lanari (2014) proposed a numerical model based on DEM-SPH cou-
pling to simulate the rock blasting process. The DEM particles are glued together with
certain bond strengths to mimic the rock behaviour, while the SPH particles are used
to model the continuous gas flow. The interaction of gas particles with the rock grains
is designed to follow a perfect plastic collision model. It is shown that the DEM-SPH
hybrid model is capable of simulating the induced shock waves in the gas together with
wave propagation in the rock material.

Recently, Helmons et al. (2016a,b); Helmons (2017) conducted 2D numerical simu-
lations of the triaxial test and the underwater excavation on rock by using DEM-SPH
coupling software. The particles used in his code represent DEM and SPH particles
simultaneously, in this way it avoids the effort to generate two sets of particles. With
the SPH particles the local pressure gradients can be calculated thus the DEM parti-
cles will suffer the pressure gradient force from the fluid phase. The results show that
the damage in the solid structure and the pore pressure distribution can both be well
described, as shown in Fig. 2.27.

2.4.4. The single Eulerian method

The single Eulerian method is actually the method to treat the solid and fluid together,
so it is also called the mixture model, the concept is mainly based on the drift flux
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Figure 2.27: Simulation results of artificial rock tested with pore pressure = confine pressure = 0.1MPa. Re-
sults shown at the moment of failure of the rock. (a) Damage distribution and (b) pore pressure distribution.
(Helmons et al., 2016b)

model. The full derivation can be found in Ishii and Hibiki (2005). The governing
equations are the sum of the continuity and momentum equations of all the materials,
as shown in Eq. (2.14) and Eq. (2.15)

𝜕𝜌𝑚
𝜕𝑡 + ∇ ⋅ (𝜌𝑚�⃗�𝑚) = 0 (2.14)

𝜕(𝜌𝑚�⃗�𝑚)
𝜕𝑡 + ∇ ⋅ (𝜌𝑚�⃗�𝑚�⃗�𝑚) = −∇𝑝𝑚 + ∇ ⋅ ( ̄�̄�𝑚 + ̄�̄�𝑡𝑚 + ̄�̄�𝐷𝑚) + 𝜌𝑚�⃗� + �⃗�𝑚 (2.15)

Here 𝜌𝑚[𝑘𝑔/𝑚3] is the mixture density, ⃗𝑢𝑚[𝑚/𝑠] is the velocity of the centre of
gravity of the mixture and 𝑝𝑚[𝑃𝑎] is the mixture pressure. 𝑀𝑚[𝑁/𝑚3] is the influence
of the surface tension force on the mixture, ̄�̄�𝑚[𝑃𝑎] and ̄�̄�𝑡𝑚[𝑃𝑎] are the mixture shear
stress tensor and the turbulent shear stress tensor respectively, ̄�̄�𝐷𝑚[𝑃𝑎] is the diffusion
stress tensor due to the differences between phase velocities and mixture velocity.

This method was used frequently in the dredging relevant researches. For example,
Weij et al. (2016) studied the breaching process in the bank of the river, Goeree et al.
(2016) applied this method to study the concentration and velocity profiles of sediment-
water mixture flows.





3
Numerical Methods for
Underwater Excavation

Process

This chapter will first analyse the characteristics of the underwater excavation
process, and then explain the procedure of choosing the numerical tools. This
chapter also contains a full description on the methodology of this research,
including the DEMmodelling of sand, clay and rock, and the DEMFVM coupling
algorithm.
For sand, two possible methods to suppress the rotation behaviour are intro
duced, namely the rolling friction model and nonspherical particle model. For
clay, the cohesion model will be introduced. For rock, two bonding models are
discussed, ¨point contact + rolling friction¨ model and the parallel bond model.
Methods to generate the initial packing for rock sample by DEM are also pre
sented. For the DEMFVM coupling part, the governing equations for the cou
pling, the forces which could be applied on the solid particles are introduced.

Parts of this chapter have been published in Chen et al. (2014).
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3.1. Characteristics of the problem and choices of nu
merical tools

T he analytical models for rock/soil cutting process, as introduced in Chapter 2,
are mainly based on the assumption of stationary and 2D processes. Apart from

Miedema’s chip type (Fig. 2.8), most of these models are based on a single failure
mechanism, either tensile failure, shear failure or crushing failure. But it is known
that in reality, excavation is a dynamic and 3D process, and different failure modes
could occur simultaneously. Fig. 2.5 in Chapter 2 has already revealed the relation
between the shear and normal stresses when rock fails. Here below in the p-q diagram
(Fig. 3.1) from (Verhoef, 1997), it can be found that crushing, shearing and tensile
failure can all happen in a confined rock cutting process.

Figure 3.1: Failure during rock cutting involves the entire failure envelope, where the horizontal axis indicates
the isotropic stress of the sample and the vertical axis indicates the deviatoric stress. (Verhoef, 1997)

Numerical modelling can simulate the cutting process in 3D, while catching the
transient behaviour of different materials. It can describe the disorder and irregularity
in the solid structure, and present the possible different failure mechanisms simulta-
neously, so a numerical model is required for underwater excavation process.

For numerical modelling, methods and tools must be chosen and developed. The
modelling methods for solid material, as introduced in Chapter 2, are FEM and DEM.

FEM depends heavily on its mesh. For Lagrangian-based FEM, the large deforma-
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tion that happens during the excavation process will distort the mesh. For Eulerian-
based FEM, although it is possible to implement the Arbitrary Lagrangian-Eulerian
(ALE) model to ensure the mass balance during the cutting process, still the need for
frequent re-meshing makes it difficult for FEM to describe the fracturing and fragmen-
tation process in 3D domain.

On the other hand, DEM is a meshless method. It is much easier to simulate
processes like big deformation, fracturing and fragmentation with DEM than with
FEM. DEM can perform different failure mechanisms spontaneously without the need
of extra macro constitutive laws. Hence it is decided that DEM is chosen for modelling
sand, clay and rock in this research project.

For the fluid part, it is introduced in Chapter 2 that there are Lagrangian and
Eulerian methods. The Lagrangian method mentioned is SPH，which requires relatively
dense distribution of the SPH particles to ensure the whole domain is covered. The
two ways of using DEM-SPH coupling to simulate the underwater excavation process
are analysed and compared here:

1. DEM particles and SPH particles are two separate sets of particles.
In this case, new contact laws need to be established between DEM and SPH
particles. For initial placement, SPH particles (representing the seawater) need
to be very carefully inserted into the pores of the seabed soil (DEM particles)
since DEM and SPH particles cannot have big spatial overlap with each other.
The insertion of the SPH particles between the solid particles must also ensure
a relatively high distribution density of the SPH particles to guarantee the con-
tinuity and accuracy for the fluid calculation. In underwater excavation process,
the seawater above the seabed creates an open water condition. To realize that
environment in 3D numerical modelling, a huge amount of SPH particles are
needed to fill the space.

2. Particles are representing DEM and SPH particles simultaneously. This
is the method used by Helmons (2017). With this method, only one set of par-
ticles is needed. Particles are representing the solid and fluid phases simultane-
ously. To use this method to simulate underwater excavation, initially there are
no particles above the seabed, and then during the cutting process, some frag-
ments or chips are generated and spread into open water. In numerical simula-
tion, it means some DEM particles are moving away from the densely compacted
particles’ bed, but it also means that the SPH particles are moving into the open
area, where they can hardly find sufficient neighbours within their influencing
radii.

Comparing these two methods, the first one is apparently not suitable for modelling
the underwater excavation process due to all the difficulties mentioned above. The
second method, according to Helmons (2017), can successfully predict the cutting
forces on the blade. But till so far it is still not able to describe the whole fluid field or
the post-failure behaviour when DEM particles are dispersed into the ambient water.
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In comparison, if the fluid phase is modelled by Eulerian method, then the ambi-
ent water, especially the part above the soil bed, can be well included. In this way
it offers the possibility of modelling the post-failure behaviour of the soil particles.
Furthermore, in computational fluid dynamics (CFD), finite volume method (FVM)
is the most generic and mature numerical method. FVM can be used with different
types of continuity and momentum equations. Therefore based on these considera-
tions, it is decided in this research project, the Eulerian method, FVM, is chosen for
modelling the fluid phase. The DEM-FVM coupling will be implemented to simulate
the underwater excavation process.

Now the numerical method is determined, the next step is to choose the software.
The DEM-FVM coupling for underwater excavation process is complicated, several
existing or new models are applied for different materials. It requires the code to be
fully accessible and modifiable to allow all kinds of designed treatment. From this
point of view, open-source software or self-developed codes can fit the requirements.
Besides, it is expected to be computationally very time consuming to calculate all the
contacts between DEM particles, thus parallel computation is a must.

Goniva et al. (2010) developed an open-source software package named CFDEM
which combines the strengths of two open-source software, the DEM software package
LIGGGHTS (LAMMPS Improved for General Granular and Granular Heat Transfer
Simulations) and the CFD software package OpenFOAM® (Open Field Operation
And Manipulation). Here LAMMPS (Large-scale Atomic/Molecular Massively Parallel
Simulator) was originally developed by the American Sandia National Laboratories for
molecular dynamics research. By using Message Passing Interface (MPI), LIGGGHTS,
OpenFOAM® and CFDEM run fully parallel on distributed-memory clusters and can
be used to simulate the physical processes in 3D domain. Using CFDEM will save the
effort to develop new software from scratch. Both LAMMPS and OpenFOAM® are
used by a big group of users and developers, while the number of users of CFDEM and
LIGGGHTS also increase rapidly.

However, it should be mentioned that parallel computation can also be realized by
the help of powerful GPU (graphics processing unit). According to Helmons (2017),
software developed based on CUDA (Compute Unified Device Architecture) framework
can also reduce the simulation time significantly.

Comparing the two methods, currently in CFDEM, the implementation of Message
Passing Interface (MPI) is more mature, it is thus decided that MPI is chosen to enable
the parallel computation of CFDEM for modelling underwater excavation process.

3.2. DEM for noncohesive material

S and grains are non-cohesive, which means they are not bonded or glued together.
No matter cutting sand in dry (atmospheric) or underwater conditions, the failure

mechanism follows the shear type, but according to Merchant (1944), it can be calcu-
lated as the Flow Type, because the shearing happens continually with more or less
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the same size. Fig. 3.2 gives an illustration in a 2D view.

(a) (b)

Figure 3.2: Sand cutting models: (a) flow type & (b) shear type (Miedema, 2014)

In sand cutting process, due to dilatancy in the shearing in the sand layer, the pore
volume will change. The sand body which originally was densely compacted becomes
loose due to the effect of dilatancy. Fig. 3.3 shows the occurrence of dilatancy, where
it can be observed that the pore volume increases after the shearing. In dry condition,
the dilatancy phenomenon will not influence the soil strength. However, in saturated
condition, the pore volume change induces local fluid flow, so that the apparent soil
strength could increase due to pore under pressure.

Figure 3.3: Dilatancy effect in shearing zone during cutting of dense sand (Miedema, 2014)

In DEM, sand can be simulated as many individual particles having six degrees of
freedom. The interparticle forces between the DEM sand particles can be calculated
by several models, among which two mainstream DEM contact models are considered
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here: the Hertzian Model (Hertz, 1882; Brilliantov et al., 1996) and the Hooke Model
(Radjaï and Dubois, 2011).

In the Hooke model, the contact stiffness’s in the normal and shear directions are
set to be equal to each other. In the Hertzian model they are treated differently, where
the contact stiffness of the normal direction is linked to the Young’s moduli of the two
contacting particles, while that of the shear direction is linked to the shear moduli
of the two particles. It is believed by Flores and Lankarani (2016) that the Hertzian
model offers with more possibilities for tuning the contact force in the shear direction,
making it the preferred model in the DEM modelling for free-moving soil particles.
The governing equations of the Hertzian model will be introduced later in Chapter
3.2.1.

Usually in DEM spherical particles are used. But in reality sand particles’behavior
is heavily influenced by their natural shapes. Simply put, as shown in Fig. 3.4, they
are not spherical, and that is the reason why shearing is more dominant than rotation
between sand particles. Two methods are used to overcome this problem. The first one
is to add extra rolling friction to spherical particles, the other one is to use non-spherical
particles.

Figure 3.4: Rounded and fine-grained eolian sand sample from the Gobi Desert (near Dalanzadgad in
Mongolia). The width of the view is 10 mm (Sepp, 2011)

3.2.1. The Hertzian model for spherical particles

ADEM simulation starts with inserting all the particles with a certain orientation
and a possible initial velocity into the designated space in the simulation domain.

As mentioned before, the Hertzian model is chosen for calculating the contact forces
between the DEM sand particles (Hertz, 1882; DCS Computing Gmbh, 2018b). This
contact model calculates the normal and tangential forces between two DEM particles
when the distance 𝑑 between the particles is less than the sum of their radii (𝑑 ⩽
𝑅1 + 𝑅2), as shown in Fig. 3.5. There is no force between the particles when the
distance is larger than the sum of their radii (𝑑 > 𝑅1 + 𝑅2). To calculate the contact
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force 𝐹ℎ𝑧 between two particles the following formula, Eq. (3.1), is used. A depiction
of this contact can be found in Fig. 3.6, where the spring-damper systems of both the
normal and shear directions, and the slider determined by the friction coefficient 𝜇 are
all illustrated.

Figure 3.5: Two DEM particles in contact with each other, Particle 1 with radius 𝑅1 and Particle 2 with
radius 𝑅2. 𝐶1 and 𝐶2 are the centres of the two particles respectively, 𝑑 is the distance between the particles
and 𝛿 is the overlap between them (Yeom et al., 2019).

𝐹ℎ𝑧 = (𝑘𝑛𝜹𝒏 − 𝛾𝑛𝒗𝒏12)⏝⎵⎵⎵⎵⏟⎵⎵⎵⎵⏝
Normal Force

+ (𝑘𝑡𝜹𝒕 − 𝛾𝑡𝒗𝒕12)⏝⎵⎵⎵⎵⏟⎵⎵⎵⎵⏝
Tangential Force

(3.1)

Figure 3.6: Schematics of normal and tangential dashpot systems for particle-particle interactions in DEM
(Hærvig, 2017).

Eq. (3.1) contains of a normal force and a tangential force. The normal force
consists of a contact force and a damping force and the tangential force consists of
a shear force and a damping force. Where 𝑘𝑛 is the elastic constant for the normal
contact and 𝑘𝑡 for the tangential constant, 𝜹𝒏 is the normal overlap distance of two
particles and 𝜹𝒕 the tangential overlap distance, 𝛾𝑛 is the viscoelastic damping constant
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for normal contact and 𝛾𝑡 the viscoelastic damping constant for tangential contact,
𝒗𝒏12 is the normal component of the relative velocity of the two particles and 𝒗𝒕12 the
tangential component.

The normal overlap distance 𝜹𝒏 can be easily calculated as:

𝜹𝒏 = 𝑅1 + 𝑅2 − 𝑑 (3.2)

While the tangential overlap distance 𝜹𝒕 needs to be calculated in an incremental
way. It is calculated by integrating the relative tangential velocity at the contact point
(”𝑃” in Fig. 3.5) over time duration (𝑡𝑐) when the two particles are in contact, as shown
in Eq. (3.3).

𝜹𝒕 =
𝒗𝒕12
|𝒗𝒕12 |

⋅ ∫
𝑡𝑐

0
|𝒗𝒕12 |𝑑𝑡 (3.3)

The constants are calculated with the material properties using the following for-
mulas:

𝑘𝑛 =
4
3 ⋅ 𝑌

∗√𝑅∗𝛿𝑛 (3.4)

𝛾𝑛 = −2√
5
6𝛽𝛾√𝑠𝑛𝑚

∗ ≥ 0 (3.5)

𝑘𝑡 = 8𝐺∗√𝑅∗𝛿𝑛 (3.6)

𝛾𝑡 = −2√
5
6𝛽𝛾√𝑠𝑡𝑚

∗ ≥ 0 (3.7)

Where 𝑌∗ depends on the Young’s modulus of the materials, 𝐺∗ depends on the
Shear modulus. 𝑅∗, 𝑠𝑛, 𝑠𝑡, 𝛽𝛾 and 𝑚∗ are coefficients which calculate the constants in
Eq. (3.1) according to the following formulas:

𝑠𝑛 = 2𝑌∗√𝑅∗𝛿𝑛 (3.8)

𝑠𝑡 = 8𝐺∗√𝑅∗𝛿𝑛 (3.9)

𝛽𝛾 =
𝑙𝑛(𝑒)

√𝑙𝑛2(𝑒) + 𝜋2
(3.10)
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1
𝑌∗ =

(1 − 𝜈21)
𝑌1

+ (1 − 𝜈
2
2)

𝑌2
(3.11)

1
𝐺∗ =

2(2 − 𝜈1)(1 + 𝜈1)
𝑌1

+ 2(2 − 𝜈2)(1 + 𝜈2)𝑌2
(3.12)

1
𝑅∗ =

1
𝑅1
+ 1
𝑅2

(3.13)

1
𝑚∗ =

1
𝑚1

+ 1
𝑚2

(3.14)

Where 𝑌 is the Youngs modulus of the material, 𝑅 is the radius, 𝐺 is the shear
modulus, 𝜈 is the poisson ratio and 𝑒 is the coefficient of restitution and 𝑚 is the mass
of the particle.

3.2.2. The rolling friction model

T he motivation to use the rolling friction model is very simple: if rolling behaviour
of the spherical particles is significantly restricted, then the spherical particles will

shear along each other. For a spherical particle, the resistance against the rotational
movement is much smaller than in the shear movement, because the latter one is
dominated by the frictional force. Thus without rolling friction, spherical particles will
always choose to rotate instead of shearing along each other.

The Constant Directional Torque (CDT) (Ai et al., 2011; DCS Computing Gmbh,
2018a) adds rolling friction to rounded particles. This model creates an extra counter-
torque contribution, 𝑇𝑜𝑟𝑞𝑢𝑒𝑎𝑛𝑡𝑖, to the particles’ contact. In this way when a particle
is going to rotate over another particle or along a geometry, an anti-torque will be
added to this particle, in the opposite direction of the rotational movement. This
anti-torque can be calculated as:

𝑇𝑜𝑟𝑞𝑢𝑒𝑎𝑛𝑡𝑖 = −𝜇𝑟 ⋅ 𝑘𝑛 ⋅ 𝛿𝑛 ⋅ 𝑅∗ ⋅
𝝎𝒓𝒔𝒉𝒆𝒂𝒓
|𝝎𝒓𝒔𝒉𝒆𝒂𝒓 |

(3.15)

in which 𝜇𝑟 is the rolling friction coefficient, 𝛿𝑛 is the overlap distance of two
particles, 𝝎𝒓𝒔𝒉𝒆𝒂𝒓 is the projection of the relative rotational velocity of the 2 particles
𝝎𝒓 into the shear plane. 𝝎𝒓 can be calculated with:

𝝎𝒓 = 𝝎1 −𝝎2 (3.16)

Where 𝝎1 is the rotational velocity of the first particle and 𝝎2 the rotational
velocity of the second particle. In Eq. (3.15), the rolling friction coefficient 𝜇𝑟 is
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an input parameter of a DEM simulation if the CDT model is activated, it links the
contact in the normal direction to the suppression of the rotational movement of both
particles. This coefficient is used as a tuning factor for determining to what extent the
rotational motion of DEM particles is suppressed.

3.2.3. The nonspherical particle model

T o simulate real sand behavior, the particles are made ”less” rounded by using non-
spherical / multi-spherical particles. In reality, the movement of sand particles is

strongly affected by their shapes and material properties. The natural shape of a sand
particle can never be a perfect sphere, usually it is of some crystalline geometries.

In the past, Rahman et al. (2011) has conducted DEM simulations of passive soil
failure test and sand cutting process. He tried geometry of four spheres combination
(Rahman et al., 2010) and later seven spheres combination (Rahman et al., 2011), but
he did not clearly explain the construction of his non-spherical particles.

To create reasonable DEM particles to represent sand grains, (Chen et al., 2013;
Chen and Miedema, 2013) carried out a series of comprehensive research. In total six
different geometries to imitate a sand particle were created, as shown in Table 3.1.
A group of cutting simulations has been undertaken in 3D by the software EDEM𝑇𝑀

to find out with which particle geometry, the simulation has the maximum similarity
with experimental observations.

Results from (Chen et al., 2013; Chen and Miedema, 2013) show that, Type 4,
the particle made by four combined spheres with a inner structure of tetrahedron (Fig.
3.7), is the best particle shape to imitate the natural sand particle.

Figure 3.7: Regular tetrahedron: the optimal inner structure for DEM sand particle

It should be mentioned that there are actually countless ways to create a non-
spherical particle, but since the purpose is to give out some easy designs which can be
quickly implemented into many other sand-related applications, there is no need to cre-
ate more complicated geometries. Combining identical spheres on easily recognizable
internal structure gives the design much broader adaptability. If the design is made
by using different-sized spheres, or is based on a very complicated internal structure,
or contains more than six spheres, then the adaptability of the design is reduced and
the required computational time will be much longer.
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Table 3.1: Descriptions and pictures of the six types of particles (Chen et al., 2013)

Construction of the particle Pictures of the particle

Particle Type 1: A spherical particle.

Particle Type 2: A non-spherical particle
made by two partially merged spheres. These
two spheres are identical to each other. The
distance between the two centers of the
spheres equals to the radius of each sphere.

Particle Type 3: A non-spherical particle
made by three combined spheres. These three
spheres are identical to each other and par-
tially overlapped. The internal structure of
this particle is a regular triangle. On each ver-
tex there located a sphere whose radius equals
to the side length of the regular triangle.

Particle Type 4: A non-spherical particle
made by a combination of four identical
spheres. The internal structure of this geome-
try is a regular tetrahedron, where each vertex
is the center of a sphere. The radius of the
sphere equals to the side length of this regular
tetrahedron.

Particle Type 5: A non-spherical particle
made by five identical spheres. The basic
structure is two identical regular tetrahedrons
with shared bottom face. So in total there
are five vertexes and on each vertex there is a
sphere located. The sphere’s radius equals to
the side length of the regular tetrahedron.

Particle Type 6: A non-spherical particle gen-
erated from six identical spheres. The inter-
nal structure is two identical square pyramidal
pentahedrons who share their square bottom
face with each other. All the side lengths in
the structure are the same to each other. In
total there are six vertexes, and on each vertex
there is a sphere center located. The sphere’
s radius equals to side length of the pentahe-
dron.
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What should also be noticed is that here the expression“combined spheres”is used
instead of“bonded spheres”. The reason for that is bond is a special contact status
in DEM which could be broken when the contact force exceeds the maximum bond
strength. On the contrary, here the combined spheres are actually partially merged
with each other, the connection is unbreakable, which is the most important distinction
from bond contact.

3.3. DEM for cohesive material

C ohesive material can also be modelled by DEM. In soil mechanics, a typical cohesive
material is clay. Cohesive soil possesses cohesive properties between the particles

and adhesive properties to other materials. Cohesion is the part of the shear strength
that is independent of inter-particle friction in the cohesive soil. It is the force that
holds the fine-grained particles together by electrostatic bonds and cementing agents
between the particles (Chen et al., 2015; Lal, 2006). Adhesion is the phenomenon
of cohesive soil sticking to another material; it is a measure of the ’stickiness’ of the
soil. This adhesion between cohesive soil and other materials is partly due to direct
attraction between the soil particles and the foreign material and partly due to adhesive
action of the water in the cohesive soil, but the latter force is strongly dominant
(Fountaine, 1954).

To describe the contact of cohesive particles in DEM, the core equation is still Eq.
(3.1). As introduced before in Chapter 3.2, the Hertzian contact model is applied
because it offers more flexibility for tuning the contacts in different directions. Thus
Eq. (3.4) to (3.14) are again used to calculate the interparticle forces.

Apart from the Hertzian model, an extra layer is needed to express the cohesive and
adhesive forces between the cohesive DEM particles, ”the sticky part”. In this research
project, the Simplified Johnson-Kendall-Roberts (SJKR) cohesion model is chosen for
this part. The SJKR cohesion model adds an additional attractive normal force to
particles in contact which resists separation. The force on a particle by cohesion is
proportional to the overlap area and can be simply modelled as stated in Eq. (3.17),
where 𝐾 is the cohesion energy density [𝑃𝑎] and 𝐴𝑝 the interparticle overlap area [𝑚2]
(Flores and Lankarani, 2016). 𝐴𝑝 can be calculated by using the distance 𝐿𝐴𝐵 between
contacting particle A and B, and the radii of both particles 𝑅𝐴 & 𝑅𝐵, as shown in Eq.
(3.18).

𝐹𝑐𝑜 = 𝐾 ⋅ 𝐴𝑝 (3.17)

𝐴𝑝 =
𝜋
4 ⋅

(𝐿𝐴𝐵 − 𝑅𝐴 − 𝑅𝐵) ⋅ (𝐿𝐴𝐵 + 𝑅𝐴 − 𝑅𝐵) ⋅ (𝐿𝐴𝐵 − 𝑅𝐴 + 𝑅𝐵) ⋅ (𝐿𝐴𝐵 + 𝑅𝐴 + 𝑅𝐵)
𝐿2𝐴𝐵

(3.18)

Eq. (3.17) determines the cohesion and adhesion force in the normal direction. 𝐹𝑐𝑜
is then combined to the normal force component in the Hertzian model (Eq. (3.1)) to
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obtain the total normal force 𝐹𝑛. It should be noted that 𝐹𝑐𝑜 is an attractive force while
the normal force component in the Hertzian model (Eq. (3.1)) is a repulsive force, so
they are in the opposite direction.

For the tangential direction, the tangential force 𝐹𝑡𝑎𝑛, as calculated in Eq. (3.1) ∼
(3.14) according to the standard Hertzian model, is restricted by:

𝐹𝑡𝑎𝑛 ≤ 𝑋𝜇𝐹𝑛 (3.19)

where 𝑋𝜇 is the static friction coefficient and 𝐹𝑛 is total normal contact force.

As stated in Eq. (3.17), the cohesive force between two particles is the product of
the cohesive energy density 𝐾 and the overlap area 𝐴𝑝. At the microscopic scale, which
is the spatio-scale of the DEM particle, the cohesive force computed by the SJKR-
model qualitatively and quantitatively agrees with the physical phenomena taking
place between two grains. However, at the macroscopic level, the SJKR-model has
difficulty to generate large cohesive forces (Del Cid, 2015).

The reason is that the DEM particles used in this research project is the stiff
particles for which deformation is forbidden. It only allows very small overlapping
depth between two particles. From Eq. (3.18) it can be found that 𝐴𝑝 is calculated by
using the overlap depth and the particle radii. Since the allowed overlap depth between
stiff particles is very small, while the particle radii, in common practice of applying
DEM into soil mechanics, is also at a small level of ∼ 1 mm. the overlap area 𝐴𝑝 between
spherical particles will thus be significantly small. Therefore, at the macroscopic scale,
the mechanic behaviour can be dominated by the larger gravitational and frictional
forces.

One way to overcome this problem is by increasing the cohesion energy density
𝐾 to increase the normal force between two particles. The second way is to scale up
the particle size because the interparticle overlap area 𝐴𝑝 increases when the particles’
radii increase (Eq. (3.18)). In this research it is preferred to tune the particle size to
reach the expected cohesion, as increasing the cohesion energy density 𝐾 can easily
lead to numerically unstable situations.

In dredging, engineers often assume clay has no internal or external friction, which
means the internal or external friction coefficients will be zero. If 𝑋𝜇 = 0 in Eq.
(3.19), then there is no room for 𝐹𝑡𝑎𝑛 to develop. However, what people have mostly
encountered in nature is cohesive soil which consists of both clay and sand, not pure
clay. It is reported in the earlier publications of the author ((Chen et al., 2019a) and
(Chen et al., 2019b)) that in lab experiments, the two types of cohesive soils studied
have internal friction coefficient up to 0.35. Therefore, in this research, the 𝑋𝜇 between
cohesive DEM particles is set to 0.35. This is considered as a reasonable value which
satisfies the needs of numerical modeling and also reasonably matches the reality.

When all forces on the particles are computed, the NVE integration (constant num-
ber (N), volume (V), and energy (E) integration, where the sum of kinetic and potential
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energy is conserved) is performed to compute the change in particle position, linear ve-
locity and angular velocity during the specified time step, governed by Newton’s laws
of motion. Subsequently, the updated positions and velocities are used to compute
the forces during the next time step. This process continues until the end time of the
simulation is reached.

3.4. DEM for rocklike material

R ock is a complicated solid material. According to its formation process, rock can be
divided into sedimentary rock, metamorphic rock and igneous rock, as previously

introduced in Chapter 2. It is the most complicated soil type for DEM simulations,
especially considering the fact that natural rock usually contains certain disorder and
irregularity in its internal solid structures, such as pre-existing fractures. The internal
heterogeneity makes the natural rock mechanically anisotropic.

In this part of the research, DEM is used to model the rock-like material, which
means to mimic the mechanical behaviour of rock. It is possible to create different
heterogeneities in DEM rock samples. For example, Scholtès and Donzé (2012) devel-
oped a series of constitutive laws to model the joint-band and the pre-existing flaws
in DEM samples for rock. They plugged pre-existing discontinuities as a discrete frac-
ture network (DFN) into the DEM rock sample. They also modified the basic contact
model so that the joints in the heterogeneous rock can be presented. Fig. 3.8 shows
the comparison of experiments from the laboratory and the numerical simulation with
modified DEM.

However, to model the underwater excavation process, the influence of water be-
comes a big concern. It is more reasonable to use isotropic material as the starting
point. Thus this research does not take anisotropy into account. Isotropic rock samples
are generated with DEM in this research. Pre-existing fractures are only recommended
for future study.

3.4.1. The bond models

Isotropic rock can be seen as homogeneous material consisting of many bonded grains.
Based on this concept, bonding models are developed for enabling DEM to model
rock behaviour. In a DEM rock sample, all the neighbouring particles are initially
bonded together at their contact points, where the bonds limit the particles’ motion.
During loading, when the maximum strength of a bond is exceeded, this bond will
break and cannot be recovered. After the bond is broken, the interaction between
these two particles shifts from the bonding model to the collision model, which means
the contact between these particles changes from the bonded behaviour to the grain
behaviour. In this way the rock failure process can be simulated.
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Figure 3.8: Fracture propagation and coalescence of intermittent rock joints: (top) successive snapshots from
experiments made by Gehle and Kutter (2003), (bottom) numerical prediction from the DEM. (Scholtès and
Donzé, 2012)

Potyondy and Cundall (2004) developed the bonded particle model (BPM) for sim-
ulating rock in DEM. BPM consists of the bonding model and the collision model. The
bonding model describes the cemented behaviour between bonded particles, while the
collision mode describes the grain interaction between unbonded particles. Potyondy
and Cundall (2004) proposed two bonding models, the contact bond model and the
parallel bond model (PBM), as shown in Fig. 3.9.

A contact bond is based on a point contact between two particles, thus only the
normal force and the shear force can be transferred. A parallel bond is based on the
assumption that there is a beam connecting the two bonded particles. With this beam,
not only the normal and shear forces, but also the twisting torque and the bending
moment can be transferred between particles.

Figure 3.9: Bond between DEM particles, left: contact bond. right: parallel bond
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In a contact bond model, twisting and bending between bonded particles are not
restrained. For relatively weak rock, e.g., some limestone and shale, this model is
sufficient. However, that does not hold for strong rocks, e.g. granite with a UCS
greater than 100MPa. PBM is more suitable because it also restricts the twisting and
bending. This offers the rock sample a higher resistance against structure failure. PBM
is more widely applicable hence it is the chosen bonding model for this research.

PBM assumes that two particles are bonded on microscopic scale with a connecting
beam. According to Potyondy and Cundall (2004), this connecting beam satisfies the
criterion of an Euler–Bernoulli beam, which means the cross-section should always be
perpendicular to the axial axis. The maximum tensile and shear stresses at failure
in the beam’s periphery are calculated by Eq. (3.20) and Eq. (3.21). If either the
maximum tensile stress exceeds the tensile strength of the bond (�̄�𝑚𝑎𝑥 ⩾ 𝑇𝑛) or the
maximum shear stress exceeds the shear strength of the bond (�̄�𝑚𝑎𝑥 ⩾ 𝑇𝑠), the bond,
in other words, the Euler–Bernoulli connecting beam will break.

�̄�𝑚𝑎𝑥 =
−�̄�𝑛
𝐴 + |�̄�𝑠|�̄�𝐼 , bond breaks when �̄�𝑚𝑎𝑥 ⩾ 𝑇𝑛 (3.20)

�̄�𝑚𝑎𝑥 =
|�̄�𝑠|
𝐴 + |�̄�𝑛|�̄�𝐽 , bond breaks when �̄�𝑚𝑎𝑥 ⩾ 𝑇𝑠 (3.21)

Basically, in this model, the beam has certain length to connect the two particle
centres, and a circular cross-section with a radius equal to a fraction of the radius of
the smaller particle of the two. In Eq. (3.20) and Eq. (3.21), �̄�𝑚𝑎𝑥 is the maximum
tensile stress in the bond [𝑁/𝑚2] and �̄�𝑚𝑎𝑥 is the maximum shear stress [𝑁/𝑚2], �̄�𝑛 is
the contact force in the normal direction in the bond [N] and �̄�𝑠 is the contact force in
tangential direction in the bond [N], A and �̄� are the area [𝑚2] and the radius [𝑚] of
the cross-section of the parallel bond respectively, I and J are the moment of inertia
[𝑚4] and polar moment of inertia [𝑚4] of the parallel bond cross-section respectively,
�̄�𝑠 and �̄�𝑛 are the bending moment [𝑁 ⋅ 𝑚] and twisting torque [𝑁 ⋅ 𝑚] of the bond
respectively.

But the Euler–Bernoulli beam is not the only choice, Obermayr et al. (2013) used
the Timoshenko beam to establish the bond between particles to mimic the cemented
sandstone behaviour, in this way the cross-section of the beam is deformable, not
always perpendicular to the axial direction. The linear displacements, the twisting
and bending are still constrained, the calculation with the Timoshenko beam theory
is much more complicated. Obermayr et al. (2013) applied quaternion to calculate
the relative motion and position between the particles and the Timoshenko beam,
which actually means all the properties of motion and position of the bond need to
be interpreted into the quaternion system for calculation. To determine the failure of
the bond thus becomes more complicated, as shown in Eq. (3.22), (3.23) (3.24), (3.25)
and (3.26).

𝜎𝑎𝑥𝑖𝑎𝑙 = 𝐸𝑏 ⋅ Γ𝑇,𝑥 +√(𝐸𝑏 ⋅ 𝜅𝑇,𝑦 ⋅ 𝑟𝑏)2 + (𝐸𝑏 ⋅ 𝜅𝑇,𝑧 ⋅ 𝑟𝑏)2 (3.22)
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𝜏𝑠ℎ𝑒𝑎𝑟 = 𝐺𝑏 ⋅ 𝜅𝑇,𝑥 ⋅ 𝑟𝑏 +√(𝐺𝑏 ⋅ Γ𝑇,𝑦)2 + (𝐺𝑏 ⋅ Γ𝑇,𝑧)2 (3.23)

𝜎𝑒𝑞𝑣 =
⎧

⎨
⎩

√𝜎2𝑎𝑥𝑖𝑎𝑙 + 3 ⋅ 𝜏2𝑠ℎ𝑒𝑎𝑟 , if 𝜎𝑎𝑥𝑖𝑎𝑙 is tensile stress

√3 ⋅ 𝜏2𝑠ℎ𝑒𝑎𝑟 , if 𝜎𝑎𝑥𝑖𝑎𝑙 is compressive stress
(3.24)

𝛼𝑏 = {
𝛼𝑟 ⋅ 𝛼𝜎 , if Γ𝑇,𝑥 < 0
𝛼𝑟 , else (3.25)

𝜎𝑒𝑞𝑣 > 𝛼𝑏𝜎𝑏𝑟𝑒𝑎𝑘 (3.26)

𝐸𝑏, 𝐺𝑏 are the Young’s and shear modulus of bond element, i.e., the Timoshenko
beam, respectively. Γ𝑇 and 𝜅𝑇 are the strain and curvature vector of the bond beam, 𝑟𝑏
is the radius of the cross-section of the beam, 𝛼𝑏 , 𝛼𝜎 are modification factor of the bond
strength and the compressive strength respectively, 𝛼𝑟 is the random number. 𝜎𝑒𝑞𝑣 is
the equivalent stress in the beam. In this model, the curvature and the strain of the
bonding beam are obtained via the quaternion calculation and then interpreted back
to the coordinates system (usually Cartesian), next the von Mises criterion is applied
to get a equivalent stress in the beam. Finally if this equivalent stress (𝜎𝑒𝑞𝑣) exceeds
the product of the bond modification factor (𝛼𝑏) and the breakage stress of the bond
(𝜎𝑏𝑟𝑒𝑎𝑘), the bond will fail.

Although both beams can be used to build up the parallel bond between parti-
cles, the implementation of the Euler–Bernoulli beam is easier and simpler than the
Timoshenko beam. Besides, in (Potyondy and Cundall, 2004)’s theory, the bonding
model has a relatively better consistency with the collision model since both of them
are based on the linear elasticity theory, while in the model of Obermayr et al. (2013),
the bonding model is calculated with quaternion but the collision part is calculated
with the motion functions of a spring-damper system. So taking these two factors into
consideration, it is decided that the bond model proposed by Potyondy and Cundall
(2004) is chosen for this research.

The bonding forces and moments in Eq. (3.20) and (3.21) are calculated in an
accumulative way. If two particles are bonded, particle A with a radius 𝑅𝐴 and particle
B with a radius 𝑅𝐵. it should be mentioned that 𝑅𝐴 does not necessarily equal 𝑅𝐵,
which means the two particles can be of different sizes. Then the incremental bonding
force in the normal direction Δ�̄�𝑛, the incremental bonding force in the shear direction
Δ�̄�𝑠, the incremental bonding moment in the normal direction Δ�̄�𝑛 and the incremental
bonding moment in the shear direction Δ�̄�𝑠 can be calculated via Eq. (3.27) to (3.30).

Δ�̄�𝑛 = −�̄�𝑛𝐴Δ𝑈𝑛 (3.27)

Δ�̄�𝑠 = −�̄�𝑠𝐴Δ𝑈𝑠 (3.28)

Δ�̄�𝑛 = −�̄�𝑠𝐽Δ𝜃𝑛 (3.29)

Δ�̄�𝑠 = −�̄�𝑛𝐼Δ𝜃𝑠 (3.30)
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in which �̄�𝑛 and �̄�𝑠 are the normal and shear stiffness of the bond respectively,
Δ𝑈𝑛 and Δ𝑈𝑠 are the relative displacement increment in normal and shear directions
respectively, Δ𝜃𝑛 and Δ𝜃𝑠 are the relative rotation increment in normal and shear
directions respectively. Equations to obtain all the required parameters are listed here:

𝐴 = {
2�̄�𝑡𝑠 , 𝑡𝑠 = 1, (2𝐷)
𝜋�̄�2, (3𝐷) (3.31)

𝐼 = {
2
3�̄�

3𝑡𝑠 , 𝑡𝑠 = 1, (2𝐷)
1
4𝜋�̄�

4, (3𝐷)
(3.32)

𝐽 = {
𝑁𝐴, (2𝐷)
1
2𝜋�̄�

4, (3𝐷)
(3.33)

�̄� = �̄�min(𝑅𝐴, 𝑅𝐵) (3.34)

�̄�𝑛 =
�̄�𝑐

𝑅𝐴 + 𝑅𝐵
(3.35)

�̄�𝑠 =
�̄�𝑛
�̄�𝑛/�̄�𝑠

(3.36)

Δ𝜃 = (𝜔𝐵 − 𝜔𝐴)Δ𝑡 (3.37)
𝑉𝐵𝐴 = 𝑉𝑐𝐵 − 𝑉𝑐𝐴 (3.38)

Δ𝑈𝑛 = 𝑉𝑛Δ𝑡 = 𝑉𝐵𝐴 ⋅ �⃗� ⋅ Δ𝑡 (3.39)
Δ𝑈𝑠 = 𝑉𝑠Δ𝑡 = (𝑉𝐵𝐴 − 𝑉𝑛) ⋅ Δ𝑡 (3.40)

Here �̄� is the bond-radius multiplier, �̄�𝑐 is the Young’s modulus of the bonding
beam, 𝜔𝐴 and 𝜔𝐵 are the rotational velocities of particles A and B respectively. 𝑉𝐵𝐴 is
the relative velocity between particle B to A, 𝑉𝑐𝐵 and 𝑉𝑐𝐴 are the velocities of Particle B
and A at the center of the bonding beam respectively, 𝑉𝑛 and 𝑉𝑠 are the relative normal
and shear velocities between the two particles respectively, �⃗� is the unit vector for the
normal direction of the contact, Δ𝑡 is the calculation time step.

3.4.2. Generation of rock sample

In DEM, a rock sample consists of a pre-defined space filled with many DEM parti-
cles, and depending on the way it is generated, the neighbouring particles may or may
not have overlaps with each other. As introduced in the previous section, the overlap
between particles will generate bonding and contact forces. If particles have big over-
laps with each other in the initial packing, then initially both the microscopic and the
macroscopic stresses level will be very high, in this way the sample will be unstable
from the beginning. Later if external loads are applied, there is a high possibility that
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the particles will be just shot out or explode. Such kind of DEM sample cannot be
used for studying the excavation process because it does not match reality at all, a
good DEM rock sample should not contain very high initial stress level. To achieve
that, the placement of particles should be arranged in such a way that no big overlap
between the particles exists in the packing.

Besides, to appropriately simulate the rock behaviour, the initial packing of the
DEM sample should be as dense as possible. There are two reasons why this is neces-
sary:

• To guarantee a good connecting network for transmitting the forces. The coor-
dination number of an assembly c is defined as the average number of contacts
per particle. According to Bagi (2005), the coordination number in 2D should
be around 3.9 ∼ 4.3 to realize a good connectivity, while in 3D it is proposed by
Lozano et al. (2016) that the coordination number is usually above 5.7 to reach
a good connectivity. If the coordination number is too low, the external loading
cannot be sufficiently transmitted into the whole rock sample on time, thus the
material will show anisotropic behaviour.

• To avoid too much void space inside the DEM rock samples. In a loosely packed
DEM sample, many pores occupy a large portion of the total volume. During
loading of such kind of assembly, the particles will just move into the pores to fill
the space instead of breaking into chips and fragments. Thus the process becomes
a pure compaction and dispersion. Discrete failure of rock will not occur.

Based on all the arguments mentioned above, it is required for rock simulation to
have a densely compacted DEM sample with a reasonable coordination number. A
good DEM rock sample is the starting point for rock-relevant simulations and can be
used for many different processes. It should be noted that even following the same
generation procedure and the same input parameters, but due to the randomness of
generation procedure itself, the generated samples may still show slight differences
macroscopically. As long as they fit for the criterion mentioned above, then they are
still good DEM rock samples. What is usually seen is that there are variations in
the results of the simulations for mechanical properties of these rock samples, but the
bandwidths are very narrow. In other words, these not-exactly-identical DEM rock
samples will show the same mechanical behaviour. From this perspective, numerical
experiments are the same as laboratory experiments. Because in laboratory experi-
ments, rock samples obtained from the same site also show some variations in their
mechanical properties.

Several different methods can be applied to achieve a good DEM rock sample. In
general, by using spherical particles with a range of radii, the packing methods can
be divided into two categories, the static method and the dynamic method, in which
static methods are also referred as ”the constructive algorithms”.

In the static method the assembly is based on purely geometrical calculations,
without the effort of running DEM simulations. Stoyan (2002) made an overview
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on the static methods from the early years. The Stienen model (Stienen, 1982), the
lily-pond model (Meester et al., 1996), the simple sequential inhibition model (Evans,
1993), the Metropolis-Hastings algorithm (Metropolis et al., 1953; Hastings, 1970), and
the sedimentation technique (Jodrey and Tory, 1985), are all briefly introduced. Bagi
(2005) later developed the inwards packing method and made several comparisons with
previous models.

The Stienen model (Stienen, 1982) starts with randomly placing N points in the 2D
or 3D domain. For each point the distance from its nearest neighbour is determined.
Then a circle/sphere is defined around the point, with a radius equal to the half of this
distance. Meester et al. (1996) developed the lily-pond model which also starts from a
set of randomly located points. A circle/sphere is defined around each point initially
with zero radius. The radii are then increased with a uniform speed, and the growth
of a certain particle stops when it comes into contact with another particle.

The simple sequential inhibition (SSI) model developed by Evans (1993) generates
circles or spheres of equal or user-defined diameter sequentially at random positions
in the 2D or 3D domain, the insertion of a new particle is rejected if it intersects a
previous one.

The Metropolis-Hastings algorithm based on (Metropolis et al., 1953) and (Hast-
ings, 1970) are initiated with a random placement of spheres, and then three proba-
bilities are calculated, which are the probability for inserting a new sphere 𝑝𝑖𝑛𝑠, for
deleting an existing sphere 𝑝𝑑𝑒𝑙 and for re-locating an existing sphere (1−𝑝𝑖𝑛𝑠−𝑝𝑑𝑒𝑙).
Later these proposed actions are accepted with the probabilities called the Hastings-
ratios.

Jodrey and Tory (1985) proposed the sedimentation techniques, where a bottom
layer of particles are initially placed and new particles are generated and translated
downwards until it touches an existing sphere, the new particle will roll itself until it
is stably supported by three previous spheres. Although the terms ”translated” and
”roll” are mentioned, only geometrical calculation is carried out in this model, so it is
still a static method since it does not involve dynamic simulations.

Bagi (1993) proposed a dropping method as shown in Fig. 3.10, which is actually
the 2D version of the sedimentation algorithm. Feng et al. (2003) developed the open
front method and the closed front method. The open front method is similar to the
dropping method, thus the same principle as the sedimentation technique. The closed
front method is to fill up the desired 2D domain along an outwards spiral from a
triangle of three touching particles in the middle of the domain, as shown in Fig. 3.11.

Cui and O’Sullivan (2003) developed a triangulation based approach for specimen
generation. In this method, a random mesh of triangles (2D) / tetrahedron (3D) is
firstly generated, then particles are generated as the incircles/inspheres of the trian-
gles/tetrahedron or around the nodes.
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Figure 3.10: The dropping method: (a) The general idea of the algorithm; Unstable (b) and stable (c)
position of a new grain (Bagi, 2005)

Figure 3.11: The closed front method of Feng et al. (2003), (Bagi, 2005)

Among the static methods mentioned above, only the ones with the sedimentation
process and the closed front can generate a dense sample with a reasonable coordination
number, but they still have major difficulties in filling the gap with the boundaries of
the domain. As shown in Fig. 3.11, in the final step the particles are too big to fit within
the boundaries, thus there are significant gaps between the sample and the domain.
To solve this issue, Bagi (2005) developed the 2D inwards packing method where the
edges of the domain are firstly filled up so a closed chain of particles is formed. This
chain is called the initial front (Fig. 3.12). Later every new particle is placed inwards
along the initial front with two contacts to the existing particles. Finally some small
particles are generated to fill in the middle gap of the domain (Fig. 3.13). The process
stops when no more particles can be inserted. Bagi compared this method with the
dropping method and the dynamic deposition method, the results shows the inwards
packing method delivers satisfactory results with much shorter computational time.
The coordination number obtained is 3.98, and the lowest porosity obtained is 14.2%.
This method satisfies both the requirements on coordination number and porosity.
Therefore, it is suitable for generating 2D rock sample for DEM simulations.

Lozano et al. (2016) developed the static method to generate random sphere as-
sembly in 3D domains. This method starts with three spheres tangent to each other
located at the center of mass of the domain, these spheres are the active front and
considered the seed spheres. Then the algorithm selects a sphere in the active front to
be the ”current sphere” and builds up a neighbourhood square box around it, the size
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Figure 3.12: Generation of the initial front in the inwards packing method. (Bagi, 2005)

Figure 3.13: The middle region with a gap area in the sample generated by the inwards packing method
(Bagi, 2005)

of the box 𝛿𝑏𝑜𝑥 is calculated by Eq. (3.41), where 𝑟𝑐𝑢𝑟𝑟 is the radius of the current
sphere and 𝑟𝑛𝑒𝑤 is the radius of the new sphere to be inserted. Existing spheres who
intersect or touch the box are seen as the neighbours of the current sphere.

𝛿𝑏𝑜𝑥 = 2(𝑟𝑐𝑢𝑟𝑟 + 2𝑟𝑛𝑒𝑤) (3.41)

To determine the candidate positions for the new sphere’s center, c𝑛𝑒𝑤, a spherical
halo is created with the radius rℎ𝑎𝑙𝑜, centred at the centres of the current sphere s,
here rℎ𝑎𝑙𝑜 is calculated by Eq. (3.42). A point that belongs to the surface of the
halo of the current sphere and two others halos of spheres in the neighbourhood is a
candidate for the new sphere center, as shown in Fig. 3.14. If there are two or more
valid candidate points the algorithm proceeds selecting one by the shortest distance
to the first of the three seed spheres. Hence the new sphere will be created on the
point closer to the starting sphere to guarantee a compact and concentric pattern of
the sample (Fig. 3.15).

𝑟ℎ𝑎𝑙𝑜 = 𝑟𝑠 + 𝑟𝑛𝑒𝑤 (3.42)

Similar to the closed front method of Feng et al. (2003), Lozano et al. (2016)
keeps attaching new spheres in an outwards spiral pattern, meanwhile making sure
the particles generated are fully contained in the domain. Densely compacted samples
without any particle overlaps can be created with this method. According to Lozano
et al. (2016), the coordination number is between 6.0 to 6.1 and the lowest porosity
achieved is 42% to 43%. Since this is a static method, the computation time is shorter
than most of the dynamic methods. It is seen as one of the options for generating 3D
rock DEM samples for this research.
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Figure 3.14: Neighborhood box around the current sphere (gray). Neighbor spheres: A, B and D. Not
neighbor: C. Sphere A yields a single position. The halo intersection between the current sphere and the
sphere B yields a circle of points. Spheres C and D do not generate points. (Lozano et al., 2016)

Figure 3.15: Placing a sphere in contact with three other spheres. (a) No valid intersection between the
halos. (b) A single valid point of intersection between the halos. (c) Two valid points of intersection between
the halos. (Lozano et al., 2016)

Dynamic methods are also common for generating 3D DEM samples, e.g., for
rock-like materials. A typical model is to simulate a gravitational deposition process.
Particles are created with required radii and dropped into the domain which acts as
a container. Once they find their equilibrium positions under the effort of gravity, all
the particle contact forces previously calculated by the collision models are set to zero,
and then bonds are established between the contact particles, meanwhile the contact
law shifts from the collision model to bond model. The commercial software EDEM®

implemented this method (DEM Solutions, 2016). There are two drawbacks of this
method.

• Gravitational deposition will create more contacts in the vertical direction than
in the horizontal direction, in this way an initial anisotropy exists in the sample.
The stiffness in the vertical direction is definitely higher than in the horizontal
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Figure 3.16: DEM samples of capsule shape and cylindrical shape, generated with the method of Lozano
et al. (2016)

direction.

• Particles have overlaps in the gravitational direction in the initial packing, while
both the calculations of the collision model and the bond model are based on
the overlap and relative displacement between the particles. Thus manually
setting all the forces to zero for the shift from the collision model to the bond
model will significantly damage the consistency of the energy conservation and
the calculation itself.

Based on the considerations mentioned above, the gravitational deposition method is
not recommended in this research. Another dynamic method for generating dense
samples in 3D is proposed by Potyondy and Cundall (2004). In their method, particles
radii follow uniform distribution in the range [𝑅𝑚𝑖𝑛 , 𝑅𝑚𝑎𝑥]. To fill a given volume V’
with a defined porosity n, the number of particles N required is calculated by Eq.
(3.43).

𝑁 = 3𝑉′(1 − 𝑛)
4𝜋�̄�3 , with �̄� = 𝑅𝑚𝑖𝑛 + 𝑅𝑚𝑎𝑥

2 (3.43)

𝑚𝑅 = (
1 − 𝑛
1 − 𝑛0

)1/3 (3.44)

To begin with, particles are generated with radii following a uniform distribution in
the range

1
2[𝑅𝑚𝑖𝑛 , 𝑅𝑚𝑎𝑥] and randomly placed in the domain without any overlap with

each other. Next, the porosity of the generated assembly, 𝑛0, is computed, and the
radii of all particles are multiplied by the factor 𝑚𝑅 as in Eq. (3.44), now the system
is allowed to rearrange itself with zero particle-particle or particle-wall frictions in the
holding container.

In this method, the expected initial assembly stress is restricted to be maximumly
1% of the expected UCS. So particle radii need to be reduced to reach less overlaps,
thus also lower assembly stress. After the rearrangement, the isotropic stress of the
assembly 𝜎0, which is defined as the average of all the three direct stresses, can be
calculated via Eq. (3.45), where 𝐹𝑛(𝑐) is the normal component of the force acting at
contact (c) of particle p, �̃�(𝑐,𝑝) is the distance from the contact point to the particle
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center.
𝜎0 =

�̄�𝑘𝑘
3 = − 1

3𝑉′ ∑
𝑁𝑝

∑
𝑁𝑐

�̃�(𝑐,𝑝)𝐹𝑛(𝑐) (3.45)

Δ𝑅𝑝 = 𝛼𝑅𝑅𝑝 (3.46)

Δ𝐹𝑛(𝑐) = 𝛼𝑅𝐾𝑛(𝑐)𝜙𝑐 , 𝑤ℎ𝑒𝑟𝑒 𝜙𝑐 = {
𝑅𝐴 + 𝑅𝐵 , particle-particle contact
𝑅𝑝, particle-wall contact (3.47)

Assuming by reducing the radii of all particles with a scaled factor 𝛼𝑅 (Eq. (3.46)),
the assembly can reach the expected initial overall stress, the reduced normal contact
force Δ𝐹𝑛(𝑐) is then calculated via Eq. (3.47). Hence finally 𝛼𝑅 can be calculated via
Eq. (3.48).

𝛼𝑅 = −
3𝑉′Δ𝜎0

∑
𝑁𝑝
∑
𝑁𝑐
�̃�(𝑐,𝑝)𝐾𝑛(𝑐)𝜙𝑐 (3.48)

In Eq. (3.48), 𝐾𝑛(𝑐) and 𝜙𝑐 are the normal stiffness and contact radii, respectively,
at contact (c), and Δ𝜎0 is usually set to be 99% of the expected UCS. This reduction of
the particle radius needs to be taken several times, and 𝛼𝑅 also needs to be recalculated
each time, to reach the low stress level as required, the reason is that it is a dynamic
method, so inevitably some particle rearrangements occur.

After the radii reduction process, the magnitude of the internal forces in the sample
when bonds are initiated would also be much smaller, ensuring it is safe to remove the
container to let the sample relax itself. However, there is still one more step before the
bonds can be installed, that is to eliminate the ”floater” particles, which are defined as
the particles with less than three contacts in 3D domain. These floaters will reduce the
coordination number of the sample and damage the connectivity of the solid structure.

To eliminate the floaters, first particles with less than three contacts are found
out and marked as the floaters, and then all the non-floaters are fixed and given zero
velocities. Floaters’ radii are then increased by a large amount (30%) to ensure contact
with all of their immediate neighbours. After a period of relaxation the floaters will
find their local equilibrium, then again the radii of the floaters are modified with Δ𝑅𝑓,
calculated via Eq. (3.49), in which �̄�𝑎 is the mean contact normal force for the assembly;
�̄�𝑝 is the mean contact normal force for single particle; H is the hysteresis factor; 𝑓𝑚 is
the target fraction of �̄�𝑎, normally set to 0.1; 𝑘𝑛 is the particle normal stiffness.

Δ𝑅𝑓 = −2(�̄�𝑝 − 𝐻�̄�𝑎𝑓𝑚)/𝑘𝑛 (3.49)

With this radii reduction, it is expected that the mean contact normal force of the
floaters are significantly reduced to be below one tenth of the mean contact normal
force of the assembly (𝑓𝑚�̄�𝑎). If this goal is reached for a floater, then this floater
is seen as ”inactive”, it will not shrink any more. For those who still has less than
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3 contacts, meanwhile also holds a mean contact normal force bigger than a fraction
of the mean contact normal force of the assembly, i.e., 𝐻 ̄𝑓𝑚𝐹𝑎, this radii reduction
process will continue for several rounds until the criterion is met. It is highly possible
that at the end of the floater elimination process, there are still some floaters cannot
reach a contacts number of 3 or more, it might be induced by the phenomenon that
some floaters can be positioned almost exactly between two non-floaters such that the
two contact directions are nearly coaxial. In such a situation, the floater elimination
process should stop, and then a dense sample with a good coordination number, as
well as low initial stress level can be obtained. The target porosity for this method in
3D is usually around 35%.

In conclusion, the addition methods of Lozano et al. (2016) will be used in this
research; the dynamic method of Potyondy and Cundall (2004) will be used for the
research. Chapter 6 shows which one is the best for this research based on detailed
comparison of simulations of unconfined compression tests.

3.4.3. Governing parameters and scaling laws

In the DEM calculations for rock, one of the major issues is to determine the relation
between some of the most important parameters. Especially, to establish the link be-
tween the input material parameters at micro scale and the output material parameters
at macro scale. These relations are built by conducting material scaling tests, which
are also the calibration tests. These tests are of great importance for choosing the right
simulation settings to obtain the expected rock material.

As shown by Eq. (2.8) in Chapter 2, seven dimensionless combinations are com-
posed by ten input parameters for the situation with the contact bond model. With
the parallel bond model, the bond radius should also be added to the list of input
parameters. Actually it is unnecessary to tune all the parameters, because in reality
many different combinations of microscopic physics could lead to the same macroscopic
physics, for example, the forming processes and the compositions of a sandstone and
a shale are very different, but their UCS values, or the BTS values could be the same.
This is the same story in DEM, for DEM rock samples, the mechanical properties, e.g.,
the UCS and BTS, are the most important characteristics. Therefore as long as the
expected mechanical properties can be achieved, the less parameter tuning the better.
So in this research, some of the input parameters will be calibrated while the others
will be determined by a number of empirical relations. Potyondy and Cundall (2004)
carried out simulations of compression tests and Brazilian tension tests with different
average particle diameters (𝐷𝑎𝑣𝑔), while the PSDs all follow uniform distribution and
the 𝑅𝑚𝑎𝑥/𝑅𝑚𝑖𝑛 ratio is fixed. It is discovered that the smaller the 𝐷𝑎𝑣𝑔 is, the better
the accuracy of the simulation results can be. Table 3.2 shows the simulation results
from PFC3D®. The simulation is to mimic the mechanic properties of the Lac du
Bonnet granite sample tested in the laboratory. The granite samples have an average
UCS of 200 MPa. Table 3.2 shows that by reducing 𝐷𝑎𝑣𝑔, the simulated compressive
strength (𝜎𝑐) agrees better with the experimental value, and the variation reduces.
The Lac du Bonnet rock sample modelled in Table 3.2 is a cuboid of size ”63.4mm
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Table 3.2: Effect of particle size on PFC3D® macroproperties

𝐷𝑎𝑣𝑔
(mm)

Macroproperty (63.4 ×31.7 ×31.7 𝑚𝑚3 specimens, n=10,
mean and coefficient of variation)

E
(GPa, %)

𝜈
(-,%)

𝜎𝑐
(MPa, %)

𝜙
(deg, %)

c
(MPa, %)

𝜎𝑡
(MPa, %)

5.95 57.3 10.0 0.231 21.2 127.9 11.9 25.9 14.2 40.0 11.4 43.6 27.8
3.05 64.0 3.8 0.254 8.1 169.6 3.4 30.6 9.8 48.4 7.6 35.4 26.1
2.04 67.6 1.8 0.255 5.8 186.9 1.5 32.3 9.2 51.6 6.9 33.0 21.9
1.53 69.2 1.2 0.256 5.5 198.8 3.6 32.1 7.4 55.1 7.6 27.1 13.7

×31.7mm ×31.7mm”, filled with DEM particles.

In the simulation using the smallest particles (𝐷𝑎𝑣𝑔 = 1.53 mm), the obtained 𝜎𝑐 is
198.8 MPa, which is very close to the practical value of 200 MPa, Potyondy and Cundall
(2004) considered that this level of particle size is sufficiently small for a sample of such
size, so that the DEM particles can be seen as soil grains.

On the contrary, if the DEM particles are too big, then the total number of particles
and the total contact number of the sample would be much smaller. As a result, the
external loading cannot be efficiently transmitted to every corner of the sample and
the internal structure of the solid will be much looser. Such kind of sample cannot be
used to model the behaviour of rock.

However, it is not known if 𝜎𝑐 will continue increasing with particles even smaller
than 1.53 mm. In the tests of Potyondy and Cundall (2004), the shortest dimension of
the cuboid sample of Table 3.2 is 31.7 mm, considering the case of the smallest 𝐷𝑎𝑣𝑔
1.53 mm, it means that there are approximately 21 layers of DEM particles along the
shortest dimension. The simulation results revealed that it is necessary to have at least
so many layers of particles along the shortest dimension of the sample to capture the
internal solid structure of the rock. Based on this concept, to further guarantee that
the size of the DEM particles will not influence the accuracy of the global properties
of the rock, it is determined that in this research the ratio between the shortest length
scale of the sample and the 𝐷𝑎𝑣𝑔 for DEM rock sample is set to 30.

The uniform PSD and the fixed 𝑅𝑚𝑎𝑥/𝑅𝑚𝑖𝑛 ratio, 1.66, are used for the rock mod-
elling of this research. However it must be pointed out that this arrangement is only
for creating the DEM rock samples, in other dredging relevant DEM applications, e.g.,
simulation for sand cutting, this arrangement is not required.

In the original PBM, for 3D simulations, the shear bond strength 𝑇𝑠 and the tensile
bond strength 𝑇𝑛 are set to be equal to the expected UCS, the units for these variables
are [MPa], while in 2D the units will be [MN/m]. According to Table 3.2, 𝜎𝑐 matches
well with the expected UCS, on the contrary, 𝜎𝑡 (27.1 MPa) is much larger than the
BTS (9.3 MPa). As introduced before in Eq. (2.5), the ratio between the UCS and
the BTS is a reflection of the ductility, or the brittleness in other way, of the rock
material. That is the expression of ductility in macro scale, in which the UCS test will
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show a major shear failure and the BTS test a major tensile failure. To establish a
link from the macro to the micro scale, i.e., the particle scale in DEM, it is pointed
out that the calculation of the shear and normal forces between particles are mostly
determined by the shear and normal stiffness of the bond respectively. Potyondy and

Cundall (2004) claim that they set the ratio of normal to shear stiffness,
�̄�𝑛
�̄�𝑠

, to match
the expected Poisson’s ratio. However, in their paper, the Poisson’s ratio of the granite

rock is 0.26±0.04, while the
�̄�𝑛
�̄�𝑠

ratio is set to be 2.5, yet there is no explanation for

the difference between 0.26±0.04 and 2.5. So in this research we considered that
�̄�𝑛
�̄�𝑠

is
an important parameter to be calibrated, besides it is already expected that a relation

should be established between the
�̄�𝑛
�̄�𝑠

ratio and the
𝜎𝑐
𝜎𝑡

ratio to study the ductility the
of the DEM rock sample into details.

Apart from the ratio
�̄�𝑛
�̄�𝑠

, the strengths of the bond (𝑇𝑛 , 𝑇𝑠) also significantly influ-
ence the mechanical behaviour of the rock sample. According to Potyondy and Cundall
(2004), the settings are 𝑇𝑛 = 𝑇𝑠 = the expected UCS value. In this research, the 𝑇𝑛 = 𝑇𝑠
part is kept because it can reduce the number of the parameters to tune, but the value
of the bonding strengths is set to be a fraction of the Young’s modulus of the bonding
beam instead of the expected UCS value. This allows certain freedom to tune the
strength of the rock. For the Young’s modulus, two types are used in the PBM, one
is 𝐸𝑐, the Young’s modulus of the grains (for unbonded particles), another one is �̄�𝑐,
the Young’s modulus of the bonding beam (for bonded particles). In (Potyondy and
Cundall, 2004), it is set 𝐸𝑐 = �̄�𝑐 = the measured Young’s modulus. This setting is
also applied in this research because it helps to simplify the problem. To conclude, in
this way, with a known �̄�𝑐, by tuning the bond strength 𝑇𝑛, two micro-macro relations

are built, which are {
�̄�𝑐
𝑇𝑛

,
𝜎𝑐
𝑇𝑛

} and {
�̄�𝑐
𝑇𝑛

,
𝜎𝑡
𝑇𝑛

}. These relations will help the users of the
numerical model to find out the appropriate setting for bond strengths.

3.5. DEMFVM coupling mechanism

A s pointed out in Chapter 3.1, a DEM-FVM (Discontinuum-Continuum) coupling
method is applied in this research for underwater excavation process. Through

the previous sections in Chapter 3, the mathematical expressions in the DEM part for
sand, clay and rock have been explained meticulously. In this section, the coupling
between the solid (DEM) and fluid (FVM), and the governing equations in the FVM
part will be introduced.
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3.5.1. Momentum equation in the fluid phase

The governing equations of the fluid phase for this research are the momentum and
mass conservation equations, in which the latter one is referred as the continuity equa-
tion. Among the two, the momentum equation has more varieties. Three sets of
possible momentum equations have been summarized by Zhou et al. (2010)

Set I (the original momentum equation):

𝜕(𝜌𝑓𝜖𝑓�⃗�)
𝜕𝑡 + ∇⃗ ⋅ (𝜌𝑓𝜖𝑓�⃗��⃗�) = −∇⃗𝑝 − �⃗�𝑠𝑒𝑡𝐼𝑝𝑓 + ∇⃗ ⋅ ̄�̄� + 𝜌𝑓𝜖𝑓�⃗�,

where �⃗�𝑠𝑒𝑡𝐼𝑝𝑓 = 1
Δ𝑉

𝑛

∑
𝑖=1
(𝑓𝑑,𝑖 + 𝑓∇𝑝,𝑖 + 𝑓∇⋅𝜏,𝑖 + 𝑓

″
𝑖 )

and 𝑓𝑝𝑓,𝑖 = 𝑓𝑑,𝑖 + 𝑓∇𝑝,𝑖 + 𝑓∇⋅𝜏,𝑖 + 𝑓
″
𝑖

(3.50)

Set II (derived from Set I by splitting the local mean value of the fluid-on-particle
force into two components):

𝜕(𝜌𝑓𝜖𝑓�⃗�)
𝜕𝑡 + ∇⃗ ⋅ (𝜌𝑓𝜖𝑓�⃗��⃗�) = −𝜖𝑓∇⃗𝑝 − �⃗�𝑠𝑒𝑡𝐼𝐼𝑝𝑓 + 𝜖𝑓∇⃗ ⋅ ̄�̄� + 𝜌𝑓𝜖𝑓�⃗�,

where �⃗�𝑠𝑒𝑡𝐼𝐼𝑝𝑓 = 1
Δ𝑉

𝑛

∑
𝑖=1
(𝑓𝑑,𝑖 + 𝑓

″
𝑖 )

and 𝑓𝑝𝑓,𝑖 = 𝑓𝑑,𝑖 + 𝑓∇𝑝,𝑖 + 𝑓∇⋅𝜏,𝑖 + 𝑓
″
𝑖

(3.51)

Set III (obtained by substituting the rewritten Set II into Set I):

𝜕(𝜌𝑓𝜖𝑓�⃗�)
𝜕𝑡 + ∇⃗ ⋅ (𝜌𝑓𝜖𝑓�⃗��⃗�) = −∇⃗𝑝 − �⃗�𝑠𝑒𝑡𝐼𝐼𝐼𝑝𝑓 + ∇⃗ ⋅ ̄�̄� + 𝜌𝑓𝜖𝑓�⃗�,

where �⃗�𝑠𝑒𝑡𝐼𝐼𝐼𝑝𝑓 = 1
𝜖𝑓Δ𝑉

𝑛

∑
𝑖=1
(𝑓𝑑,𝑖 + 𝑓

″
𝑖 ) −

1
Δ𝑉

𝑛

∑
𝑖=1
(𝜌𝑓𝑉𝑝,𝑖�⃗�)

and 𝑓𝑝𝑓,𝑖 =
(𝑓𝑑,𝑖 + 𝑓

″
𝑖 )

𝜖𝑓
− 𝜌𝑓𝑉𝑝,𝑖�⃗�

(3.52)

where 𝜖𝑓 is the volume fraction of fluid, the subscript notation 𝑓 indicates the fluid
phase, 𝜌𝑓 is the fluid density [𝑘𝑔/𝑚3], ̄�̄� is the viscous shear stress tensor [𝑁/𝑚2],
�⃗�𝑠𝑒𝑡𝐼𝑝𝑓 , �⃗�𝑠𝑒𝑡𝐼𝐼𝑝𝑓 and �⃗�𝑠𝑒𝑡𝐼𝐼𝐼𝑝𝑓 are the source terms used in the fluid momentum equations,
representing particle(solid)–fluid interaction force in the three different sets respectively
[𝑁/𝑚3], Δ𝑉 is the volume of a fluid cell [𝑚3].

On the particles side, 𝑓𝑝𝑓,𝑖 is the particle(solid)–fluid interaction force applied on
particle 𝑖. 𝑓𝑑,𝑖 is the drag force, 𝑓∇𝑝,𝑖 is the pressure gradient force, 𝑓∇⋅𝜏,𝑖 is the viscous
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force, and 𝑓″𝑖 = 𝑓𝑣𝑚,𝑖+𝑓𝐵,𝑖+𝑓𝑆𝑎𝑓𝑓,𝑖+𝑓𝑀𝑎𝑔,𝑖 is the is the sum of particle–fluid interaction
forces on particle 𝑖, other than the drag, pressure gradient and viscous forces which
are often regarded as the dominant forces in particle–fluid flow. Here 𝑓𝑣𝑚 is the virtual
mass force, 𝑓𝐵 is the Basset force, 𝑓𝑆𝑎𝑓𝑓 represents the lift force and 𝑓𝑀𝑎𝑔 is the Magnus
force.

Set I is the original momentum equation, Set II is derived from Set I by splitting the
local mean value of the force on particle 𝑖 by its surrounding fluid into two components:
1) a component due to‘macroscopic’variations in the fluid stress tensor on a large scale
compared with the particle spacing, e.g., 𝑓∇𝑝,𝑖 and 𝑓∇⋅𝜏,𝑖; 2) a component representing
the part of the total fluid–particle interaction force per unit bed volume arising from
the detailed variations in the stress tensor induced by fluctuations in velocity as the
fluid passes around individual particles and through the interstices between particles.
It mainly includes 𝑓𝑑,𝑖 in the direction of the relative velocity (�⃗�𝑖 − �⃗�𝑖), and 𝑓𝑣𝑚
proportional to the mass of fluid displaced by a particle. Here �⃗�𝑖 is the local fluid
velocity around particle 𝑖, �⃗�𝑖 is the velocity of particle 𝑖.

Set III is obtained by putting the rewritten Set II into Set I, meanwhile assuming
the fluid acceleration term approaches zero or much smaller than the other terms in
the equation. Detailed explanation can be found in (Zhou et al., 2010).

These three sets of equations are in essence similar, but in the perspective of im-
plementation, cautions should be taken on their respective requirements. In general,
two hydrodynamic models for particle-fluid flow are applied based on these three sets,
model A and model B (Bouillard et al., 1989; Gidaspow, 1994; Enwald et al., 1996).
Model A attributes the pressure source term to both the fluid and solid phases, while
model B only attributes the pressure source term to the fluid phase. As explained in
Chapter 2.1.1, the fluid pressure gradient plays an important role in the deep water
cutting process, so the fluid pressure source term must be included into the momentum
equation of the solids. It is thus decided that model A will be applied in this research.

Nowadays model A is mostly used by researchers, partially because the commercial
software packages FLUENT and CFX both use model A. It is also explained by Zhou
et al. (2010) that in principle, model A is consistent with set II, and model B with set
I and III. CFDEM® offers the options of both model A and B, according to (CFDEM,
2018), model A requires the models for the pressure gradient force and viscous force,
whereas model B requires the“Archimedes”force model. This Archimedes force model
calculates the Archimedes’volumetric lift force stemming from density difference of
fluid and particle.

It should be pointed out that DEM-FVM coupling is not the only way to calculate
the pore pressures and model the water flow penetrating through the seabed soil.
Another method was proposed by Shimizu et al. (2011). They introduced a rock-
fluid interaction algorithm based on a 2D channel-domain network for simulating the
hydraulic fracturing process. As shown in Fig. 3.17, the fluid flows are described as pipe
flows which only exist around the contact point between two DEM particles and pore
pressure values are saved at the center of the domains which are also surrounded by
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the DEM particles. The simulation results show a good agreement with experimental
results. However, the deformation of solid skeleton in hydraulic fracturing is much

(a) (b)

Figure 3.17: Left: Channel-Domain model; Right: Fluid flow in a channel. (Shimizu et al., 2011)

smaller than that in excavation process. The whole channel-domain network will be
gone when big deformation happens in excavation process. Besides it is very difficult
to upgrade this method into 3D world, thus it is not suitable for simulating the solid-
fluid interaction in underwater excavation process. But it is important to notice, from
their method, that the seepage through the seabed soil can be modelled as Darcy flow
in porous media, which helps to simplify the problem.

By carefully examining the equations of set I, II and III, it is discovered that the
momentum exchange between the fluid and the particles is mutual, which means the
fluid will apply certain amount of force 𝑓𝑝𝑓,𝑖 on the particles, while the particles will
reversely apply certain forces on the fluid (�⃗�𝑠𝑒𝑡𝐼𝑝𝑓 , �⃗�𝑠𝑒𝑡𝐼𝐼𝑝𝑓 and �⃗�𝑠𝑒𝑡𝐼𝐼𝐼𝑝𝑓 ). The coupling is
so complicated so that it is necessary to investigate what specific equations should be
formed up for this research.

For numerical simulation of underwater excavation process, according to Fig. 3.18,
in the solid-dominant zone, seepage flow will penetrate into the solid structure where
the pressure gradient force and viscous force could significantly influence the particle
behaviour. In the fluid-dominant zone, the cut solid material will be spread into the
water so that the drag force will be dominant. These two scenarios are now discussed
separately.

For the solid-dominant zone, the dominant influence from the solid phase to the
fluid phase is the solid skeleton change. From the consolidation theory of Verruijt and
van Baars (2005), the specific discharge �⃗�[𝑚/𝑠], representing the Darcy flow, can be
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Figure 3.18: Illustration of the solid-dominant and fluid-dominant zones during the cutting process

calculated by
�⃗� = 𝑛(�⃗� − �⃗�) = 𝜖𝑓(�⃗� − �⃗�) (3.53)

Where �⃗� is the fluid velocity [m/s], �⃗� is the solid velocity [m/s] and 𝑛 is the porosity
of the solid skeleton, which equals to 𝜖𝑓 in Eq. (3.50), (3.51) and (3.52). Based on this
the momentum equation of the fluid is designed in such a form,

𝜌𝑓
𝜕(𝜖𝑓�⃗�)
𝜕𝑡 + 𝜌𝑓∇⃗ ⋅ (𝜖𝑓�⃗��⃗�) = −𝜖𝑓∇⃗𝑝 + ∇⃗ ⋅ (𝜖𝑓 ̄�̄�) − 𝐾𝑠𝑓(�⃗� − �⃗�) (3.54)

Comparing with Set II of (Zhou et al., 2010) (Eq. (3.51)), in this equation, the
gravitational acceleration is neglected in the fluid phase, simply because this term is
much smaller compared with the other source terms, especially the last one represent-
ing the particle-fluid interaction force. Another difference is that in this momentum
equation the fluid density 𝜌𝑓 is treated as constant because the compressibility of water
is very small (𝛽𝑓 ≈ 5 × 10−10𝑝𝑎−1).

In Eq. (3.54), 𝐾𝑠𝑓 is the solid-fluid momentum exchange coefficient. The term
𝐾𝑠𝑓(�⃗� − �⃗�) represents �⃗�𝑠𝑒𝑡𝐼𝐼𝑝𝑓 in Eq. (3.51). To determine 𝐾𝑠𝑓, the solid-dominant
region and the fluid-dominant region are treated respectively. For the solid-dominant
zone, the Kozeny-Carman Equation (Kozeny, 1927a; Carman, 1937b, 1956a) and Ergun
Equation (Ergun, 1952; Akgiray and Saatçı, 2001) are the possible choices. It is known
that the Kozeny-Carman Equation is only valid for laminar flow, while the Ergun
Equation contains both the laminar part and the turbulent part.

In seabed excavation process, it is possible for turbulence to occur in the transition
area between the solid-dominant to fluid-dominant zone, even when the solid volume
fraction is still high. Based on this consideration, the Ergun Equation is used to
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determine 𝐾𝑠𝑓 in the cutting zone and the seabed soil.

𝐾𝑠𝑓 =
150𝜇𝑓(1 − 𝜖𝑓)2

𝜙𝑠2𝐷2𝑝𝜖𝑓3
+
1.75𝜌𝑓(1 − 𝜖𝑓)|�⃗� − �⃗�|

𝜙𝑠𝐷𝑝𝜖𝑓3
, when 𝜖𝑓 ≤ 0.8 (3.55)

In Eq. (3.55), 𝜙𝑠 is the sphericity of the particles in the bed describing the level
that the particle shape is close to sphere, and 𝐷𝑝 is the equivalent diameter of the
particles.

After being excavated, the cut soil particles will either be dispersed into water or
move along the blade surface. These post failure behaviours also affects the cutting
force. According to Gidaspow et al. (1991), the Wen and Yu (1966) equations can
be used to calculate the momentum exchange coefficient in the fluid-dominant phase,
which leads to:

𝐾𝑠𝑓 =
3
4𝐶𝑑𝜌𝑓

𝜖𝑓(1 − 𝜖𝑓)|�⃗� − �⃗�|
𝐷𝑝

𝜖𝑓−2.65 , when 𝜖𝑓 > 0.8

where 𝐶𝑑 =
24

𝜖𝑓𝑅𝑒𝑝
[1 + 0.15(𝜖𝑓𝑅𝑒𝑝)0.687], in which 𝑅𝑒𝑝 =

𝜌𝑓|�⃗� − �⃗�|𝐷𝑝
𝜇𝑓

(3.56)

In Eq. (3.56), 𝑅𝑒𝑝 is the Reynolds number of the particle [-], 𝜇𝑓 is the dynamic
viscosity of the fluid [𝑘𝑔/(𝑚 ⋅ 𝑠)].

To enable Eq. (3.54), (3.55) and (3.56) to also cover the extreme situations, the
possibility of the occurrence of cavitation in underwater excavation process is consid-
ered. A penalty function is implemented to make sure the lowest fluid pressure value
is at water vapor pressure. It means, if the calculated value of fluid pressure in a fluid
cell is lower than 0.6 kPa, which is the vapor pressure of water at the temperature
0∘𝐶, it will be automatically set to 0.6 kPa. This function limits the maximum under
pressure in the simulations.

3.5.2. Continuity equation in the fluid phase

Only in the case of hyperbaric rock cutting, the compressibility of seawater needs be
taken into consideration. From the consolidation theory of Verruijt and van Baars
(2005), a storage equation based on mass conservation of both the solid and fluid
phases is given.

− 𝜖𝑓𝛽𝑓
𝜕𝑝
𝜕𝑡 −

𝜕𝜖𝑣𝑜𝑙
𝜕𝑡 = −∇⃗ ⋅ �⃗� (3.57)

Where 𝜖𝑣𝑜𝑙 is the volumetric strain of the solid skeleton, 𝑡 is the time [s], 𝜖𝑓 is the
fluid volume fraction, which equals to the porosity (𝑛) of the solid skeleton, 𝛽𝑓 is the
compressibility of the fluid [𝑚2/𝑁], 𝑝 is the fluid pressure [pa] and �⃗� is the specific
discharge [m/s] which is calculated by (3.53).
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The volumetric strain rate can be represented by

𝜕𝜖𝑣𝑜𝑙
𝜕𝑡 = −∇⃗ ⋅ �⃗� (3.58)

Substitution of Eq. (3.58) and Eq. (3.53) into Eq. (3.57) leads to:

∇⃗ ⋅ [(1 − 𝜖𝑓)�⃗�] + ∇⃗ ⋅ (𝜖𝑓�⃗�) + 𝜖𝑓𝛽𝑓
𝜕𝑝
𝜕𝑡 = 0 (3.59)

According to Verruijt and Broere (2011),

∇⃗ ⋅ [(1 − 𝜖𝑓)�⃗�] =
𝜕𝜖𝑓
𝜕𝑡 (3.60)

So the fluid mass conservation can be written as:

𝜕𝜖𝑓
𝜕𝑡 + ∇⃗ ⋅ (𝜖𝑓�⃗�) + 𝜖𝑓𝛽𝑓

𝜕𝑝
𝜕𝑡 = 0 (3.61)

It should be noticed that Eq. (3.59) does not have the time derivative term of
porosity as Eq. (3.61), instead it uses the solid particle velocity. From the perspective
of mathematics and physics, these two equations are equal. But in discretization,
they can generate some difference. In DEM-FVM coupling, Eq. (3.59) reads in all
the particles’ velocities and calculates the average solid velocity of each fluid cell. This
makes the computation much heavier and it is also sensitive to the mesh size. However,
Eq. (3.61) does not need to deal with particle velocity which makes it the preferred
equation to use. In the excavation of dredging engineering, the compressibility of water
is negligible, thus the 𝜖𝑓𝛽𝑓

𝜕𝑝
𝜕𝑡 term can be neglected, leading to:

𝜕𝜖𝑓
𝜕𝑡 + ∇⃗ ⋅ (𝜖𝑓�⃗�) = 0 (3.62)

In this research project, Eq. (3.62) is implemented as the mass conservation equa-
tion for the fluid phase. Eq. (3.61) is expected to be implemented in future researches
which specifically focus on hyperbaric rock cutting.

3.5.3. Calculation of the volume fraction of solid particles in fluid
cell

T he volume fraction of the solid particles (DEM) in the fluid cells (CFD) should
be calculated so that the momentum equation (Eq. (3.54)) and the continuity

equation (Eq. (3.61)) can be solved. Two methods are available for this calculation,
namely the divided calculation method and the center calculation method.
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Divided calculation method for the solid volume fraction

A numerical model was made by (Rahman et al., 2010) to determine the pore volume
change in 2D sand cutting simulations. The limitation of his model is that all the

particles must be identical circular disks, which is not suitable for 3D simulations. To
determine the porosity change during the 3D sand cutting simulation, the simulation
zone is meshed by a Cartesian grid system, in which all the grid cells are identical
cubes. Fig. 3.19 shows the grids in the cutting zone. To calculate the volume of solid
particles in fluid cells, four possible situations regarding the relevant positions between
the particle and the cell are studied.

Figure 3.19: Illustration of the simulation domain with a Cartesian mesh

The first situation, as shown in Fig. 3.20a, is that a particle is totally inside a
cell, namely, this particle does not interact with any boundary of the cube. In this
case, the whole volume of this particle 𝑉𝑝 belongs to this cell. The second situation,
as shown in Fig. 3.20b, is that a particle only interacts with one boundary of the cell,
not matter if it is in x, y or z direction. In this case, this particle is owned by two
neighbouring cells. Now assuming the local coordinates of the particle center is (a,
b, c), and this particle center is located in part 2 of the particle. Then Eq. (3.63) is
derived to separately calculate the volume of part 1 (𝑉1) and part 2 (𝑉2).

(a) (b)

Figure 3.20: Positions of the particle with respect to the cubic cell. a): situation 1: Particle interacts with
no boundary, b): situation 2: Particle interacts with one boundary

⎧

⎨
⎩

𝑉1 =
𝑉𝑝
2 − 𝜋 ⋅ 𝑎 ⋅ (𝑅

2
𝑛 −

𝑎2
3 )

𝑉2 =
𝑉𝑝
2 + 𝜋 ⋅ 𝑎 ⋅ (𝑅

2
𝑛 −

𝑎2
3 )

(3.63)

The third situation, as shown in Fig. 3.21, is that a particle interacts with two
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boundary faces of the cube. In this case, this particle is jointly owned by four cubic grid
cells. Again we assume the particle center is located in part 2, and its local coordinates
is (a, b, c), then Eq. (3.64) is generated to calculate the volume of each part.

Figure 3.21: Situation 3 –Particle interacts with two boundary faces of the cell

(a) (b)

Figure 3.22: Situation 4 –Particle interacts with three boundary faces of the cell

⎧
⎪
⎪

⎨
⎪
⎪
⎩

𝑉3 ≈ (√𝑅2𝑛 − 𝑎2 − 𝑏) ⋅ (√𝑅2𝑛 − 𝑏2 − 𝑎) ⋅ (√𝑅2𝑛 − 𝑎2 − 𝑏2)

𝑉1 =
𝑉𝑝
2 − 𝜋 ⋅ 𝑎 ⋅ (𝑅

2
𝑛 −

𝑎2
3 ) − 𝑉3

𝑉4 =
𝑉𝑝
2 + 𝜋 ⋅ 𝑏 ⋅ (𝑅

2
𝑛 −

𝑎2
3 ) − 𝑉3

𝑉2 = 𝑉𝑝 − 𝑉1 − 𝑉3 − 𝑉4

(3.64)

The fourth situation, as shown in Fig. 3.22, is that a particle interacts with
the boundaries of all the three directions (x, y and z) of the grid cell, in this way one
particle is shared by eight cells. Assuming the local coordinates of the particle center is
(a, b, c), which is located in part 5, then Eq. (3.65) is derived to calculate the volume
of each part of the particle.
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⎧
⎪
⎪
⎪
⎪
⎪
⎪

⎨
⎪
⎪
⎪
⎪
⎪
⎪
⎩

𝑉3 ≈
𝜋
6 ⋅ (

√𝑅2𝑛 − 𝑎2 − 𝑏2 − 𝑐) ⋅ (√𝑅2𝑛 − 𝑎2 − 𝑏) ⋅ (√𝑅2𝑛 − 𝑏2 − 𝑎) ⋅ (1 −
𝑐

√𝑅2𝑛 − 𝑎2 − 𝑏2
)
2

𝑉1 ≈ (√𝑅2𝑛 − 𝑎2 − 𝑏) ⋅ (√𝑅2𝑛 − 𝑏2 − 𝑎) ⋅ (√𝑅2𝑛 − 𝑎2 − 𝑏2) − 𝑉3
𝑉4 ≈ (√𝑅2𝑛 − 𝑐2 − 𝑏) ⋅ (√𝑅2𝑛 − 𝑏2 − 𝑐) ⋅ (√𝑅2𝑛 − 𝑐2 − 𝑏2) − 𝑉3
𝑉8 ≈ (√𝑅2𝑛 − 𝑎2 − 𝑐) ⋅ (√𝑅2𝑛 − 𝑐2 − 𝑎) ⋅ (√𝑅2𝑛 − 𝑐2 − 𝑎2) − 𝑉3

𝑉6 =
𝑉𝑝
2 − 𝜋 ⋅ 𝑎 ⋅ (𝑅

2
𝑛 −

𝑎2
3 ) − 𝑉1 − 𝑉8 − 𝑉3

𝑉2 =
𝑉𝑝
2 − 𝜋 ⋅ 𝑏 ⋅ (𝑅

2
𝑛 −

𝑏2
3 ) − 𝑉1 − 𝑉4 − 𝑉3

𝑉7 =
𝑉𝑝
2 − 𝜋 ⋅ 𝑐 ⋅ (𝑅

2
𝑛 −

𝑐2
3 ) − 𝑉4 − 𝑉8 − 𝑉3

𝑉2 = 𝑉𝑝 − 𝑉1 − 𝑉2 − 𝑉3 − 𝑉4 − 𝑉6 − 𝑉7 − 𝑉8
(3.65)

The nominal radius (𝑅𝑛) of the particle is used because the sand particles created in
DEM simulation could be non-spherical (Chapter 3.2.3). This nominal radius is based
on the approximation to treat a non-spherical particle as a spherical particle with the
same volume.

Center calculation method for the solid volume fraction

The center calculation model is different from the divided calculation. In the center
calculation, as long as a particle’s center is located in a fluid cell, then the whole volume
of this particle will be considered to be in this fluid cell. If a particle has a part of it
in a fluid cell, but that part does not contain the particle center, then this particle will
not be considered for this fluid cell at all.

The divided calculation offers with a higher accuracy than the center calculation
method since the former one considers more scenarios into details. It has been tested
in (Chen and Miedema, 2013). But it should also be noted that the divided calculation
requires much higher computational effort.

In this project, The side length of the fluid cell is set to at least two times of the
diameter of the particle. So the maximum number of particles in one cube is eight.
This is a reasonable scale to monitor the local porosity change due to the deformation
of the solid skeleton. If the cells are set too big, then the porosity is just an average
over a large area, on the other hand, if the cells are too small, then the porosity is
concentrated on a single particle which cannot reflect the local pore volume change.
Based such a consideration, it is believed that the center calculation is good enough
since the accuracy can be compensated by the neighboring cells while the computation
effort is much smaller. Thus the center calculation method is chosen for calculating
the volume fraction of the solid particles in fluid cells.
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3.5.4. FluidParticle interaction

In the DEM-FVM coupling, the communication between the two phases is designed in
the following way:

• From solid to fluid: DEM will transfer the information about the change of the
solid skeleton to FVM, such as DEM particles’positions, velocities and the local
porosities of each fluid cell.

• From fluid to solid: FVM will update the fluid pressure and velocity fields based
on mass and momentum conservation equations, and then apply the correspond-
ing fluid-driven forces to DEM particles, such as the pressure gradient force, the
viscous force and the drag force.

Based on the information from the DEM side, local porosity values can be obtained.
The Kozeny-Carman Equation are used to calculate the permeability 𝜅 [𝑚2], which is
a quite important soil mechanic property determining the fluid-soil interaction ability.

The Kozeny-Carman Equation was initially suggested by Kozeny (1927b) and then
modified by Carman (1937a) and Carman (1956b). It links the pressure drop and the
superficial velocity of a laminar fluid flow through a solid bed.

∇𝑝 = −
180 ⋅ 𝜇𝑓
𝜙𝑠2 ⋅ 𝐷𝑝2

⋅ (1 − 𝑛)
2

𝑛3 ⋅ 𝑣𝑠 (3.66)

in which 𝑣𝑠 is the superficial velocity, On the basis of Darcy’s Law (Darcy, 1856),
the expression of Kozeny-Carman Equation can be altered to explain that ”flow is
proportional to pressure gradient and inversely proportional to dynamic viscosity”.
This leads to Eq. (3.67).

𝑣𝑠 = −
𝜅
𝜇𝑓
⋅ ∇𝑝 (3.67)

Then the expression of the permeability 𝜅 can be derived from Eq. (3.66) and
(3.67).

𝜅 = 𝜙𝑠2

180 ⋅
𝑛3 ⋅ 𝐷𝑝2

(1 − 𝑛)2 (3.68)

In Eq. (3.67), the sphericity coefficient 𝜙𝑠 will be tuned for calibration purpose. It
has been stated before that in the soil bed, the fluid volume fraction 𝜖𝑓 is equal to the
porosity 𝑛. Therefore substitution of Eq. (3.68) into Eq. (3.55) leads to Eq. (3.69).

𝐾𝑠𝑓 =
5𝜇𝑓
6𝜅 +

1.75𝜌𝑓(1 − 𝜖𝑓)|�⃗� − �⃗�|
𝜙𝑠𝐷𝑝𝜖𝑓3

, when 𝜖𝑓 ≤ 0.8 (3.69)

The forces applied on the solid particles from the fluid side are the pressure gradient
force 𝑓∇𝑝,𝑖, the viscous force 𝑓∇⋅𝜏,𝑖 and the drag force 𝑓𝑑. In CFDEM, when model A
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is applied, the pressure gradient force model and the viscous force model must be
activated. These two are the components due to‘macroscopic’variations in the fluid
stress tensor on a large scale compared with the particle spacing (Zhou et al., 2010).
Besides, the Gidaspow drag force is also applied. This force arises from the detailed
variations in the stress tensor.

This research project has not included many other force models, e.g., the virtual
mass force 𝑓𝑣𝑚, the Basset force 𝑓𝐵, the Saffman lift force 𝑓𝑆𝑎𝑓𝑓 or the Magnus force
𝑓𝑀𝑎𝑔. The reason is that the main focus of the underwater excavation simulations is
to obtain the cutting forces, while those force models mainly take effect when particles
are dispersed into water, thus contribute little to the cutting forces. Therefore they
are not included.

The pressure gradient force 𝑓∇𝑝,𝑖, the viscous force 𝑓∇⋅𝜏,𝑖, and the Gidaspow drag
force 𝑓𝑑 are calculated in the following way in which 𝑉𝑝 is the volume of a solid particle
[𝑚3]:

𝑓∇𝑝,𝑖 = −∇⃗𝑝 ⋅ 𝑉𝑝 (3.70)

𝑓∇⋅𝜏,𝑖 = −∇⃗ ⋅ ̄�̄� ⋅ 𝑉𝑝 (3.71)

𝑓𝑑 = −𝐾𝑠𝑓(�⃗� − �⃗�) ⋅ 𝑉𝑝 (3.72)





4
Numerical Modelling of Sand

Cutting Process

In dredging engineering, the sand cutting process is one of the key processes
which can give dominant influence on the equipment design and production rate.
This chapter introduces the numerical modelling for underwater sand cutting
process. In this chapter, the DEM model for sand particles is firstly explained,
and then the sand cutting simulations will be discussed under dry conditions,
which are to be compared with the experimental results of Hatamura and Chji
iwa (1975, 1976a,b, 1977a,b).
Scaling laws derived from the Miedema (2017) are introduced to compare the
cutting forces recorded from the simulations. Finally, underwater sand cut
ting simulations are carried out under various conditions, the simulated cutting
forces are compared with the experimental results of Miedema (1987). Com
parison shows that the cutting forces obtained from the simulations match the
experimental results well.

Parts of this chapter have been published in (Chen et al., 2013; Chen and Miedema, 2013).
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4.1. Sand cutting experiments from Hatamura & Chi
jiiwa

O ne of the first detailed researches on sand cutting is from Hatamura & Chijiiwa in
the 1970s, they determined three failure mechanisms in soil cutting by conducting

experiments. Their results are published in a series of reports (Hatamura and Chjiiwa,
1975, 1976a,b, 1977a,b). One of the experiments is pushing a blade through soil in
a miniature bin shown in Fig. 4.1. The observed failure mechanisms are called the
Shear, Flow and Tear type (Hatamura and Chjiiwa (1976b)).

(a) (b)

Figure 4.1: Experiment setup used in the tests of (Hatamura and Chjiiwa, 1975, 1976a,b, 1977a,b). a):
Miniature Soil Bin Experiment, b): Blade used with pressure and friction cells

To determine the cutting force and the distribution of stresses on the blade, Hata-
mura & Chijiiwa measured the forces and stresses on the blade using pressure and
friction cells (Figure 4.1b). They tested different types of soil in the experiment, like
dry quartz sand and plastic loam. The quartz sand they used has a mean grain size
of 0.2𝑚𝑚 and an internal friction angle of 38∘. The density of the sand constituent is
2.67𝑔/𝑐𝑚3 and the bulk density of the sample is 1.46𝑔/𝑐𝑚3. The blade is 20𝑐𝑚 long
and 33𝑐𝑚 wide. In the experiment the blade angle, cutting speed and layer thickness
were varied as listed in Table 4.1.

The results of the dry quartz sand experiment are shown in Fig. 4.2. It shows
the magnitude of the cutting force 𝐹 in 𝑘𝑔 on the normal direction to the blade. The
influence of the cutting angle is shown in the left side of the figure, the influence of the
cutting depth in the middle and the influence of the cutting speed in the right side of
the Figure.
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Table 4.1: Sand cutting experiments conducted by Hatamura & Chijiiwa

Blade Angle [∘] Cutting speed [𝑐𝑚/𝑠] Layer Thickness [𝑐𝑚]
30 5 10
45 5 10
60 5 10
75 5 10
90 5 10
60 5 5
60 5 10
60 5 15
60 5 10
60 10 10
60 14 10

4.2. Analytical model of Miedema and the wedge the
ory

Miedema (2014) derived the equations for sand cutting forces according to the flow
type (Fig. 3.2(a)) and the shear type (Fig. 3.2(b)). The horizontal cutting force 𝐹ℎ
and the vertical cutting force 𝐹𝑣 on the blade are expressed as:

𝐹ℎ = 𝜌𝑠 ⋅ 𝑔 ⋅ ℎ𝑖2 ⋅ 𝑤 ⋅ 𝜆𝐻𝐷 (4.1)

With:

𝜆𝐻𝐷 =
𝑠𝑖𝑛(𝛼𝑐 + 𝛽)
𝑠𝑖𝑛(𝛽) ⋅ {

(ℎ𝑏ℎ𝑖 + 𝑠𝑖𝑛(𝛼𝑐))
𝑠𝑖𝑛(𝛼𝑐)

+ 𝑐𝑜𝑠(𝛼𝑐 + 𝛽)2 ⋅ 𝑠𝑖𝑛(𝛽) } ⋅
𝑠𝑖𝑛(𝛽 + 𝜙) ⋅ 𝑠𝑖𝑛(𝛼𝑐 + 𝛿)
𝑠𝑖𝑛(𝛼𝑐 + 𝛽 + 𝛿 + 𝜙)

(4.2)

𝐹𝑣 = 𝜌𝑠 ⋅ 𝑔 ⋅ ℎ𝑖2 ⋅ 𝑤 ⋅ 𝜆𝑉𝐷 (4.3)

With:

𝜆𝑉𝐷 =
𝑠𝑖𝑛(𝛼𝑐 + 𝛽)
𝑠𝑖𝑛(𝛽) ⋅ {

(ℎ𝑏ℎ𝑖 + 𝑠𝑖𝑛(𝛼𝑐))
𝑠𝑖𝑛(𝛼𝑐)

+ 𝑐𝑜𝑠(𝛼𝑐 + 𝛽)2 ⋅ 𝑠𝑖𝑛(𝛽) } ⋅
𝑠𝑖𝑛(𝛽 + 𝜙) ⋅ 𝑐𝑜𝑠(𝛼𝑐 + 𝛿)
𝑠𝑖𝑛(𝛼𝑐 + 𝛽 + 𝛿 + 𝜙)

(4.4)

in which, 𝜌𝑠 is the density of sand, ℎ𝑖 is the thickness of the layer cut, 𝑤 is the
width of the blade, 𝛼𝑐 is the blade angle, 𝛽 is the shear angle, 𝜙 and 𝛿 are the internal
and external friction angles.

He compared the cutting forces from the experiments of Hatamura & Chijiiwa with
his theory (Figure 4.3). It can be found that there is a good match between the
theory and the measured values, only at large blade angles (75∘ and 90∘) the forces are
overestimated. This is because the angles in the denominator of Eq. (4.2) and (4.4)
have dominated the trend of the curve. When the sum of the blade angle, the shear
angle, the internal friction angle and the external friction angle are approaching or even
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Figure 4.2: Forces acting on the cutting blade according to (Hatamura and Chjiiwa (1976b)).

over 180∘, the value of the sine function will become 0 or turns negative, leading to
an infinity in the value of the cutting force. This will not happen in reality. Miedema
argues that, instead of an increase in the force, nature will find another mechanism
with relatively smaller cutting forces. In the case of sand cutting, it appears to be the
wedge mechanism. A wedge will form in front of the blade which leads to a actual
decrease in the force on the blade. As shown by Fig. 4.4, a wedge forms to behave like
a pseudo blade (A-C) with a smaller blade angle in front of the real blade.

In this research project, besides the small and medium cutting angles, sand cutting
simulations with large cutting angles will also be conducted to find out whether the
wedge phenomenon will occur or not.

4.3. Calibration  the test of angle of repose

S pherical DEM particles can be used to model sand particles when the rolling friction
model is applied. The rolling friction model has been introduced in Chapter 3.2.2.

To find out the correct 𝜇𝑟 in Eq. (3.15), the angle of repose tests have been carried
out in the LIGGGHTS program. The angle of repose, or critical angle of repose, of a
granular material is the steepest angle of descent or dip relative to the horizontal plane
to which a material can be piled without slumping (Mehta and Barker, 1994).

The test inserts particles on a layer with a specific height (Fig. 4.5). When the
particles are settled, it creates a gap in the middle of the layer and then the particles
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Figure 4.3: The Total Cutting Force vs. The Blade Angle. The lines show the theory according to Miedema
(2014) for different cut layer thicknesses and the dots show the experimental results of Hatamura and Chjiiwa
(1976b)

Figure 4.4: The wedge in the sand cutting process (source: Miedema (2014))
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start to fall. After a while the particles settle down at the lower plate with an ade-
quately low velocity. Then angles are measured by distinguishing the surface slopes of
the sand piles both above the plates and below the plates (Fig. 4.6). To evaluate if
the particles behave like real sand, the angles are shown in Fig. 4.7 and 4.8.

Figure 4.5: Particles are generated and settled on the plates

Figure 4.6: Particles fall through the gap between the plates and form up two piles at the top and one pile
at the bottom

As shown by Fig. 4.7 and 4.8, the angles of the surface slopes of the upper and
lower piles can be extracted within certain ranges. To ensure that the chosen angle
of repose is representative enough, angles from both the left-side and right-side slopes
on both the upper and lower piles are taken and examined. To calibrate the 𝜇𝑟 in
Eq. (3.15), in total eleven tests are executed with varying rolling friction coefficients
between 0 to 1 with 0.1 step size. The measured angles of repose from both the upper
and bottom piles are plotted against the 𝜇𝑟 values, as depicted in Fig. 4.9. In Fig.
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(a) Angle of repose with 𝜇𝑟=0.1 (b) Angle of repose with 𝜇𝑟=0.2

(c) Angle of repose with 𝜇𝑟=0.3 (d) Angle of repose with 𝜇𝑟=0.4

(e) Angle of repose with 𝜇𝑟=0.5 (f) Angle of repose with 𝜇𝑟=0.6

Figure 4.7: Angle of repose with varying rolling friction coefficients 𝜇𝑟=0.1, 0.2, 0.3, 0.4, 0.5 and 0.6
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(a) Angle of repose with 𝜇𝑟=0.7 (b) Angle of repose with 𝜇𝑟=0.8

(c) Angle of repose with 𝜇𝑟=0.9 (d) Angle of repose with 𝜇𝑟=1.0

Figure 4.8: Angle of repose with varying rolling friction coefficients 𝜇𝑟=0.7, 0.8, 0.9, 1.0
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4.9, the blue circles represent the average angle measured from the lower pile, the red
circles represent the average angle measured from the upper piles. The vertical bars
represent the bandwidths of variation on the measurement of these angles.
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Figure 4.9: Angle of repose versus coefficient of rolling friction

The internal friction angle set as one of the most important input parameters for
the DEM sand particles in these simulations is 30∘. According to (Kim et al., 2018), the
practical angle of repose for a sand pile is roughly 34°, slightly larger than the internal
friction angle of sand because of the interlocking behaviour among sand particles in
the pile.

As the rolling friction coefficient 𝜇𝑟 increasing from 0 to 1, larger counter torques
are added to the particles to restrict their rotational motion. According to Fig. 4.9,
when 𝜇𝑟 ≤ 0.1, the angle of repose from the lower pile is larger than that from the
higher pile. This is because the number of the particles left on the upper plates is very
low. Most particles roll and drop down readily since they are hardly restricted with
rolling. However, when 𝜇𝑟 > 0.1, the trend is different, the angle of repose from the
lower pile is smaller. The reason is that the particles forming the lower pile are with
higher kinetic energy than those on the upper plate. Thus these particle will travel
a long distance before they stop, forming a smaller angle of repose than that above
the plates. The angle of repose from the lower pile will be used for the determination
of the appropriate rolling friction coefficient, since the tangent line of the sand pile
surface is more stable and straight.

One can find in Fig. 4.9 the angle of repose of the lower pile increases from smaller
than 30° to over 35° when rolling friction coefficient rises. It is about 34° when rolling
friction coefficient 𝜇𝑟 is set to be 0.7, which matches the angle of repose of real sand.
Therefore 𝜇𝑟 = 0.7 is set in the rolling friction model for all the spherical DEM sand
particles.
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The angle of repose test has also been conducted on non-spherical DEM sand parti-
cles. As introduced in Chapter 3.2.3, the optimal shape for sand particle is Type 4, the
4-sphere combination, this type of particles are tested in the angle of repose test with a
pre-defined internal friction angle of 30∘. From Fig. 4.10, it can be seen that the angle
of repose of the sand pile is also around 34∘. As explained before this is reasonable
because sand particles in reality are not spherical so they have the interlocking effect
with each other, which ends up as the natural angle of repose is always slightly higher
than the internal friction angle.

It is concluded that multi-spherical particles of type 4 and spherical particles with
rolling friction coefficient 𝜇𝑟 = 0.7 can both mimic the natural angle of repose of sand
well. In this research project, sand cutting simulations in dry conditions are carried out
using multispherical particles (type 4) because they can create the interlocking phe-
nomenon more spontaneously in the solid structure. On the other hand, sand cutting
simulations in underwater conditions are carried out by using spherical particles. The
reason is that it has been discovered by testing that DEM-FVM coupling are much
more stable when using spherical particles, while using multi-spherical particles the
calculations for porosity and permeability are less accurate, leading to unstable results
of the coupling.

Figure 4.10: Angle of Repose test for multishpere particles

4.4. Simulations setup of sand cutting in dry condi
tion

T o test the capacity and credibility of using DEM to simulate the sand cutting
process, numerical simulations are carried out to make comparison with the ex-

periment results from Hatamura & Chijiiwa. Or in other words, to use Hatamura &
Chijiiwa’s data to validate the numerical modelling of dry sand cutting.
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4.4.1. Setup of the numerical simulations

T he full-scale simulation set-up equals to the set-up of the experiment done by
Hatamura and Chijiiwa described in Chapter 4.1. The dimensions of the soil bin

are 150𝑐𝑚 in length by 33𝑐𝑚 in width (Fig. 4.11). The height varies per simulation
and can be respectively 5, 10 or 15𝑐𝑚.

However, there is a problem that occurs during this set-up. Simulating particles
with the size of real sand particles (radius = 0.2𝑚𝑚) results in about 8∼9 million
particles. This amount of particles is with the existing available computation power
of the computer not possible to simulate. A solution for this problem is to increase
the radius of the particles to a workable radius of 1.25𝑐𝑚, in this way a full-scale
simulation can be done with the same size of Hatamura & Chijiiwa’s experiments.

Another option is to scale down the dimensions of the set-up to a workable size
where the amount of particles are within the computation capacity of the computer.
The dimensions of the small-scale simulation are thus designed as 5.5𝑐𝑚 in length,
0.47𝑐𝑚 in width and the height varies per simulation and can be respectively 0.225𝑐𝑚,
0.350𝑐𝑚 or 0.475𝑐𝑚, the radii of the particles used in the small-scale simulations are
0.2mm. For this research, both scales are tried and discussed.

Figure 4.11: Full-scale simulation set-up with a layer thickness of 10 cm composed by multi-spherical
particles (Type 4).

The full-scale simulation uses a blade made of steel to cut a layer of sand. The
angle of the blade varies per simulation and can be 30∘, 45∘ or 60∘ (Fig. 4.12). The
dimensions of the blade are 33×20×0.1𝑐𝑚. The speed of the blade are set as 5, 10 or
14𝑐𝑚/𝑠 respectively. On the other hand, in the small-scale set-up, the dimensions of
the blade are different, which are 0.5×0.47×0.01𝑐𝑚 and moves with a reduced speed
of 0.35𝑐𝑚/𝑠.

Material properties are also defined in DEM for the blade and the sand particles.
Hatamura & Chijiiwa specified some of the sand properties. The blade is described as
a ’smooth steel blade’. The properties which Hatamura & Chijiiwa described are taken
as input values for the simulation, while the values that were unknown are estimated.
Table 4.2 shows the properties of the materials and the contacts used in the simulation,
where the coefficient of internal friction corresponds to an internal friction angle of 30∘
and the coefficient of external friction corresponds to an external friction angle of 20∘.
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Figure 4.12: Blade angles used in the simulations of sand cutting process

Table 4.2: The material properties and contact parameters used in the sand cutting simulations in dry
conditions

Material properties & contact parameters Symbol Value Unit
Poisson’s ratio of the sand particle 𝜈𝑝 0.4 -
Material density of the sand particle 𝜌𝑝 2670 kg/m3

Poisson’s ratio of the blade (steel) 𝜈𝑠𝑡𝑒𝑒𝑙 0.4 -
Coefficient of restitution (sand-sand) 𝜓𝑝 0.0001 -

Coefficient of internal friction (sand-sand) 𝜇𝑝 0.577 -
Coefficient of restitution (sand-blade) 𝜓𝑝𝑏 0.0001 -

Coefficient of external friction (sand-blade) 𝜇𝑝𝑏 0.364 -



4.5. Results & validation of simulations of sand cutting in dry condition

4

103

4.4.2. Plan of the simulations for dry sand cutting

T o check if the DEM model matches the experimental results of Hatamura and
Chijiiwa. The following simulations are carried out for dry sand cutting process,

as listed in Table 4.3, in which the full-scale simulations use the same dimensions as
the experiments, while the small-scale simulations run on a scaled-down size.

Table 4.3: Full-scale and Small-scale simulations of dry sand cutting process

Test Blade Cutting Layer Test Blade Cutting Layer
No. Angle Speed Thickness No. Angle Speed Thickness

[∘] [𝑐𝑚/𝑠] [𝑐𝑚] [∘] [𝑐𝑚/𝑠] [𝑐𝑚]
Full-scale Simulations Small-scale Simulations

1.1 30∘ 5 10 1.8 30∘ 0.35 0.35
1.2 45∘ 5 10 1.9 45∘ 0.35 0.35
1.3 60∘ 5 5 1.10 60∘ 0.35 0.225
1.4 60∘ 5 10 1.11 60∘ 0.35 0.35
1.5 60∘ 10 10 1.12 60∘ 0.35 0.475
1.6 60∘ 14 10 1.13 75∘ 0.35 0.35
1.7 60∘ 5 15 1.14 90∘ 0.35 0.35

For the full-scale simulations, Test 1.1, 1.2 and 1.4 are designed for finding out
the influence of the blade angle, Test 1.3, 1.4 and 1.7 are designed for investigating the
influence of the cutting layer thickness, Test 1.4, 1.5 and 1.6 are for investigating the
influence of the cutting speed.

For the small-scale simulations, Test 1.8, 1.9 and 1.11 are designed for finding
out the influence of the blade angle, Test 1.13 and 1.14 are specially designed to check
if the wedge theory validates in DEM simulations, and Test 1.10, 1.11 and 1.12 are
designed for investigating the influence of the cutting layer thickness.

4.5. Results & validation of simulations of sand cut
ting in dry condition

T his section shows the results of the numerical simulation for dry sand cutting
where for both the full-scale and the small-scale simulations, the influences of

the blade angle, the thickness of the cut layer and blade speed are discussed, which
are also the effects studied in the experiments of Hatamura and Chijiiwa, as shown in
Fig. 4.2.

Considering the fact that the set-up in the DEM simulations are not the exact
duplication of the Haramura and Chijiiwa’s experimental set-up, for example, in the
full-scale simulations, the particle sizes are different from the experiments, in the
small-scale simulations, the size of the whole set-up is much smaller than in the
experiments, therefore it is decided that in order to make a fair comparison, the stresses,
instead of the forces, on the surface of the blade, will be used as the main parameter
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for validation, and that includes the stresses in the normal direction, the tangential
direction and the total overall stress which is the value of the resultant force on the
blade divided by the blade surface area.

4.5.1. Analysis of the results from the fullscale simulations

Validation of the shear angle in the shear zone

T he failure mode for sand in cutting in dry environment, according to Miedema
(2014), is the shear type. This means that a shear plane will develop and then

be pushed onto the blade. When this occurs, a new shear plane appears ahead of the
previous one. According to (Miedema, 2014), the shear angle can be calculated by
taking the derivative of the horizontal force 𝐹ℎ (Eq. (4.1)) with respect to the shear
angle 𝛽 and making it equal to zero. Based on the experiment set-up of Hatamura and
Chijiiwa, the theoretical value of the shear angles for those experiments are shown in
Fig. 4.13.

Figure 4.13: The shear angle 𝛽 vs. the blade angle 𝛼: analytical results from (Miedema, 2014) (lines) &
experimental results from (Hatamura and Chjiiwa, 1976b)

Fig. 4.13 shows that both the blade angle and cutting depth will impact the shear
angle. The analytical solution of Miedema predicts the shear angle with changing blade
angle within acceptable error margins, but predicts the shear angle very poorly when
the cutting depth changes.

In Fig. 4.14 to 4.16 the shear plane of the full-scale DEM simulation is presented
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for blade angles of respectively 30∘, 45∘ and 60∘. The red particles are the ones which
’shear’ over the blue ones. The red color shows particles which are moving above a
velocity with a magnitude that equals the velocity of the particles at the tip of the
blade. The blue particles are the ones which are below this critical velocity. To make
a clear comparison, the shear angles recorded from the experiments of Hatamura &
Chijiiwa are directly plotted in the figures, as indicated as the white lines, and the
theoretical results from the analytical solution are also mentioned respectively.

Figure 4.14: The shear plane in the DEM-simulation with a blade angle of 30∘, a blade speed of 5𝑐𝑚/𝑠 and
a cutting depth of 10𝑐𝑚 (Test 1.1). The analytical solution of Miedema for this shear angle is 40∘.

Figure 4.15: The shear plane in the DEM-simulation with a blade angle of 45∘, a blade speed of 5𝑐𝑚/𝑠 and
a cutting depth of 10𝑐𝑚 (Test 1.2). The analytical solution of Miedema for this shear angle is 34∘.

Figure 4.16: The shear plane in the DEM-simulation with a blade angle of 60∘, a blade speed of 5𝑐𝑚/𝑠 and
a cutting depth of 10𝑐𝑚 (Test 1.4). The analytical solution of Miedema for this shear angle is 28∘.

Not only the blade angle influences the shear angle but also the layer thickness of
cut layer. The development of the shear plane is also depending on the ratio of the
blade height over the layer thickness. A larger ratio results in a smaller shear angle.
This trend can be found in Fig. 4.13. In Fig. 4.17, 4.18 and 4.19, the shear angle is
shown for a 60∘ blade with a layer thickness of 5𝑐𝑚, 10𝑐𝑚 and 15𝑐𝑚.

Figure 4.17: The shear plane in the DEM-simulation with a blade angle of 60∘, a blade speed of 5𝑐𝑚/𝑠 and
a cutting depth of 5𝑐𝑚 (Test 1.3). The analytical solution of Miedema for this shear angle is 26∘.
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Figure 4.18: The shear plane in the DEM-simulation with a blade angle of 60∘, a blade speed of 5𝑐𝑚/𝑠 and
a cutting depth of 10𝑐𝑚 (Test 1.4). The analytical solution of Miedema for this shear angle is 28∘.

Figure 4.19: The shear plane in the DEM-simulation with a blade angle of 60∘, a blade speed of 5𝑐𝑚/𝑠 and
a cutting depth of 15𝑐𝑚 (Test 1.7). The analytical solution of Miedema for this shear angle is 30∘.

The shear planes in the DEM-simulation matches the shear planes observed by
Hatamura and Chijiiwa well. Especially with changing cutting layer thickness, the
simulated shear angles match the experimental results much better than the analytical
solutions. Besides, after the shear plane forms it will be pushed over the blade and a
new shear plane will form up, as illustrated in Fig. 4.20. This phenomenon has been
clearly observed in the simulations.

Figure 4.20: Appearance of shear plane produced by cutting, (Hatamura and Chjiiwa, 1976b)

The influence of blade angle

I n Fig. 4.21, the developments of the total stress on the surface of the blade, which
are recorded when the blade is cutting in the sand, are shown for all the three blade

angles. The total/overall stress is calculated by using the resultant force, which is the
combination of the normal and shear forces, to be divided by the surface area of the
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blade. From the figure, it is clearly visible that the overall stress on the blade increases
with increasing blade angle.

Figure 4.21: Effect of the cutting angle of the blade with a layer thickness of 10𝑐𝑚 and a blade speed of
5𝑐𝑚/𝑠 (Test 1.1, 1.2 & 1.4).

The influence of the thickness of the cut layer

I n Fig. 4.22 the developments of the total stress on the surface of the blade, which
are recorded when the blade is cutting into the sand, are shown for all the three

different cut layers thickness’s. It can be found that the overall stress on the blade
increases with increasing layer thickness.

Figure 4.22: Effect of the depth of cut with a blade angle of 60∘ and a blade speed of 5𝑐𝑚/𝑠 (Test 1.3, 1.4
& 1.7).
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The influence of the cutting speed

I n Fig. 4.23 the simulation results for different cutting speeds are shown. The overall
stresses on the blade do not change significantly with increasing cutting speed. This

is reasonable because the cutting forces will increase due to the inertia effects only when
the cutting speed is really high, while in the simulations conducted in this research,
the maximum cutting speed reached is only 14𝑐𝑚/𝑠, not high enough to present an
significant inertia effect.

Figure 4.23: Effect of the cutting speed with a blade angle of 60∘ and a layer thickness of 10𝑐𝑚 (Test 1.4,
1.5 & 1.6).

Validation of the cutting forces

T he resulting normal, tangential and overall stresses on the blade from the exper-
iments of Hatamura and Chijiiwa (the ”H&C” column) and from the full-scale

DEM simulations (the ”DEM” column) are shown in Table 4.4. As introduced before,
stresses are used to represent the cutting forces. Comparing the two results, it can be
found that normal and overall stresses from the simulations in all scenarios are higher
than the measurements from the experiments. The main reason for such a difference is
that there is a difference in the porosities of the sand sample between the simulations
and the experiments.

The particle density of the soil constituent is 2.67 𝑔/𝑐𝑚3 in the experiments of
Hatamura and Chijiiwa and the soil bulk density is 1.46 𝑔/𝑐𝑚3. In the DEM simula-
tions, the porosity is heavily influenced by the shape of the multisphere particles, and
that results in a particle density of 2.67 𝑔/𝑐𝑚3 but with a soil bulk density of 1.602
𝑔/𝑐𝑚3, in other words, the sand sample in the DEM simulations has lower porosity
than in the experiments.

Taking this difference into account, a calculation is made to slightly scale down the
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cutting stresses from the simulation so that the simulations and the experiments are
compared with the same soil bulk density, i.e., the 𝜌𝑠 in Eq. (4.1) and (4.3). Since
the forces are proportional with the soil bulk density, the stresses are also proportional
with the soil bulk density. The adjusted simulation results are listed with column
”DEM Scaled” in Table 4.4.

Table 4.4: Stresses on the blade from the experiments of (Hatamura and Chjiiwa, 1976b) (H&C) and the
full-scale DEM simulations of dry sand cutting (DEM & DEM Scaled)

Blade
Angle

Layer
Thickness

Blade
Speed

Normal
Stress

Tangential
Stress

Overall
Stress

[∘] [cm] [cm/s] [kPa] [kPa] [kPa]

H&C DEM DEM
Scaled H&C DEM DEM

Scaled H&C DEM DEM
Scaled

30 10 5 3.0 3.5 3.1 1.7 1.3 1.2 3.5 3.7 3.4
45 10 5 4.0 5.0 4.3 2.2 1.8 1.6 4.6 5.3 4.6
60 5 5 3.1 5.1 3.1 1.2 1.8 1.0 3.3 5.4 3.2
60 10 5 5.1 7.2 5.6 2.4 2.4 1.8 5.7 7.7 5.9
60 10 10 5.2 7.3 5.9 2.4 2.5 1.9 5.8 7.7 6.2
60 10 14 5.5 7.3 5.8 2.9 2.5 2.0 6.2 7.8 6.2
60 15 5 7.6 10.2 9.3 3.5 3.3 3.0 8.4 10.8 9.8

In Figure 4.24, the cutting stresses of Hatamura & Chijiiwa are plotted against the
adjusted results from the DEM simulations. Overall speaking, the simulation results
resemble the experiments of Hatamura & Chijiiwa well.

The Tangential stresses of the DEM simulations show clear underestimations. This
can be related to the roughness of the blade, The external friction coefficient between
the particles and the blade is set to be 0.364, which is an empirical value. The actual
external friction coefficient from Hatamura & Chijiiwa’s experiments is unknown.

Furthermore the Total and Normal stresses recorded from the numerical simulations
seem slightly higher than the experiments. Note that here the Total stress is the
vectorial sum of the Normal and Tangential stresses. A potential reason for that is, it is
questionable if Hatamura & Chijiiwa have obtained the completely steady state during
their experiments. They obtained their values at the timing when the cutting blade was
20 ∼ 25𝑐𝑚 away from the starting point, because they assumed that the stresses/forces
become more or less constant at that point. While in the DEM simulations, the results
show that even after 25𝑐𝑚, there are still a slight increase in the stresses. So that
the steady state cutting forces recorded in the numerical modelling are slightly higher
than the results from laboratory experiments.

4.5.2. Analysis of the results from the smallscale simulations

A s explained before, in the small-scale simulations the dimensions of the blade
(0.5𝑐𝑚 × 0.47𝑐𝑚 × 0.01𝑐𝑚) are different than the dimensions in the full-scale

simulations and the experiments of Hatamura and Chijiiwa (30𝑐𝑚 × 20𝑐𝑚 × 0.1𝑐𝑚).
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Figure 4.24: Stresses on the blade from the full-scale DEM simulations of dry sand cutting with adjusted
bulk density vs. Stresses recorded from the experiments of Hatamura & Chijiiwa

The analysis on the results from the small-scale simulations focuses on the cutting
forces.

Influence of the blade angle

F ig. 4.25 shows the development of the overall stress for different blade angles (Test
1.8, 1.9 & 1.11). It is again clearly visible that the stress on the blade increases

with blade angles. The same pattern is observed as in the full-scale simulations. It is
also observed that higher angle results in more scattering of the cutting forces.

Influence of the thickness of the cut layer

I n Fig. 4.26 the development of the overall stress for three different cut layer thick-
ness’s are shown (Test 1.10, 1.11 & 1.12). It is clearly visible that the stress on the

blade increases with the thickness of the cut layer. The same pattern is observed as in
the full-scale simulations.

Validation of the cutting forces

T he resulting normal, tangential and overall stresses on the blade from the experi-
ments of Hatamura and Chijiiwa (the”H&C”column) and from the small-scale

DEM simulations (the ¨DEM¨ column) are shown in Table 4.5. It is obvious that
the stresses from the small-scale DEM simulation are much lower than the values
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Figure 4.25: Effect of the blade cutting angle on the overall stress in the small-scale simulations with a
layer thickness of 0.35𝑐𝑚 and a blade speed of 0.35𝑐𝑚/𝑠 (Test 1.8, 1.9 & 1.11).

Figure 4.26: Effect of the cut layer thickness on the overall stress in the small-scale simulations with a
blade angle of 60∘ and a blade speed of 0.35𝑐𝑚/𝑠 (Test 1.10, 1.11 & 1.12).
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obtained from the lab experiments. This difference is mainly induced by the scaling
effect.

To quickly estimate the scaling effect, a revisit is paid to Eq. (4.1), (4.2), (4.3) and
(4.4). Based on the macro behaviour of the analytical model for dry sand cutting, it
can be roughly accepted that 𝛼, 𝛽, 𝜙, 𝛿 do not change from small-scale simulation to
experiments. Besides, the ℎ𝑏/ℎ𝑖 ratios are chosen to match the experiments (Table
4.3), so it is assumed that in Eq. (4.1) and (4.3), 𝜆𝐻𝐷 and 𝜆𝑉𝐷 stay the same.

In this way the cutting forces scale with the (ℎ2𝑖 ⋅𝑤) factor and the soil bulk density
𝜌𝑠. This factor is further divided by the surface area of the blade to find out the scaling
factor for the cutting stresses. It is finally found out that the stresses on the blade
is proportional with the layer thickness and the bulk density (ℎ𝑖 ⋅ 𝜌𝑠). In the small-
scale simulations the layer thickness is 28.6 times smaller than in the experiments of
Hatamura & Chijiiwa.

Furthermore the difference in the porosities of the DEM samples and the experi-
mental samples are also considered to adjust the soil bulk density. Taking these two
effects into account results in the the following values as ¨DEM Scaled¨ shown in Table
4.5 where the results are scaled with a factor 26.

It is found that the results of the small-scale DEM simulation after the scale-up,
matches the experimental results from Hatamura & Chijiiwa well. In Fig. 4.27, the
results of Hatamura & Chijiiwa are plotted against the scaled results of the small-scale
DEM simulations. It is observed that DEM predicts the cutting forces much better at
blade angle of 30∘ and 45∘ than at 60∘. At 60∘, there is an apparent overestimation on
the normal stresses, leading to an overestimation on the overall stresses.

Table 4.5: Stresses on the blade from the experiments of (Hatamura and Chjiiwa, 1976b) (H&C) and the
small-scale DEM simulations of dry sand cutting (DEM & DEM Scaled)

Test
No.

Blade
Angle

Normal
Stress

Tangential
Stress

Overall
Stress

[∘] [kPa] [kPa] [kPa]

H&C DEM DEM
Scaled H&C DEM DEM

Scaled H&C DEM DEM
Scaled

1.8 30 3.0 0.119 3.1 1.7 0.119 1.2 3.5 0.127 3.3
1.9 45 4.0 0.160 4.1 2.2 0.160 1.5 4.6 0.169 4.4
1.10 60 3.1 0.121 3.2 1.2 0.121 1.1 3.3 0.128 3.3
1.11 60 5.1 0.241 6.3 2.4 0.241 2.0 5.7 0.251 6.5
1.12 60 7.6 0.358 9.3 3.5 0.358 3.0 8.4 0.365 9.5
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Figure 4.27: Stresses on the blade from the small-scale DEM simulations of dry sand cutting after scaling
vs. Stresses recorded from the experiments of Hatamura & Chijiiwa

Validation of the wedge theory in dry sand cutting

T est 1.13 and 1.14 (Table 4.3) are specially carried out to exam the cutting forces
with large cutting angles (75∘ & 90∘). Miedema argued that when the blade

angles is large, a wedge may occur in the sand cutting so that the cutting force cannot
increase too fast. Based on the illustration of Fig. 4.4, he derived the analytical model
for calculating the cutting forces when a wedge is present. This model can be found
in (Miedema, 2017).

In this research project, the overall stresses on the blade from the experiments of
Hatamura and Chiijiwa, the DEM simulations, the analytical model of Miedema with
no wedge and the analytical model of Miedema with wedge, are listed in Table 4.6 and
compared in the Fig. 4.28

Table 4.6: The overall stress on the blade from Miedema’s analytical models (no wedge & wedge), Hatamura
& Chiijiwa’s experiments and DEM simulations

Blade angle Analytical Model of Miedema Experiments
H&C

DEM Simulation
Scaled

𝛼𝑐 [∘] No wedge [kPa] Wedge [kPa] [kPa] [kPa]
30 3.79 3.79 3.5 3.30
45 5.69 5.69 4.6 4.40
60 9.39 9.39 5.7 6.50
75 17.88 13.33 11.8 11.11
90 42.42 14.39 13.3 14.78
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Figure 4.28: The overall stress on the blade with different blade angles from Miedema’s analytical models
(no wedge & wedge), Hatamura & Chiijiwa’s experiments and DEM simulations

Fig. 4.28 illustrates the overall stresses on the blade with five blade angles from
different methods. When the cutting angles are small (30∘, 45∘ and 60∘), both the
no-wedge analytical model and the DEM results agree with the experimental results
well. when the blade angle is over 60∘, the no-wedge model significantly overestimates
the cutting force, on the other hand, the wedge analytical model and the DEM results
match the experiments well. It is thus concluded that DEM simulation can well predict
the cutting force when a wedge occurs at high cutting angles.

4.6. Underwater sand cutting experiments fromMiedema

M iedema carried out a series of underwater sand cutting experiments in the lab-
oratory of Dredging Engineering (DE) of Delft University of Technology. The

results of the experiments are published in (Miedema, 2017) and used as the validation
data for DEM-FVM coupling simulations of underwater sand cutting process. A brief
introduction of Miedema’s experiments is given below.

4.6.1. Test of the hydraulic conductivity of sand samples

B efore conducting the experiment of underwater sand cutting, a test on the hydraulic
conductivity of the sand sample was carried out. For several sand samples that

were used in the experiments, their porosities are tested and recorded. The velocity
that water penetrates a sand sample was also recorded as the hydraulic conductivity
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of that sample. The results are displayed in Table 4.7. With these measurements,
Miedema established the relation between the hydraulic conductivity of the sand sam-
ple (𝐾𝑠𝑎𝑛𝑑) and the porosity of sand samples (𝑛).

Table 4.7: The hydraulic conductivity vs. porosity from (Miedema, 2017)

Porosity Hydraulic conductivity
𝑛 [-] 𝐾𝑠𝑎𝑛𝑑 [m/s]
0.369 7.7×10−5
0.385 1.65×10−4
0.389 2.06×10−4
0.399 2.4×10−4
0.409 2.97×10−4
0.418 3.07×10−4
0.431 3.22×10−4

4.6.2. Underwater sand cutting experiments

For the underwater sand cutting experiments, a tank of 30 m long, 2.5 m wide and
1.35 m high was used. This tank was filled with a sand layer of 0.5 m and a water layer
of 0.6 m above it. The sand used is with a 𝑑50 of 200 𝜇m. The main facilities in the
laboratory are a carriage pulled by two steel cables, drums of a hydraulic winch and
a squirrel-cage motor of 35 kW. The velocity of the carriage can be altered in a range
between 0.05 m/s and 2.5 m/s and the pulling force is up to 6 kN. Fig. 4.29 shows a
depiction of the experimental set-up.

Figure 4.29: The side view of the laboratory for underwater sand cutting experiments

Two types of experiments were conducted, the experiments of 2D effect and 3D
effect. The 2D effect means that sand particles after cut can only fall from the top
the blade, and they cannot fall from the transverse sides of the blade. The 3D effect
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means that sand particles after cut can fall not only from the top of the blade, but also
from the transverse sides of the blade.

Only the cutting forces of the 2D effect experiments were well recorded and pub-
lished, thus here only the 2D effect experiments are introduced. The cutting process
of 2D effect is realized by using a middle blade and two side blades on both sides. The
forces on the blade are measured by a dynamometer mounted on the middle blade,
including the horizontal force, the vertical force, the transverse force and the bending
moment. Similarly, the side blades are also equipped with dynamometers to measure
the horizontal and vertical forces. To measure and record the pore pressure, there are
four pore pressure transducers mounted on the middle blade. The set-up of the center
blade is exhibited in Figure 4.30.

Figure 4.30: The side view of the center blade of 45∘, 60∘ and 30∘ in the experiments of (Miedema, 2017)

The underwater sand cutting experiments were conducted with varying blade angles
and blade heights. The experimental matrix is displayed in Table 4.8.

Table 4.8: Experiment matrix of underwater sand cutting with 200𝜇𝑚 sand by Miedema

Blade angle Blade height Cutting layer thickness ℎ𝑏/ℎ𝑖 Hydrostatic pressure
𝛼𝑐 [∘] ℎ𝑏 [mm] ℎ𝑖 [mm] [-] 𝑝ℎ [kPa]
30 100 100 1 5.89
30 200 100 2 5.89
30 300 100 3 5.89
45 100 100 1 5.89
45 200 100 2 5.89
45 300 100 3 5.89
60 100 100 1 5.89
60 200 100 2 5.89
60 300 100 3 5.89
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4.7. Simulations setup of sand cutting in underwater
condition

4.7.1. Test matrix for the underwater sand cutting simulations

A s introduced in Chapter 4.3, spherical DEM particles with rolling friction are used
in the underwater sand cutting simulations. Both the 2D effect and 3D effect

simulations have been carried out. It should be noted that all the simulations are
actually conducted in 3D domain. Among the two types, the simulations of 2D effect
can be validated with the experiments of (Miedema, 2017).

In DEM, the simulations of 2D effect can be realized by setting the bounding walls
in the transverse directions, which define the width of the sand sample, narrower than
the width of the cutting blade. In this way, the particles can only move along the
cutting blade and fall down from the top to the back of the blade, but they cannot
fall down from the transverse sides of the blade, as shown by Fig. 4.32. The inverse
set-up is arranged for the simulations of 3D effect so that the particles can fall down
from both the blade top and arbitrarily the two transverse sides of cutting blade, as
Fig. 4.33 shows.

Figure 4.31: The side view of the blade and the sand sample

Figure 4.32: The plan view of the set-up for the width of the DEM sand sample and the blade in the
simulation of 2D effect underwater cutting
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Figure 4.33: The plan view of the set-up for the widths of the DEM sand sample and the blade in the
simulation of 3D effect underwater cutting

Corresponding to the experimental matrix of Miedema’s 2D effect tests (Table 4.8),
the following test matrix is designed for the 2D effect simulations.

Table 4.9: Test protocol for the underwater sand cutting simulations of 2D effect (𝑑50 = 0.4𝑚𝑚)

Test
Median Blade Blade Blade Cutting ℎ𝑏

ℎ𝑖
Hydrostatic Cutting

No.
diameter width angle height layer pressure speed

thickness
𝑑50 𝑤 𝛼𝑐 ℎ𝑏 ℎ𝑖 𝑝ℎ 𝑣𝑐

[mm] [mm] [∘] [mm] [mm] [-] [kPa] [cm/s]
2.1 0.4 5 30 3 3 1 5.89 2
2.2 0.4 5 30 3 1.5 2 5.89 2
2.3 0.4 5 30 3 1 3 5.89 2
2.4 0.4 5 45 3 3 1 5.89 2
2.5 0.4 5 45 3 1.5 2 5.89 2
2.6 0.4 5 45 3 1 3 5.89 2
2.7 0.4 5 60 3 3 1 5.89 2
2.8 0.4 5 60 3 1.5 2 5.89 2
2.9 0.4 5 60 3 1 3 5.89 2
2.10 0.4 5 30 3 2.5 1.2 5.89 2
2.11 0.4 5 30 3 2 1.5 5.89 2

In Table 4.9, the initial hydrostatic pressure is set to 5.89 kPa to match the 0.6
m water depth. According to (Miedema, 2017), the variation of hydrostatic pressure
along the depth of the sand sample can be neglected. Test 2.1 to 2.9 are designed to
find out the influences of cutting angle 𝛼𝑐 and the blade height over cutting depth
ratio ℎ𝑏/ℎ𝑖 on the cutting forces. Test 2.10 and 2.11 are added as intermediate cutting
depths for purely checking the influence from the cutting depth ℎ𝑖.

For the simulations of 3D effect, more tests are designed to check more parameters.
As shown by Table 4.10, from Test 3.1 to 3.17, varying blade angle 𝛼𝑐 and the varying
blade height over cutting depth ratio ℎ𝑏/ℎ𝑖 are implemented to check their influences
on the cutting forces under 3D effect conditions. Apart from that, Test 3.1, 3.2 and 3.3
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are designed to check the impact of hydrostatic pressure on the cutting process (0.6 m,
6 m and 60 m water depths), Test 3.12 to 3.17 are to validate if the wedge theory works
in underwater 3D effect cutting simulations when the cutting angle is larger than 60∘.

The median particle diameter in Test series 2 (Table 4.9) and Test series 3 (Table
4.10) is set to be the same as used in the small-scale simulations of dry sand cutting
(Chapter 4.4), which is 0.4 mm. But it is also of interests to check if different particle
size would show significant influence on the underwater cutting process. Thus Test
series 4 is designed with 𝑑50 = 1.2𝑚𝑚, which is three times as large as in Test series
2 and 3.

As shown by the second half of Table 4.10, Test 4.1 to 4.10 are designed with big
particles (𝑑50 = 1.2𝑚𝑚) while the blade height is kept the same as in Test series 2 and
3 (ℎ𝑏 = 3𝑚𝑚), Test 4.11 to 4.18 are designed with big particles while the blade height
is also increased to three times as the original blade height (ℎ𝑏 = 9𝑚𝑚). Although
the cutting angle and hydrostatic pressure are fixed in this series of simulations, the
influence of varying cutting speeds are specifically investigated with varying ℎ𝑏/ℎ𝑖
ratio. In total six different cutting speeds are tried, 2 cm/s, 6 cm/s, 18 cm/s, 54 cm/s,
108 cm/s and 162 cm/s.

As illustrated by Fig. 4.32 and 4.33, the sizes of DEM sand samples used in 2D
effect and 3D effect are different. Here below Table 4.11 shows the size of samples
and number of particles used in each Test series. The particle size distribution (PSD)
applied in these simulations are discrete distributions composed with three different
diameters. The maximum diameter to minimum diameter ratio (𝑑𝑚𝑎𝑥𝑑𝑚𝑖𝑛

) is fixed to be
1.66. An illustration of the sand sample with a blade at its initial position is shown by
Fig. reffig:l-w-h, in which the colors represent different particle diameters.

Figure 4.34: The length, width and height of the sand sample (The colors represent different particle sizes)
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Table 4.10: Test protocol for the simulations of 3D effect. Test series 3 is with 𝑑50 = 0.4𝑚𝑚 and Test series
4 is with 𝑑50 = 1.2𝑚𝑚

Test
Median Blade Blade Blade Cutting ℎ𝑏

ℎ𝑖
Hydrostatic Cutting

No.
diameter width angle height layer pressure speed

thickness
𝑑50 𝑤 𝛼𝑐 ℎ𝑏 ℎ𝑖 𝑝ℎ 𝑣𝑐

[mm] [mm] [∘] [mm] [mm] [-] [kPa] [cm/s]
3.1 0.4 5 30 3 3 1 5.89 2
3.2 0.4 5 30 3 3 1 58.86 2
3.3 0.4 5 30 3 3 1 588.60 2
3.4 0.4 5 30 3 1.5 2 5.89 2
3.5 0.4 5 30 3 1 3 5.89 2
3.6 0.4 5 45 3 3 1 5.89 2
3.7 0.4 5 45 3 1.5 2 5.89 2
3.8 0.4 5 45 3 1 3 5.89 2
3.9 0.4 5 60 3 3 1 5.89 2
3.10 0.4 5 60 3 1.5 2 5.89 2
3.11 0.4 5 60 3 1 3 5.89 2
3.12 0.4 5 75 3 3 1 5.89 2
3.13 0.4 5 75 3 1.5 2 5.89 2
3.14 0.4 5 75 3 1 3 5.89 2
3.15 0.4 5 90 3 3 1 5.89 2
3.16 0.4 5 90 3 1.5 2 5.89 2
3.17 0.4 5 90 3 1 3 5.89 2

4.1 1.2 15 30 3 3 1 5.89 2
4.2 1.2 15 30 3 1.5 2 5.89 2
4.3 1.2 15 30 3 1 3 5.89 2
4.4 1.2 15 30 3 3 1 5.89 6
4.5 1.2 15 30 3 1.5 2 5.89 6
4.6 1.2 15 30 3 1 3 5.89 6
4.7 1.2 15 30 3 3 1 5.89 18
4.8 1.2 15 30 3 3 1 5.89 54
4.9 1.2 15 30 3 3 1 5.89 108
4.10 1.2 15 30 3 3 1 5.89 162
4.11 1.2 15 30 9 9 1 5.89 2
4.12 1.2 15 30 9 4.5 2 5.89 2
4.13 1.2 15 30 9 3 3 5.89 2
4.14 1.2 15 30 9 9 1 5.89 6
4.15 1.2 15 30 9 9 1 5.89 18
4.16 1.2 15 30 9 9 1 5.89 54
4.17 1.2 15 30 9 9 1 5.89 108
4.18 1.2 15 30 9 9 1 5.89 162
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Table 4.11: Particle size distribution and sand sample size in the simulations of 2D and 3D effect

Test
group

Number
of Diameter Weight 𝑑𝑚𝑎𝑥

𝑑𝑚𝑖𝑛

Sand
sample

Sand
sample

Sand
sample

particles [mm] percentage length
[mm]

width
[mm]

height
[mm]

2D effect
Series 2 19234

0.30 25%
1.66 50 4 5.30.40 50%

0.52 25%
3D effect
Series 3 25735

0.30 25%
1.66 50 9 5.30.40 50%

0.52 25%
3D effect
Series 4 24274

1.00 25%
1.66 150 27 16.71.20 50%

1.66 25%

4.7.2. Input parameters for the solid phase and fluid phase

F or sand particles, (Miedema, 2017) did not make detailed description on the ma-
terial properties for his underwater sand cutting experiments. However, he con-

ducted the validation work by comparing the experimental results and the analytical
solutions based on an angle of internal friction of 38∘ and a sand-steel angle of fric-
tion of 30∘. Therefore these two angles are transferred to the coefficient of internal
friction (sand-sand) and coefficient of external friction (sand-blade), and then applied
into LIGGGHTS for DEM sand particles. They are 0.78 and 0.57 respectively.

As has been discussed in Chapter 4.3, the coefficient of rolling friction for the
spherical particles in the underwater sand cutting simulations is set to be 0.7. All the
other input parameters for DEM sand particles are the same as the material properties
and contact parameters used in the sand cutting simulations in dry conditions, as listed
in Table 4.2.

The fluid phase in simulated by OpenFoam. The mesh used in OpenFOAM for
this research is three dimensional Cartesian mesh. As shown by Fig. 4.35, all the fluid
cells are identical cubes, while the side length of the cube is around two times of the
median diameter of the DEM sand particle.

Boundary conditions are very important in the OpenFOAM simulations. It is
defined in the initial files. In OpenFoam, a boundary can be set as patch type or wall
type. The patch type is a generic type without geometric or topological information
about the mesh, such as an inlet or an outlet. The wall type is for a patch coinciding
with a solid wall, like wall functions in turbulence modelling. In this research, the
bottom boundary is set to be wall, while patch is applied to the other five boundaries
as Fig. 4.35 shows. The boundary conditions chosen for the variables at the wall and
the patches are exhibited in Table 4.12, where 𝑝 is the kinematic pressure, 𝑈𝑓 is the
fluid velocity, 𝑈𝑠 is the solid velocity, 𝜌𝑓 is the fluid density, 𝐾𝑠𝑓 is the momentum
exchange term, 𝜖𝑓 is the void fraction of fluid.
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Figure 4.35: The boundaries of the mesh defined in OpenFOAM for underwater sand cutting simulations

Table 4.12: Fluid phase: mesh and boundaries set up in OpenFOAM

Boundary Boundary condition
𝑝 𝑈𝑓 𝑈𝑠 , 𝜌𝑓 , 𝐾𝑠𝑓 𝜖𝑓

top fixedValue inletOutlet zeroGradient fixedValue
left zeroGradient inletOutlet zeroGradient zeroGradient

right zeroGradient inletOutlet zeroGradient zeroGradient
front zeroGradient inletOutlet zeroGradient zeroGradient
back zeroGradient inletOutlet zeroGradient zeroGradient

bottom zeroGradient noSlip zeroGradient zeroGradient
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The viscosity of the fluid is set as 𝜈𝑓 = 1.787 × 10−6 𝑚2/𝑠 and the gravitational
acceleration is set as 𝑔 = −9.81 𝑚/𝑠2. The initial conditions of the fluid are listed in
Table 4.13.

Table 4.13: Initial properties used in OpenFOAM

Test 𝑝ℎ 𝜌𝑓 𝑈𝑓 𝑈𝑠 𝐾𝑠𝑓 𝜖𝑓
No. [kPa] [kg/m3] [m/s] [m/s] [kg/(m3⋅s)] [-]

2.1-2.11 5.89 1000 (0 0 0) (0 0 0) 0 1
3.1 & 3.4-3.17 & 4.1-4.18 5.89 1000 (0 0 0) (0 0 0) 0 1

3.2 58.86 1000 (0 0 0) (0 0 0) 0 1
3.3 588.60 1000 (0 0 0) (0 0 0) 0 1

4.7.3. Coupling intervals in CFDEM for underwater cutting sim
ulations

C FDEM coupling is sensitive to the coupling interval which is the ratio between
FVM time step and DEM time step. In the simulations of this research, time step

for DEM is smaller than for FVM. The following three criteria are considered when
setting the time steps for DEM and FVM.

1) CFL condition (Courant–Friedrichs–Lewy) plays an important role in the stability
of the numerical calculation in CFD. To fulfill the requirement of CFL condition,
the CFL number should be lower than 1, which means the distance that the fluid
travels within the mesh during one time step should be lower than the length of
the mesh element (Courant et al., 1967). OpenFOAM conducts automatic check
for this criterion.

2) The time step in DEM to detect the collision between neighbour particles should be
lower than the time for the Rayleigh wave to transverse the smallest particle in the
set (Ning and Ghadiri, 2006). Rayleigh wave is a surface acoustic wave travelling
through the surface of solid (Telford et al., 1990). So the time step in DEM should
be smaller than the Rayleigh time step as calculated by Eq. (4.5), where 𝑅𝑚𝑖𝑛, 𝜌𝑠,
𝐺𝑝 and 𝜈𝑝 are the minimum radius, soild density, shear modulus and Poisson’s ratio
of the particles respectively.

Δ𝑡𝑟 = 𝜋 ⋅ 𝑅𝑚𝑖𝑛 ⋅
√ 𝜌𝑠
𝐺𝑝

0.1631𝜈𝑝 + 0.8766
(4.5)

3) In the coupled scheme between DEM and FVM, the particle relaxation time is
important to the stability of the simulation. Particle relaxation time (𝜏𝑝) defines
the time for a particle to adjust its velocity to adapt for a new environment of forces.
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Table 4.14: FVM(CFD) and DEM time steps and coupling intervals for the underwater sand cutting simu-
lations

Test 𝑑50 𝑣𝑐 FVM(CFD) DEM Coupling
No. [mm] [cm/s] time step [s] time step [s] interval

2.1-2.11 & 3.1-3.17 0.4 2 2×10−5 2×10−6 10
3.1.1 0.4 2 1×10−5 2×10−6 5

4.1-4.3 & 4.11-4.13 1.2 2 2×10−5 2×10−6 10
4.4-4.6 & 4.14 1.2 6 2×10−5 2×10−6 10

4.7 & 4.15 1.2 18 1×10−5 2×10−6 5
4.8 & 4.16 1.2 54 1×10−5 2×10−6 5
4.9 & 4.17 1.2 108 2×10−6 2×10−6 1
4.10 & 4.18 1.2 162 2×10−6 2×10−6 1

Accordign to Hager (2014), the DEM time step has to be smaller than 𝜏𝑝 to reach
the stability and the accuracy of the numerical simulation, and it is calculated as
Eq. (4.6), where 𝑑𝑝 is the diameter of the particle and 𝜇𝑓 is the dynamic viscosity
of the fluid.

𝜏𝑝 =
𝜌𝑠 ⋅ 𝑑𝑝2

18 ⋅ 𝜇𝑓
(4.6)

In the underwater sand cutting simulations, to satisfy the constraints mentioned
above, the DEM time step is set to 2×10−6 s. On the premises of not damaging the
stability of the calculation or the accuracy of results, it is always wanted to set the
time steps as large as possible to reduce the overall computational time. Thus several
different FVM time steps have been tried out. Initially the FVM(CFD) time step was
set as 2×10−4 s for the simulations using small particles (𝑑50 = 0.4 𝑚𝑚) and small
cutting speed (𝑣𝑐 = 2 𝑐𝑚/𝑠), i.e., Test series 2 and 3. The results show that this
coupling interval of 100 (FVM time step / DEM time step) is too large for the DEM
sand particles to accept the updated fluid-solid interaction forces after each coupling
step. The load on some of the particles is too high so that those particles are shot out.

Therefore, the FVM time steps of these simulations are gradually reduced to 2×10−5
s to realize the convergence. Thus a coupling interval of 10 is considered to be accept-
able. Table 4.14 shows the FVM and DEM time steps and the corresponding CFDEM
coupling intervals for all the simulations. Test 3.1.1 is specially designed to check
if a reduced coupling interval from 10 to 5 will generate a difference on the cutting
forces and fluid flow field in the simulation. All the input parameters of Test 3.1.1
are identical with Test 3.1 except for the FVM time step and the coupling interval.
With relatively higher cutting velocities, 18 cm/s and 54 cm/s, the coupling interval
is reduced to 5. When cutting with very high cutting speeds, 108 cm/s and 162 cm/s,
the coupling interval is set to be 1 to make sure the information from the DEM side is
sufficiently updated to the FVM side.



4.8. Calibration  permeability of DEM sand samples

4

125

4.8. Calibration  permeability of DEM sand samples
As introduced in Chapter 3.5.4, the permeability 𝜅 of the sand sample can be calculated
by Eq. (3.68). Chapter 4.6.1 has introduced the experimental results of Miedema on
the relation between the porosity 𝑛 and hydraulic conductivity 𝐾𝑠𝑎𝑛𝑑 of sand samples.
The relation between 𝐾𝑠𝑎𝑛𝑑 and 𝜅 has been derived by Liu et al. (2019) analytically,
as described by Eq. (4.7).

𝜅 =
𝐾𝑠𝑎𝑛𝑑 ⋅ 𝜇𝑓
𝜌𝑓 ⋅ 𝑔

(4.7)

In the calculation of the permeability 𝜅, the sphericity of the particles 𝜙𝑠 indicates
the level that a particle shape is close to sphere. When 𝜙𝑠 is set to be 1, the particles
are completely spheres, vice versa. Sand grains are not perfectly spheres in reality,
then 𝜙𝑠 is chosen as the tuning factor for the correct permeability.

By substituting the median diameters of the DEM sand particles and the porosities
measured by Miedema into Eq. (3.68), the permeabilities of the DEM sand samples
are calculated. By applying Eq. (4.7), the hydraulic conductivity of the DEM sand
samples can also be calculated. The results are shown in Table 4.15. Fig. 4.36 plots
the hydraulic conductivities from both DEM simulations (𝐾𝑛𝑢𝑚) and Miedema’s ex-
periments (𝐾𝑒𝑥𝑝) together versus the porosity.

Table 4.15: The comparison of the hydraulic conductivity from the simulation and the experiment

Porosity
DEM Simulation Experiment

Permeability Hydraulic conductivity Hydraulic conductivity
𝜅 [m2] 𝐾𝑛𝑢𝑚 [m/s] 𝐾𝑒𝑥𝑝 [m/s]

0.369 1.89×10−11 1.04×10−4 7.7×10−5
0.385 2.27×10−11 1.24×10−4 1.65×10−4
0.389 4.19×10−11 2.3×10−4 2.06×10−4
0.399 4.68×10−11 2.56×10−4 2.4×10−4
0.409 5.20×10−11 2.85×10−4 2.97×10−4
0.418 5.75×10−11 3.15×10−4 3.07×10−4
0.431 6.58×10−11 3.61×10−4 3.22×10−4

Fig. 4.36 shows that the numerical hydraulic conductivity matches well with the
experimental results. That means with the same porosity, the sand sample in the
simulation holds similar permeability as a sand sample in nature to allow the fluid to
flow through. The sphericity of the particles corresponding to different particle sizes
are shown in Table 4.16.
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Figure 4.36: Validation of the hydraulic conductivities from the DEM simulations and Miedema’s experi-
ments

Table 4.16: The value of the sphericity of the particles versus the particle size

Median diameter 𝑑50 [mm] 𝜙𝑠 [-]
0.4 0.411
1.2 0.137

4.9. Results & validations of simulations of sand cut
ting in underwater condition

I n this section, the results from the DEM-FVM coupling simulations of underwater
sand cutting process of both the 2D and 3D effects are discussed and validated

against experimental results.

The simulation results from Test 4.1 to 4.10 are unstable and thus cannot be trusted.
The reason is that the ratio between the blade height to the particle diameter in those
simulations is too small, resulting in insufficient layers of particles on the blade surface.
The blade height used in Test 4.1 to 4.10 is 3 mm, and the median particle diameter is
1.2 mm, so by average there are about 2.5 layers of particles in touch with the blade,
not thick enough to perform the shear failure mechanism in sand cutting. Thus results
of Test 4.1 to 4.10 will not be discussed in the following sections.

4.9.1. Validation of the shear angle from the 2D effect simula
tions

W ith the blade proceeding in the sand sample, a shear plane will appear due to
the shearing between the particles in the sand pile. Therefore, an apparent
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shear angle can be observed based on the velocity difference in the particles. Based
on the observations from experiments, Miedema (2017) derived a semi-empirical and
semi-analytical equation to calculate the shear angle for the underwater sand cutting
process of 2D effect (Eq. (4.8)), which can be used to validate the simulation results.

𝛽 = 75∘ − 𝛼𝑐3 − 𝜙2 −
𝛿
4 (4.8)

This empirical equation is only valid when 𝛼𝑐 is in the range of 15∘ to 60∘, 𝜙 is
between 30∘ and 45∘ and 𝛿 is close to two thirds of 𝜙. The 2D effect simulations Test
2.1 to 2.11 fit in this scope. The shear angles from the simulations of 2D effect (Test
2.1-2.9) and the empirical solutions are displayed in Table 4.17.

Table 4.17: A comparison on the shear angle in underwater cutting between the numerical and empirical
results

Blade angle ℎ𝑏/ℎ𝑖 Numerical shear angle Empirical shear angle
𝛼𝑐 [∘] [-] 𝛽𝑛𝑢𝑚 [∘] 𝛽𝑒𝑚𝑝[∘]
30 1 33.66 38.5
30 2 34.05 38.5
30 3 34.74 38.5
45 1 32.04 33.5
45 2 32.20 33.5
45 3 32.60 33.5
60 1 26.14 28.5
60 2 26.47 28.5
60 3 27.30 28.5

Table 4.17 shows the shear angles from DEM-FVM coupling simulations in all the
cases are slightly smaller than the empirical solutions from Miedema, but the differences
are still within acceptable error margin. Therefore it is considered that the 2D effect
simulations have successfully performed the shear zone and shear angle in underwater
sand cutting process.

Both in simulations and analytical calculations, the shear angle decreases when
the blade angle 𝛼𝑐 increases with constant internal friction angle 𝜙 and the external
friction angle 𝛿. The shear angles from the Test 2.1 to 2.9 are displayed in Fig. 4.37
to 4.45. The color of the particles indicating their velocities, ranging from blue for
low velocity to red for high velocity. From the figures it is clear that shear angle 𝛽 is
negatively correlated to the blade angle 𝛼𝑐.
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Figure 4.37: Shear angle with a blade angle 𝛼𝑐 of 30∘, ℎ𝑏/ℎ𝑖 of 1 (Test 2.1)

Figure 4.38: Shear angle with a blade angle 𝛼𝑐 of 30∘, ℎ𝑏/ℎ𝑖 of 2 (Test 2.2)

Figure 4.39: Shear angle with a blade angle 𝛼𝑐 of 30∘, ℎ𝑏/ℎ𝑖 of 3 (Test 2.3)

Figure 4.40: Shear angle with a blade angle 𝛼𝑐 of 45∘, ℎ𝑏/ℎ𝑖 of 1 (Test 2.4)
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Figure 4.41: Shear angle with a blade angle 𝛼𝑐 of 45∘, ℎ𝑏/ℎ𝑖 of 2 (Test 2.5)

Figure 4.42: Shear angle with a blade angle 𝛼𝑐 of 45∘, ℎ𝑏/ℎ𝑖 of 3 (Test 2.6)

Figure 4.43: Shear angle with a blade angle 𝛼𝑐 of 60∘, ℎ𝑏/ℎ𝑖 of 1 (Test 2.7)

Figure 4.44: Shear angle with a blade angle 𝛼𝑐 of 60∘, ℎ𝑏/ℎ𝑖 of 2 (Test 2.8)
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Figure 4.45: Shear angle with a blade angle 𝛼𝑐 of 60∘, ℎ𝑏/ℎ𝑖 of 3 (Test 2.9)

4.9.2. Analysis of the cutting forces from the 2D effect simula
tions

The influence of the blade angle and cut layer thickness

F or the underwater sand cutting simulations of 2D effect, the influence of the blade
angle and the cutting layer thickness on the cutting force are evaluated by the

overall stresses on the blade. Fig. 4.46 and 4.47 show the developments of the overall
stress on the blade during the 2D effect underwater sand cutting simulations with
different layer thickness ℎ𝑖 and blade angle 𝛼𝑐. In all the simulations, the overall
stresses first increase when the blade is cutting into the sand pile, and then stay at a
stable value when the cutting enters the steady state. The stresses in the steady state
from all the simulations of 2D effect are calculated, including those in the horizontal
direction, the transverse direction, the vertical direction and the overall ones. All the
values are shown in Table 4.18.
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Figure 4.46: Development of the overall stress on the blade during the 2D effect underwater sand cutting
simulations with different layer thickness ℎ𝑖 (Test 2.1, 2.2, 2.3: 𝛼𝑐=30∘, 𝑝ℎ=5.89 kPa, 𝑣𝑐=2 cm/s)

Fig. 4.48(a) to 4.48(c) show that the correlations between the overall stress 𝑆𝑜𝑣𝑒𝑟𝑎𝑙𝑙
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Figure 4.47: Development of the overall stress on the blade during the 2D effect underwater sand cutting
simulations with different blade angle 𝛼𝑐 (Test 2.1, 2.4, 2.7: ℎ𝑖=3 mm, 𝑝ℎ=5.89 kPa, 𝑣𝑐=2 cm/s)

Table 4.18: Cutting stress in the steady state from the simulations of 2D effect

Test Blade ℎ𝑏/ℎ𝑖 Horizontal Transverse Vertical Overall
No. angle [-] stress stress stress stress [Pa]

𝛼𝑐 [∘] 𝑆ℎ [Pa] 𝑆𝑡 [Pa] 𝑆𝑣 [Pa] 𝑆𝑜𝑣𝑒𝑟𝑎𝑙𝑙 [Pa]
2.1 30 1 80.51 0.27 60.83 101.27
2.2 30 2 57.99 0.68 44.22 73.25
2.3 30 3 43.51 0.34 33.38 55.10
2.4 45 1 122.54 0.86 55.28 134.93
2.5 45 2 85.34 0.32 38.38 93.98
2.6 45 3 63.96 0.78 27.10 69.82
2.7 60 1 164.63 -0.73 40.59 170.17
2.8 60 2 116.77 -0.91 26.65 120.31
2.9 60 3 86.00 -0.58 17.33 88.16
2.10 30 1.2 77.43 0.72 59.17 97.84
2.11 30 1.5 65.34 0.68 50.91 83.22
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Figure 4.48: Steady stresses with different thicknesses of layer cut and blade angles from simulations of 2D
effect (Test 2.1-2.11)
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and the cutting layer thickness ℎ𝑖 is approaching a linear relation. The same pattern
can also be found on the horizontal stress 𝑆ℎ and vertical stress 𝑆𝑣 to the cutting layer
thickness. Fig. 4.48(d) to 4.48(f) show that the overall stress 𝑆𝑜𝑣𝑒𝑟𝑎𝑙𝑙 increases with the
blade angle 𝛼𝑐. The horizontal steady stress 𝑆ℎ increases with blade angle 𝛼𝑐, while the
vertical steady stress 𝑆𝑣 shows an obvious decreasing tendency. But it can be found the
values of the steady stresses in the vertical direction 𝑆𝑣 are not as influential as those
in the horizontal direction. Then the small contribution of the vertical stresses and
the big contribution of the horizontal stresses lead to the positive correlation between
the overall stress 𝑆𝑜𝑣𝑒𝑟𝑎𝑙𝑙 and the blade angle 𝛼𝑐.

Validation of the cutting forces

F rom the experiments of Miedema (2017), only the cutting forces of the 2D effect
tests are recorded and published, thus the validation for underwater sand cutting

simulation is conducted with the simulation results of Test 2.1-2.9. Miedema has
recorded all the results of cutting forces in the form of the dimensionless cutting force
𝑐𝑡, as calculated by Eq. (4.9). In Eq. (4.9), 𝐹𝑡 is the overall cutting force, 𝐾𝑚 is
the weighted average hydraulic conductivity 𝐾 of the sand package during the cutting
process, 𝜀 is the average volume strain in the sand.

𝑐𝑡 =
𝐹𝑐𝑡 ⋅ 𝐾𝑚

𝜌𝑓 ⋅ 𝑔 ⋅ 𝑣𝑐 ⋅ ℎ𝑖2 ⋅ 𝜀 ⋅ 𝑤
(4.9)

𝐾𝑚 can be calculated by a weighted average function (Eq. (4.10) and (4.11)) of
initial hydraulic conductivity of the sand package before cutting 𝐾𝑖 and the maximum
hydraulic conductivity of sand package appears in the dilatancy process 𝐾𝑚𝑎𝑥, while
𝐾𝑖 and 𝐾𝑚𝑎𝑥 are linked to permeability by Eq. (4.12) and (4.13), in which 𝜅𝑖 and 𝜅𝑚𝑎𝑥
refer to the initial and maximum intrinsic permeabilities respectively. The average
volume strain 𝜀 in the sand can be calculated with the initial porosity (𝑛𝑖) and the
maximum porosity (𝑛𝑚𝑎𝑥), as shown by Eq. (4.14).

𝐾𝑚 = 𝑎1 ⋅ 𝐾𝑖 + 𝑎2 ⋅ 𝐾𝑚𝑎𝑥 (4.10)

𝑎1 + 𝑎2 = 1 (4.11)

𝐾𝑖 =
𝜅𝑖 ⋅ 𝜌𝑓 ⋅ 𝑔
𝜇𝑓

(4.12)

𝐾𝑚𝑎𝑥 =
𝜅𝑚𝑎𝑥 ⋅ 𝜌𝑓 ⋅ 𝑔

𝜇𝑓
(4.13)

𝜀 = 𝑛𝑚𝑎𝑥 − 𝑛𝑖
1 − 𝑛𝑚𝑎𝑥

(4.14)

𝑐𝑡 can also be determined analytically, Miedema (2017) derived the whole analytical
solution and made comparison between the experimental and analytical results. He
found that, in the experiments, the gravitational force of the layer cut on the blade was
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included in the original vertical cutting force, while in the analytical solution it was
not. To eliminate the effect of gravitational force, the original vertical cutting force is
corrected by subtracting the gravitational force. The component of the gravitational
force acting on the cutting blade is calculated by Eq. (4.15), and the corrected overall
cutting force 𝐹𝑐𝑡′ is calculated by Eq. (4.16), in which 𝐹ℎ and 𝐹𝑣 are the horizontal and
vertical cutting forces respectively.

𝐺𝑣 = (𝜌𝑠 − 𝜌𝑓) ⋅ 𝑔 ⋅ ℎ𝑖 ⋅ 𝑤 ⋅
𝑠𝑖𝑛(𝛼𝑐 + 𝛽)
𝑠𝑖𝑛(𝛽) ⋅ {ℎ𝑏 + ℎ𝑖 ⋅ 𝑠𝑖𝑛(𝛼𝑐)𝑠𝑖𝑛(𝛼𝑐)

+ ℎ𝑖 ⋅ 𝑐𝑜𝑠(𝛼𝑐 + 𝛽)2 ⋅ 𝑠𝑖𝑛(𝛽) } (4.15)

𝐹𝑐𝑡′ = √𝐹2ℎ + (𝐹𝑣 − 𝐺𝑣)2 (4.16)

Once 𝐹𝑐𝑡′ is obtained, the corrected dimensionless cutting force 𝑐𝑡′ can be calculated
via Eq. (4.9), where 𝐹𝑐𝑡 should substituted by 𝐹𝑐𝑡′. Two groups of dimensionless
cutting forces are reported in Miedema’s experiments, the non-corrected (original)
and corrected ones. Correspondingly, the results from the 2D effect simulations are
processed, resulting in two groups of dimensionless cutting forces, the non-corrected 𝑐𝑡
and corrected 𝑐𝑡′. Simulation results from the 2D effect tests are listed in Table 4.19.

Table 4.19: All the results from the simulation of 2D effect for the validating the overall cutting forces

Test 𝛼𝑐 ℎ𝑖 𝜀 𝜅𝑖 𝜅𝑚𝑎𝑥 𝑎1 𝐾𝑚 Non- corrected
No. [∘] [mm] [-] [m2] [m2] [-] [m/s] corrected

𝑐𝑡 [-] 𝑐𝑡′[-]
2.1 30 3 0.31 2.16×10−11 1.94×10−10 0.506 5.9×10−4 0.62 0.52
2.2 30 1.5 0.39 2.16×10−11 7.59×10−11 0.510 2.6×10−4 0.62 0.54
2.3 30 1 0.52 2.16×10−11 5.22×10−11 0.514 2×10−4 0.62 0.54
2.4 45 3 0.28 2.16×10−11 1.54×10−10 0.515 4.7×10−4 0.51 0.51
2.5 45 1.5 0.55 2.16×10−11 1.20×10−10 0.540 3.7×10−4 0.58 0.55
2.6 45 3 0.56 2.16×10−11 6.79×10−11 0.540 2.4×10−4 0.60 0.56
2.7 60 3 0.31 2.16×10−11 2.63×10−10 0.505 7.7×10−4 0.86 0.88
2.8 60 1.5 0.36 2.16×10−11 1.11×10−10 0.552 3.4×10−4 0.86 0.86
2.9 60 1 0.50 2.16×10−11 8.24×10−11 0.564 2.6×10−4 0.81 0.81

The non-corrected dimensionless cutting forces from the experiments and simula-
tions, together with the analytical dimensionless cutting force, are plotted in Fig. 4.49.
When 𝛼𝑐=30∘, the simulated non-corrected dimensionless cutting forces are higher
than both the experimental and analytical values. When (𝛼𝑐 = 45∘, ℎ𝑏/ℎ𝑖 = 1) and
(𝛼𝑐 = 60∘, ℎ𝑏/ℎ𝑖 = 1), the simulated 𝑐𝑡 shows significant underestimation comparing
with the experimental value.

Fig. 4.50 shows the corrected dimensionless cutting forces 𝑐𝑡′ from the experiments,
simulations and analytical calculations. The results match well with each other. In
most scenarios, the simulated 𝑐𝑡′ slightly overestimate the experimental 𝑐𝑡′, but the
difference is relatively small. The largest error margin appears at (𝛼𝑐 = 30∘, ℎ𝑏/ℎ𝑖 =
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2), the simulated 𝑐𝑡′ is 17% higher than the experimental 𝑐𝑡′. It is considered still
acceptable.

In conclusion, the underwater sand cutting simulations of 2D effect shows a suc-
cessful validation against laboratory experiments on the dimensionless cutting forces.
High accuracy can be reached by eliminating the gravitational force on the cut layer.
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Figure 4.49: The dimensionless cutting forces from the simulation of 2D effect, the experiment and the
analytical solutions (non-corrected) (Test 2.1-2.9)

4.9.3. Analysis of the cutting forces from the 3D effect simula
tions

The influence of the blade angle and cut layer thickness

F or the underwater sand cutting simulations of 3D effect, the developments of hor-
izontal, vertical and transverse stresses on the blade during cutting with different

cutting depths are depicted by Fig. 4.51, Fig. 4.52 and Fig. 4.53

The horizontal and vertical cutting stresses show the same pattern as in the 2D
effect simulations, the stresses increase when the blade starts cutting. They will finally
fluctuate around stable values when the cutting enters steady state. For the transverse
stress, the signs of the stress indicates its direction, it can be either positive or negative
randomly. A positive sign means the stress is towards the right hand side of the blade
and vice versa. This is because in the 3D effect cutting, the particles can fall down
from both sides arbitrarily in the cutting process.

Cutting stresses recorded from Test 3.1 and 3.4 to 3.11 are listed out in Table 4.20.
In Test 3.11, the vertical stress becomes negative, this is because with such a large
cutting angle (𝛼𝑐 = 60∘) and shallow cutting depth (ℎ𝑏/ℎ𝑖 = 3), the vertical force on
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Figure 4.50: The dimensionless cutting forces from the simulation of 2D effect, the experiment and the
analytical solutions (corrected for gravity effect) (Test 2.1-2.9)
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Figure 4.51: Effect of the cutting layer thickness on the cutting stress in the horizontal direction (Test 3.1,
3.4, 3.5: 𝛼𝑐=30∘, 𝑝ℎ=5.89 kPa, 𝑣𝑐=2 cm/s)
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Figure 4.52: Effect of the cutting layer thickness on the cutting stress in the vertical direction (Test 3.1, 3.4,
3.5: 𝛼𝑐=30∘, 𝑝ℎ=5.89 kPa, 𝑣𝑐=2 cm/s)
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Figure 4.53: Effect of the cutting layer thickness on the cutting stress in the transverse direction (Test 3.1,
3.4, 3.5: 𝛼𝑐=30∘, 𝑝ℎ=5.89 kPa, 𝑣𝑐=2 cm/s)
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the blade is dominant by the external friction force, thus the resultant vertical force
on the blade is almost zero or slightly upwards.

Fig. 4.54 plots the overall, horizontal and vertical cutting stresses versus different
cutting depths and cutting angles. From Fig. 4.54(a) to 4.54(c) it is learned that all
the three stresses show a more or less linear relation with the cutting depths. This
correlation is the same as found in the 2D effect cutting simulations. Fig. 4.54(e) and
4.54(f) show that horizontal stress shows a positive correlation with the cutting angle
while the vertical stress shows a negative correlation with the cutting angle. Because
in all the scenarios, the horizontal stress is much larger than the vertical stress, thus
the overall stress still shows a positive correlation with the cutting angle.

Table 4.20: Cutting stress in the steady state from the simulations of 3D effect with small particles (𝑑50 =
0.4𝑚𝑚)

Test Blade ℎ𝑏/ℎ𝑖 Horizontal Transverse Vertical Overall
No. angle [-] stress stress stress stress [Pa]

𝛼𝑐 [∘] 𝑆ℎ [Pa] 𝑆𝑡 [Pa] 𝑆𝑣 [Pa] 𝑆𝑜𝑣𝑒𝑟𝑎𝑙𝑙 [Pa]
3.1 30 1 74.54 1.14 44.92 87.52
3.4 30 2 45.93 -0.34 22.62 51.55
3.5 30 3 31.12 -0.28 11.35 33.82
3.6 45 1 110.17 -0.26 37.86 117.04
3.7 45 2 69.75 -0.14 18.85 72.67
3.8 45 3 48.07 -0.43 4.73 49.05
3.9 60 1 142.22 -0.01 20.75 144.30
3.10 60 2 92.50 -1.47 8.08 93.45
3.11 60 3 62.1 -0.12 -0.32 62.89

The influence of the hydrostatic pressure

R esults from Test 3.1 to 3.3 are used to evaluate the relation between the cutting
force and the hydrostatic pressure. As introduced before, three hydrostatic pres-

sures are applied for these simulations, 5.89 kPa, 58.86 kPa and 588.6 kPa. The overall
stress development during the simulations are plotted in Fig. 4.55.

Fig. 4.55 shows that the overall stress on the blade is not influenced by the hy-
drostatic pressure when the cutting speed is low (𝑣𝑐=2 cm/s). With a small cutting
speed cavitation cannot be triggered, thus the hydrostatic pressure will not induce
significant change on the cutting forces. The influence of the hydrostatic pressure on
other aspects will be discussed in the later sections.
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Figure 4.54: Steady cutting stresses with different thicknesses of layer cut and blade angles from simulations
of 3D effect (Test 3.1-3.11)
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Figure 4.55: Effect of the hydrostatic pressure on the overall stress on the blade (Test 3.1, Test 3.2, Test
3.3: 𝛼𝑐=30∘, ℎ𝑖=3 mm, 𝑣𝑐=2 cm/s)

The influence of the DEM particle size

R esults from Test 4.11 to 4.18 (𝑑50=1.2 mm) are compared with Test series 3
(𝑑50=0.4 mm) to analyze the influence of the DEM particle size. As mentioned

before, results from Test 4.1-4.10 are abandoned because the blade can only cut roughly
two layers of particles even with the largest ℎ𝑖, making the cutting force unstable and
unreliable.

The developments of the overall stresses on the blade in various tests are plotted in
Fig. 4.56 to 4.58. As mentioned in Chapter 4.7.1, the sand sample in Test series 4 is
150 mm in length and in Test series 3 is 50 mm long. Therefore for making reasonable
comparison, the horizontal axis in Fig. 4.56 to 4.58 is set to represent the fraction of
sample length that the blade has cut to.

Fig. 4.59 shows the steady cutting state in Test 3.1 and 4.11, the sand samples are
clipped from the middle, only the left half of the sand samples are displayed, in this
way the position of the blade is visible. With ℎ𝑏/ℎ𝑖 = 1, particles can climb over the
blade, and also fall from the transverse sides of the blade. As shown by Fig. 4.56, the
overall stresses in both tests increased at first, and then reached constant values in the
steady state.

Fig. 4.57 shows that the overall stress in Test 3.4 has reached steady state, fluc-
tuating around a stable value, on the contrary, the overall stress in Test 4.12 seems
constantly increasing. It is thus necessary to check the cutting situations. Fig. 4.60
shows in Test 3.4, the cut layer has reached the top of the blade, and particles can
fall from the top to the back of the blade, so the overall stress recorded is the steady
state overall stress. In Fig. 4.61, it is found that the cut layer has not reached the
top the blade even when the blade has cut a quite long distance into the DEM sand
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Figure 4.56: The developments of the overall stresses on the blade - effect of the median diameter on the
overall stress on the blade (ℎ𝑏/ℎ𝑖=1, 𝛼𝑐=30∘, 𝑝ℎ=5.89 kPa, 𝑣𝑐=2 cm/s. Blue line - Test 3.1: ℎ𝑖=3 mm,
ℎ𝑏=3 mm; Red line - Test 4.11: ℎ𝑖 = 9 mm, ℎ𝑏=9 mm)
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Figure 4.57: The developments of the overall stresses on the blade - effect of the median diameter on the
overall stress on the blade (ℎ𝑏/ℎ𝑖=2, 𝛼𝑐=30∘, 𝑝ℎ=5.89 kPa, 𝑣𝑐=2 cm/s. Blue line - Test 3.4: ℎ𝑖 = 1.5 mm,
ℎ𝑏=3 mm; Red line - Test 4.12: ℎ𝑖 = 4.5 mm, ℎ𝑏=9 mm)
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Figure 4.58: The developments of the overall stresses on the blade - effect of the median diameter on the
overall stress on the blade ( ℎ𝑏/ℎ𝑖=3, 𝛼𝑐=30∘, 𝑝ℎ=5.89 kPa, 𝑣𝑐=2 cm/s. Blue line - Test 3.5: ℎ𝑖 = 1 mm,
ℎ𝑏=3 mm; Red line - Test 4.13: ℎ𝑖 = 3 mm, ℎ𝑏=9 mm)

(a) (b)

Figure 4.59: a):The steady state of the cutting process in Test 3.1 (clip section, particle size: 𝑑50=0.4 mm,
sand sample size: 50 mm×9 mm×5.3 mm, blade size: ℎ𝑏=3 mm, 𝑤=5 mm, cutting depth: ℎ𝑖=3 mm);
b):The steady state of the cutting process in Test 4.11 (clip section, particle size: 𝑑50=1.2 mm, sand sample
size: 150 mm×27 mm×16.7 mm, blade size: ℎ𝑏=9 mm, 𝑤=15 mm, cutting depth: ℎ𝑖=9 mm)
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sample, that is why the overall stress recorded has kept increasing, as shown in Fig.
4.57. However, in Test 4.12, it is observed that when the blade almost reached the end
of the DEM sand sample, the cut layer has reached the top of the blade, and particles
could fall from the top to the back of the blade. Thus in the stress record of Test 4.12
(Fig. 4.57), only the last 1/20 piece is considered as steady state. The ℎ𝑏/ℎ𝑖 ratio
for Test 3.4 and 4.12 is 2, it takes much longer time to enter the steady cutting state
comparing with simulations with ℎ𝑏/ℎ𝑖 = 1.

Figure 4.60: The state of the cutting process in Test 3.4 (clip section, particle size: 𝑑50=0.4 mm, sand
sample size: 50 mm×9 mm×5.3 mm, blade size: ℎ𝑏=3 mm, 𝑤=5 mm, cutting depth: ℎ𝑖=1.5 mm)

Figure 4.61: The state of the cutting process in Test 4.12 (clip section, particle size: 𝑑50=1.2 mm, sand
sample size: 150 mm×27 mm×16.7 mm, blade size: ℎ𝑏=9 mm, 𝑤=15 mm, cutting depth: ℎ𝑖=4.5 mm)

Fig. 4.58 shows the overall stress developments for Test 3.5 and 4.13. Large fluc-
tuations are observed on the overall stress record of Test 4.13. Apart from that, the
pattern of the overall stress development is similar to Fig. 4.56 (Test 3.1 and 4.11).
Snapshots are taken from Test 3.5 and 4.13, as depicted by Fig. 4.62 and 4.63 respec-
tively. The steady states of Test 3.5 and 4.13 are apparently different from the steady
state of Test 3.1 and 4.11, the particles cannot form a sufficiently large pile on the blade
to cover the whole blade surface, instead they can only fall from the transverse sides
of the blade. With ℎ𝑏/ℎ𝑖 = 3, they finally climbed to approximately half of the blade
height and then keep steady in the later stage. Therefore, when calculating the overall
stresses in Fig. 4.58, only half of the blade surface is considered. For Test 4.13, with
smaller surface area of the blade covered by larger sand particles, larger fluctuations
of the stress are generated. But the trends of the stress records are reasonable, so that
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the average stresses in the steady cutting state are considered to be reliable.

Figure 4.62: The steady state of the cutting process in Test 3.5 (particle size: 𝑑50=0.4 mm, sand sample
size: 50 mm×9 mm×5.3 mm, blade size: ℎ𝑏=3 mm, 𝑤=5 mm, cutting depth: ℎ𝑖=1 mm)

Figure 4.63: The steady state of the cutting process in Test 4.13 (particle size: 𝑑50=1.2 mm, sand sample
size: 150 mm×27 mm×16.7 mm, blade size: ℎ𝑏=9 mm, 𝑤=15 mm, cutting depth: ℎ𝑖=3 mm)

All the steady state overall stresses are listed out in Table 4.21. The ratio (𝑆1.2/𝑆0.4)
between the overall stress using 𝑑50 = 1.2𝑚𝑚 particles is around 3 times to the overall
stress with 𝑑50 = 0.4𝑚𝑚 particles. The ratio of cutting depths in each comparison
group is also 3, i.e., 9 mm vs. 3 mm, 4.5 mm vs. 1.5 mm and 3 mm vs. 1 mm. As
concluded in Chapter 4.9.3, in the cutting simulations of 3D effect, the overall cutting
stress holds a positive linear correlation with the cutting depth. Therefore here it is
considered that the ratio 𝑆1.2/𝑆0.4 ≈ 3 is induced by different cutting depth. To further
prove that, Test 3.1 (𝑑50 = 0.4𝑚𝑚) is compared with Test 4.13 (𝑑50 = 1.2𝑚𝑚),
although the particle sizes are different, the ℎ𝑏/ℎ𝑖 ratios are different, the cutting
depths are the same (ℎ𝑖 = 3𝑚𝑚). Results show that the overall cutting stresses are
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almost the same (98.83 Pa vs. 99.56 Pa). Thus it is concluded that DEM particle size,
within the tested range, does not influence the cutting stresses on the blade.

Table 4.21: Steady cutting stress from the simulations for analyzing the effect of particle size (Test 3.1, 3.4,
3.5 and Test 4.11, 4.12, 4.13)

Test ℎ𝑏/ℎ𝑖 ℎ𝑖 𝑑50 𝑆𝑜𝑣𝑒𝑟𝑎𝑙𝑙 𝑆1.2/𝑆0.4
No. [-] [mm] [mm] [Pa] [-]
3.1 1 3 0.4 98.83 3.054.11 9 1.2 301.52
3.4 2 1.5 0.4 50.55 2.914.12 4.5 1.2 146.9
3.5 3 1 0.4 33.82 2.944.13 3 1.2 99.56

The influence of the cutting speed

I nput parameters for Test 4.11, 4.14, 4.15, 4.16, 4.17 and 4.18 are exactly the same
except for the cutting speeds. The recorded cutting stresses from the simulations are

listed in Table 4.22 and plotted in Fig. 4.64. Fig. 4.64 shows that both the horizontal
and vertical cutting stresses increase with the cutting speed. The transverse stress, as
listed in Table 4.22, is not linked with the cutting speed. According to Miedema (2017),
the correlation between the cutting stress and cutting speed is approaching positively
linear. In Fig. 4.64, linear regressions are plotted for all the stresses. The correlations
are approaching linear, but not precisely linear. This is considered in agreement with
Miedema’s experimental observations.

It should be mentioned that even at 162 cm/s cutting speed (Test 4.18), cavitation
did not occur. The reason is that the cutting depths in these simulations are only 9
mm. Thus even there is large pressure gradient present in the sand, the pore under
pressure is not big enough to induce cavitation. The fluid pressure field will be analyzed
later in Chapter 4.9.6.

Table 4.22: Cutting stresses in the steady state of the cutting process in different directions with respect to
cutting speeds

Test Cutting Horizontal Transverse Vertical Overall
No. Speed stress stress stress stress

𝑣𝑐 [cm/s] 𝑆ℎ [Pa] 𝑆𝑡 [Pa] 𝑆𝑣 [Pa] 𝑆𝑜𝑣𝑒𝑟𝑎𝑙𝑙 [Pa]
4.11 2 263.97 -2.78 134.88 301.52
4.14 6 355.74 3.48 169.15 399.14
4.15 18 629.11 -12.19 220.53 676.62
4.16 54 1088.27 9.03 270.97 1137.46
4.17 108 2653.53 2.87 717.98 2792.47
4.18 162 4750.23 33.95 1292.02 4970.43
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Figure 4.64: Stresses on the blade versus cutting speed (Test 4.11, 4.14-4.18)

The influence of the coupling interval

A s introduced in Chapter 4.7.3, Test 3.1.1 is specially designed to check if smaller
DEM-FVM coupling interval would induce significant difference in the cutting

process. As listed in Table 4.23, coupling interval of Test 3.1 is 10 and in Test 3.1.1 is
5, all the other settings are the same. Fig. 4.65 shows the overall stress developments
for both tests. The stress developments for the two tests are almost the same. The
overall cutting stress in the steady state of Test 3.1.1, is slightly lower than in Test 3.1
(93 Pa vs. 98.93 Pa). This difference is considered acceptable. Therefore a DEM-FVM
coupling interval of 10 is reliable at 𝑣𝑐 = 2 cm/s cutting speed.

Table 4.23: Cutting stresses in the steady state of underwater sand cutting process with respect to coupling
intervals

Test Coupling Horizontal Transverse Vertical Overall
No. interval stress stress stress stress

steps [-] 𝑆ℎ [Pa] 𝑆𝑡 [Pa] 𝑆𝑣 [Pa] 𝑆𝑜𝑣𝑒𝑟𝑎𝑙𝑙 [Pa]
3.1 10 87.82 -0.39 43.07 98.93

3.1.1 5 81.8 -1.28 44.15 93

Validation of the wedge theory in underwater sand cutting

A s introduced before, the simulations of underwater sand cutting with 𝛼𝑐=75∘ and
𝛼𝑐=90∘ are conducted to analyze whether a wedge occurs with large blade angles

in the underwater cutting process or not. The overall stresses on the blade from the
simulations with these two groups are analyzed together with the results from the
simulations with 𝛼𝑐=30∘, 45∘ and 60∘. All the results are shown in Fig. 4.66.
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Figure 4.65: Overall Stress developments on the blade with different coupling intervals (Test 3.1, 3.1.1)
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Figure 4.66: The overall stress on the blade with varying blade angles and cutting layer thicknesses in the
simulations of underwater sand cutting (Test 3.1, Test 3.4-3.17: 𝑣𝑐 = 2 cm/s)

Table 4.24: The overall stress on the blade with varying blade angles and cutting layer thicknesses in the
simulations of underwater sand cutting (Test 3.9-3.17)

Test No. ℎ𝑖 [mm] Overall stress 𝑆𝑜𝑣𝑒𝑟𝑎𝑙𝑙 [Pa] Ratio of the stresses𝛼𝑐=60∘ 𝛼𝑐=75∘ 𝛼𝑐=90∘
3.9 & 3.12 & 3.15 3 144.30 222.87 259.40 1:1.5:1.9
3.10 & 3.13 & 3.16 1.5 77.87 116.31 146.83 1:1.5:1.9
3.11 & 3.14 & 3.17 1 37.74 56.47 71.50 1:1.5:1.9
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The trends in Fig. 4.66 shows that the increasing rate of the overall stresses with 𝛼𝑐
over 60∘ is not significantly larger than that with 𝛼𝑐 in the range of 30∘-60∘. According
to Miedema (2017), this indicates the cutting mechanism changes with large blade
angles.

He and Vlasblom (1998) carried out a series of experiments of underwater sand
cutting with large blade angles in the laboratory of Dredging Engineering at Delft
University of Technology. Few information can be found about the detailed input
parameters for their experiments which are important for validation. But they reported
that from their experiments the ratio between the cutting forces with blade angles of
60∘, 75∘ and 90∘ is approximately 1:1.5:2, and they have observed wedge forming in
the cutting. As shown by Table 4.24, the ratio of overall stresses with blade angles
of 60∘, 75∘ and 90∘ in the underwater sand cutting simulations is around 1:1.5:1.9.
This is quite close to the ratio obtained from experiments. Therefore, it is concluded
that DEM-FVM coupling model can simulate the underwater sand cutting with large
cutting angles well.

If there is a wedge formed, only the particles in the layer cut move upwards along
the front surface of the wedge, which is the ”pseudo blade ” in Miedema’s words. The
particles in the wedge move much slowly with respect to the blade in the vertical
direction. To observe the wedge, the vertical velocity distribution of the particles near
the blade in Test 3.15 with 𝛼𝑐=90∘ and ℎ𝑖=3 mm is shown here in Fig. 4.67.

Although not very obvious, a wedge can be found between the blade and the layer
cut from the vertical velocity distinction in Fig. 4.67. It can be seen the particles in the
wedge have smaller velocities compared with the outer layer. The boundary line of the
wedge to the shear layer is not very obvious. According to Miedema (2017), the wedge
in underwater sand cutting is a dynamic wedge instead of a static wedge, meaning the
grains in the wedge also move relative to the blade. In both reality and simulations,
the surface between the wedge and the layer cut cannot be easily distinguished.

4.9.4. Analysis of the porosity change in the cutting zone

I n this research, porosity represents the volume fraction of the fluid inside the soil.
While the cutting blade proceeds in the sand, the porosity changes due to the move-

ment of the sand. The main area of interest is the dilatation zone where the shearing
happens.

Three locations, A, B and C, are chosen for analysing the porosity change during
cutting process, as shown in Fig. 4.68. The locations of these three cells only differ in
vertical direction. They are all at the centre location inside the sand package in the
transverse direction. Location B is at the height of the blade tip, while Location A
and C are one cell above and below the blade tip respectively.

The porosities at those three locations are monitored from the beginning to the
moment that the blade passes Location A. Fig. 4.69 shows the porosity change at
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Figure 4.67: The wedge in the underwater cutting process - Test 3.15: 𝛼𝑐=90∘, ℎ𝑖=3 mm.

these three locations in this period in Test 3.1 (𝛼𝑐=30∘, ℎ𝑖=3 mm, 𝑣𝑐=2 cm/s and
𝑝ℎ=5.89 kPa)

In Fig. 4.69, the porosities of the three locations remain undisturbed until around
𝑡=0.65 s, and then the porosity starts to change at the three locations. Later on, the
porosities at Location B and C show fluctuations while that at Location A increases.

On one hand, the increase of the porosity is a phenomenon accompanied with
dilatation, which means the pores increase in volume. On the other hand, the decrease
of that indicates the particles are subject to some compression under the push of
the proceeding blade. The fluctuation indicates alternation of the compression and
dilatation.

From the porosity change, it is learned that particles at Location A experience the
dilatation firstly and then some compression when they are on the surface of the blade.
The particles at Location B experience the compression vigorously at first, and then
compression and dilatation alternatively. The same trend is found at Location C, but
the amplitude is much smaller. In general, the porosity at these three locations have
all increased after 1.1 s.

To find out the quantitative difference of the porosities at the three locations, the
initial, minimum and maximum values of the porosity (𝑛𝑖, 𝑛𝑚𝑖𝑛, 𝑛𝑚𝑎𝑥) of different
groups are calculated and listed in Table 4.25.

Comparing Test 3.1 and 4.11 in Table 4.25, it is found that the initial porosities of
the sand samples with different particle sizes are similar to each other. The maximum
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Figure 4.68: The location of the cells for analyzing the porosity change (Side view)
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Figure 4.69: Porosity change during Test 3.1: 𝛼𝑐=30∘, ℎ𝑖=3 mm, 𝑝ℎ=5.89 kPa, 𝑣𝑐=2 cm/s
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Table 4.25: The initial, minimum and maximum porosity at the three locations

Test 𝑑50 𝑣𝑐 A B C
No. [mm] [cm/s] 𝑛𝑖 𝑛𝑚𝑖𝑛 𝑛𝑚𝑎𝑥 𝑛𝑖 𝑛𝑚𝑖𝑛 𝑛𝑚𝑎𝑥 𝑛𝑖 𝑛𝑚𝑖𝑛 𝑛𝑚𝑎𝑥
3.1 0.4 2 0.40 0.35 0.44 0.39 0.36 0.43 0.41 0.36 0.43
4.11 1.2 2 0.41 0.31 0.51 0.40 0.35 0.59 0.41 0.34 0.52
4.14 1.2 6 0.41 0.33 0.58 0.40 0.34 0.59 0.41 0.30 0.54
4.15 1.2 18 0.41 0.33 0.58 0.40 0.34 0.59 0.41 0.30 0.54
4.16 1.2 54 0.41 0.33 0.62 0.40 0.37 0.63 0.41 0.30 0.54
4.17 1.2 108 0.41 0.36 0.61 0.40 0.37 0.63 0.41 0.32 0.54
4.18 1.2 162 0.41 0.37 0.61 0.40 0.39 0.67 0.41 0.37 0.54

porosity is larger with larger particles (𝑑50=1.2 mm), while the minimum porosity is
larger for smaller particles (𝑑50=0.4 mm).

In all the cases, dilatancy have been witnessed. But it should also be pointed out
there is always a certain extent of compression has occurred before the final dilatancy.
The level of compression (𝑛𝑖 − 𝑛𝑚𝑖𝑛) reduces when cutting velocity 𝑣𝑐 increases. The
possible reason for that is the sand samples used for the cutting simulations are not very
dense. If a more wide PSD is applied, then it is believed that the level of compression
will be much smaller. However, based on the trend observed in Fig. 4.69 and Table
4.25, it is reasonable to believe that, even with a much wider PSD, compression will
still be an inevitable transient process before shear layer forms up.

4.9.5. Analysis of the fluid flow field

F luid velocity is of importance to the underwater cutting process as it strongly
influences the drag force on the particles. To evaluate the fluid velocity change

in the cutting direction and the vertical direction, the same three cells used for the
porosity change analysis are chosen as Fig. 4.68 shows. Fig. 4.70 and 4.71 show the
horizontal and vertical fluid velocities of the three locations respectively for Test 3.1,
from the beginning to the moment that the blade has passed Location A.

Fig. 4.70 and Fig. 4.71 show similar trends of the fluid velocities in the cutting
and vertical directions at the three locations. Fluid velocities at Location A and B
both increase but with different amplitudes when the blade approaches these locations.
However, the fluid velocity at Location C shows some fluctuations, even turns negative
at some moments.

Fig. 4.70 shows the fluid velocities in the cutting direction at Location A and
B start to change at around 𝑡=0.7 s when the particles in the neighbourhood are
mobilized by the blade. Then at about 𝑡=0.75 s, they both start to increase with some
fluctuations. When the pore volume between the particles changes, fluid has to flow
into the enlarged pores or out of the shrunken pores under the pressure gradient. The
positive sign indicates that the direction of the fluid velocity is the same as that of the
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Figure 4.70: The fluid velocity in the cutting direction in Test 3.1: 𝛼𝑐=30∘, ℎ𝑖=3 mm, 𝑝ℎ=5.89 kPa, 𝑣𝑐=2
cm/s
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Figure 4.71: The fluid velocity in the vertical direction in Test 3.1: 𝛼𝑐=30∘, ℎ𝑖=3 mm, 𝑝ℎ=5.89 kPa, 𝑣𝑐=2
cm/s
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blade. For the fluid velocity at Location C, there are always some fluctuations around
0 after 𝑡=0.7 s. This means the fluid below the height of the blade tip flows both
in the positive and negative horizontal directions under the intervention of the blade
movement.

In Fig. 4.71, the trend of the vertical velocity of fluid at Location A is similar to
that in the horizontal direction, increasing with some fluctuation. But the situation is
different for those at Location B and C. The fluid velocities at these two locations both
show fluctuations around 0 after 𝑡=0.6 s. 𝑢𝑓𝑧 at Location C is mostly negative. This
indicates the fluid below the blade tip mostly flows downwards penetrating the sand
bed. The fluid at Location B flows upwards firstly while being compressed, but later
upwards and downwards alternatively in the dilatation phase. This means a bifurcating
tendency of the streamlines is present at this location.

Fluid velocity and pressure fields are visualized in Fig. 4.72 to 4.78 to show the
change of the fluid flow field with different cutting velocities. The color of the arrows
represents the magnitude of the fluid velocity and the direction of them stands for the
velocity direction. The color of the background represents the fluid pressure. Fig. 4.72
is for Test 3.1, where small particles are used (𝑑50=0.4 mm). Fig. 4.73 to 4.78 are
for Test 4.11 and 4.14-4.18, where big particles are used (𝑑50=1.2 mm), the cutting
velocity ranges from 2 to 162 cm/s.

Figure 4.72: The fluid flow field of Test 3.1 (𝑑50=0.4 mm, 𝛼𝑐=30∘, ℎ𝑏=3 mm, ℎ𝑖=3 mm, 𝑝ℎ=5.89 kPa,
𝑣𝑐=2 cm/s)

To distinguish the features of the fluid field corresponding to different cutting
speeds, based on Fig. 4.72 to 4.78, the sketches of fluid velocity field with low, medium
and high cutting speeds are made, as Fig. 4.79 to 4.81 show.

When the cutting speed is low, apparent large eddies can be found both in front of
and behind the blade. The fluid velocities behind the blade are higher than other areas
as displayed in Fig. 4.72 to 4.74. The particles fall down from the top of blade to the
back of blade. The fluid near there is affected by the dropping particles. Meanwhile,
the fluid behind the dropping particles flows away from the blade and goes up to join
the eddy behind the blade. Hence, a part of the velocity vectors behind the blade
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Figure 4.73: The fluid flow field of Test 4.11 (𝑑50=1.2 mm, 𝛼𝑐=30∘, ℎ𝑏=9 mm, ℎ𝑖=9 mm, 𝑝ℎ=5.89 kPa,
𝑣𝑐=2 cm/s)

Figure 4.74: The fluid flow field of Test 4.14 (𝑑50=1.2 mm, 𝛼𝑐=30∘, ℎ𝑏=9 mm, ℎ𝑖=9 mm, 𝑝ℎ=5.89 kPa,
𝑣𝑐=6 cm/s)
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Figure 4.75: The fluid flow field of Test 4.15 (𝑑50=1.2 mm, 𝛼𝑐=30∘, ℎ𝑏=9 mm, ℎ𝑖=9 mm, 𝑝ℎ=5.89 kPa,
𝑣𝑐=18 cm/s)

Figure 4.76: The fluid flow field of Test 4.16 (𝑑50=1.2 mm, 𝛼𝑐=30∘, ℎ𝑏=9 mm, ℎ𝑖=9 mm, 𝑝ℎ=5.89 kPa,
𝑣𝑐=54 cm/s)
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Figure 4.77: The fluid flow field of Test 4.17 (𝑑50=1.2 mm, 𝛼𝑐=30∘, ℎ𝑏=9 mm, ℎ𝑖=9 mm, 𝑝ℎ=5.89 kPa,
𝑣𝑐=108 cm/s)

Figure 4.78: The fluid flow field of Test 4.18 (𝑑50=1.2 mm, 𝛼𝑐=30∘, ℎ𝑏=9 mm, ℎ𝑖=9 mm, 𝑝ℎ=5.89 kPa,
𝑣𝑐=162 cm/s)

Figure 4.79: The sketch of the fluid flow field with low cutting speeds (𝑣𝑐=2-6 cm/s)
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Figure 4.80: The sketch of the fluid flow field with medium cutting speeds (𝑣𝑐=18-54 cm/s)

Figure 4.81: The sketch of the fluid flow field with high cutting speeds (𝑣𝑐=108-162 cm/s)
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are parallel to the horizontal direction. Under the push of the blade, the fluid in
front of the blade and around the blade tip flows forward and the velocity vectors are
almost horizontal. Near the right end of the sand sample, the velocity vectors near
the free surface of the sand sample are split up into two groups and go upwards and
downwards respectively. This is because the fluid above the free surface of the sand
pile flows upwards under the disturbance of the moving blade, while the fluid in the
lower layer of the sand pile flows downwards to penetrate the sand particles. The other
two groups of velocity vectors coming from outside the right boundary encounter them
and form a cavity around the free surface of the sand sample. A high pressure area is
found behind the blade as the dropping particles gathering there.

Fig. 4.80 shows, when the cutting speed increases, the two large eddies near the
blade gradually converge into one. The velocity vectors are parallel to the horizontal
direction only behind the blade, while those in front of the blade start to direct upwards.
The dropping particles start to move farther with a larger speed before settling on the
seabed, making the void space between them and the blade larger. Then the fluid here
flows towards the proceeding blade. The bifurcation of the velocity vectors and the
cavity still exist far from the blade in the proceeding direction. The high pressure area
behind the blade becomes farther from the blade.

Fig. 4.81 shows that the velocity vectors behind the blade are different when the
cutting speed is even higher. They are influenced by the particle tail where the particles
are moving at high speed. There is a large eddy caused by the settling particles near
the left end of the sand sample. The fluid flow behind the blade follows the blade as
the particles do not settle that rapidly due to their inertia. The velocity vectors in
front of the blade are similar to the medium case. The furcation of the velocity vectors
and the cavity are observed near the right end of the sand sample.

4.9.6. Analysis of the fluid pressure gradient distribution

P ressure gradient plays an important role in the momentum conservation for the
fluid phase. The area of interest is the dilatation zone where the pore volume

increases due to the shearing between the particles. The dilatation is reflected by the
water pore under pressure. Fig. 4.82 indicates the fluid pressure in the shear zone is
lower than that in the surrounding areas, as explained by the theory of underwater
sand cutting (Miedema, 2017). This means the pores in the shear zone experience
increase in volume due to the shear between particles.

Pressure gradient term also has a great effect on the forces acting on the particles.
As Fig. 4.83 shows, the largest pressure gradient always appears in the dilatation zone,
where the failure plane develops.

With varying cutting speeds, the strain rate in the solids changes, making the
pressure gradient in the dilatation zone various in magnitudes. Table 4.26 lists out the
cutting speeds and corresponding pressure gradients in the dilatation zone. Fig. 4.84
plots the pressure gradients for simulations using 𝑑50= 1.2 mm particles.
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Figure 4.82: The low pressure in the dilatation zone (Test 3.1: 𝛼𝑐=30∘, ℎ𝑖=3 mm, 𝑣𝑐=2 cm/s, 𝑝ℎ=5.89
kPa)

Figure 4.83: The pressure gradient ”grad(p)” in the dilatation zone (Test 3.1: 𝛼𝑐=30∘, ℎ𝑖=3 mm, 𝑣𝑐=2
cm/s, 𝑝ℎ=5.89 kPa)
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Table 4.26: Pressure gradient in the dilatation zone with different cutting speeds

Test Median Cutting Pressure gradient
No. diameter speed in the dilatation zone

𝑑50 [mm] 𝑣𝑐 [cm/s] ∇𝑝 [kPa/m]
3.1 0.4 2 11.4
4.11 1.2 2 16.3
4.14 1.2 6 38.8
4.15 1.2 18 73.0
4.16 1.2 54 113.0
4.17 1.2 108 289.0
4.18 1.2 162 851.2

Figure 4.84: Pressure gradient with different cutting speeds, the dash line represents the curve fitting of an
exponential relation
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Table 4.26 and Fig. 4.84 show that the pressure gradient ∇𝑝 in the dilatation zone
increases with the cutting speed 𝑣𝑐. A curve fitting based on an exponential relation
is made in Fig. 4.84, which reveals that ∇𝑝 increases significantly faster with larger
𝑣𝑐. This tells that the resistance on the cutting blade will increase dramatically when
cutting above 162 cm/s, because the pressure gradient also influences the particles in
the form of a fluid-particle interaction force. This will be discussed in Chapter 4.9.7
in detail.

The pressure gradients in these simulations are not large enough to trigger cavita-
tion. However, based on the pressure gradients obtained, it is deduced that if further
increase the cutting speed to 200 cm/s above, then cavitation will occur.

4.9.7. Analysis of the fluidsolid interaction forces

T he fluid-solid interaction forces applied are the Gidaspow drag force 𝑓𝑑, the pressure-
gradient force 𝑓∇𝑝 and viscous force 𝑓∇⋅𝜏. To study to how much extent these forces

influence the cutting process of different cutting speeds or hydrostatic pressures, four
areas of interest are specifically chosen from the fluid pressure distribution in the steady
state, which are shown in Fig. 4.85.

Figure 4.85: The four areas for studying the fluid-solid interaction forces (Test 3.1: 𝛼𝑐=30∘, ℎ𝑖=3 mm, 𝑣𝑐=2
cm/s, 𝑝ℎ=5.89 kPa)

The four areas of interest are the surface layer of the layer cut on the blade (Area 1),
the inner layer of the layer cut (Area 2), the shear zone (Area 3) and the area in front
of the shear zone (Area 4). In each area, the coupling forces acting on the particles are
recorded. The average value of each coupling force is calculated by dividing the total
coupling force in the area by the number of particles in the area. In this way, the three
average coupling forces in each area are obtained, and then their contribution in the
total fluid-solid interaction force can be examined.

The influence of the hydrostatic pressure

T o study the influence of the hydrostatic pressure on the coupling forces, the results
from Test 3.1-3.3 are listed out, as Table 4.27 shows. In all the cases, viscous forces

are much smaller than the other two forces. Fig. 4.86 plots the change of the drag and
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pressure gradient forces in all the four areas against the hydrostatic pressure 𝑝ℎ, where
the solid lines stand for the magnitudes of the drag forces while the dashed lines are
the magnitudes of the pressure gradient forces. The colours represent different areas.

Table 4.27: The fluid-solid interaction forces on the particles in different areas with different hydrostatic
pressures

Test 𝑑50 𝑣𝑐 𝑝ℎ Area Gidaspow drag Pressure-gradient Viscous
No. [mm] [cm/s] [kPa] force 𝑓𝑑 [N] force 𝑓∇𝑝 [N] force 𝑓∇⋅𝜏 [N]

3.1 0.4 2 5.89
1 5.02×10−7 8.48×10−8 4.10×10−10
2 5.45×10−7 1.02×10−7 3.86×10−10
3 5.84×10−7 9.53×10−8 1.78×10−10
4 3.83×10−8 3.82×10−8 4.77×10−11

3.2 0.4 2 58.86
1 6.41×10−7 1.32×10−7 5.81×10−10
2 8.46×10−7 1.24×10−7 5.69×10−10
3 7.57×10−7 1.24×10−7 2.63×10−10
4 4.52×10−8 3.64×10−8 3.21×10−11

3.3 0.4 2 588.6
1 7.53×10−7 1.36×10−7 6.93×10−10
2 8.08×10−7 1.53×10−7 6.74×10−10
3 8.99×10−7 1.66×10−7 3.70×10−10
4 1.25×10−7 1.09×10−7 9.11×10−11

It can been seen from Fig. 4.86, in most of the cases, the forces increase with
𝑝ℎ, but there are also cases when the forces decrease or stay the same when 𝑝ℎ has
increased to ten times larger. There is no fixed pattern to relate the coupling forces
with the hydrostatic pressure. This is reasonable since cavitation did not occur in these
simulations. A possible reason for the differences in the forces with different hydrostatic
pressures is that each simulation is different, so different particles of different sizes
appeared in the cells of those four specific areas in different test, and the coupling
force is proportional to particle volume. Therefore the resulting coupling forces are
different.

Fig. 4.86 also shows drag force in Area 4 is significantly smaller than in the other
three areas. This is reasonable since Area 4 is the sand bed where water hardly flows
there. To further understand which force dominates the coupling in each area, the
influence fractions of theses forces are shown in a bar chart (Fig. 4.87) to display the
general trend of the coupling forces with the increasing hydrostatic pressure.

In Fig. 4.87, the bars from left to right in a group denote the coupling force
distribution in Area 1 to Area 4 respectively. It is clear that the viscous force 𝑓∇⋅𝜏 is
so small that its contribution is negligible. Fig. 4.87 also implies that the Gidaspow
drag force 𝑓𝑑 always dominates in the four areas irrespective of different hydrostatic
pressures at this low cutting speed (𝑣𝑐=2 cm/s). The percentages of the forces do
not change a lot in these cases. Hence it can be concluded that at this cutting speed,
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Figure 4.86: The drag forces and pressure gradient forces in different areas with different hydrostatic pressure
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Figure 4.87: The percentage of different fluid-solid interaction forces in the four areas versus hydrostatic
pressure, the bars from left to right in one group denote the coupling force distribution in Area 1 to Area 4
respectively. (𝑣𝑐=2 cm/s, Test 3.1: 𝑝ℎ=5.89 kPa, Test 3.2: 𝑝ℎ=58.86 kPa, Test 3.3: 𝑝ℎ=588.6 kPa)
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hydrostatic pressure does not significantly influence the coupling force distribution.

The influence of the cutting speed

R esults from Test 4.11 and 4.14-4.18 are listed out in Table 4.28 to evaluate the
effect of the cutting speed. Comparing with Table 4.27, one can find that the

forces increase with particle size in general. This is because the forces are particle-
based and related to the particle volume. It is again clear to see that the viscous force
𝑓∇⋅𝜏 is always the lowest force in all the cases. The drag force and the pressure gradient
force are the governing forces for the interaction. Fig. 4.88 shows the change of drag
and pressure gradient forces over the cutting speed, where the solid lines stand for the
magnitudes of the drag forces while the dashed lines are the magnitudes of the pressure
gradient forces. The colours represent different areas.

Table 4.28: The fluid-solid interaction forces on the particles in different areas with different cutting speeds

Test 𝑑50 𝑣𝑐 𝑝ℎ Area Gidaspow drag Pressure-gradient Viscous
No. [mm] [cm/s] [kPa] force 𝑓𝑑 [N] force 𝑓∇𝑝 [N] force 𝑓∇⋅𝜏 [N]

4.11 1.2 2 5.89
1 1.61×10−5 8.20×10−6 3.73×10−9
2 2.06×10−5 9.53×10−6 3.07×10−9
3 4.85×10−5 1.08×10−5 1.63×10−9
4 1.07×10−5 8.25×10−6 1.62×10−9

4.14 1.2 6 5.89
1 3.27×10−5 7.09×10−6 4.86×10−9
2 2.82×10−5 1.54×10−5 3.67×10−9
3 8.54×10−5 1.85×10−5 3.17×10−9
4 1.76×10−5 1.25×10−5 1.05×10−9

4.15 1.2 18 5.89
1 5.01×10−5 2.02×10−5 1.23×10−8
2 5.16×10−5 2.90×10−5 5.65×10−9
3 1.52×10−4 1.33×10−4 9.63×10−9
4 1.07×10−4 1.04×10−4 7.96×10−9

4.16 1.2 54 5.89
1 9.14×10−5 6.58×10−5 3.05×10−8
2 5.87×10−5 5.93×10−5 1.63×10−8
3 2.38×10−4 2.26×10−4 6.17×10−8
4 2.19×10−4 1.41×10−4 1.64×10−8

4.17 1.2 108 5.89
1 2.08×10−4 1.23×10−4 5.94×10−8
2 1.69×10−4 1.63×10−4 3.89×10−8
3 2.57×10−4 3.03×10−4 3.28×10−8
4 2.27×10−4 1.97×10−4 2.25×10−8

4.18 1.2 162 5.89
1 4.41×10−4 2.20×10−4 8.89×10−8
2 2.41×10−4 2.37×10−4 2.93×10−8
3 3.24×10−4 4.58×10−4 8.39×10−8
4 2.68×10−4 2.67×10−4 2.62×10−8
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Figure 4.88: The drag forces and pressure gradient forces in different areas with different cutting speeds

Fig. 4.88 shows that, from low to high cutting speed, the drag force 𝑓𝑑 and the
pressure gradient force 𝑓∇𝑝 both show increasing tendencies. In Area 1, 𝑓𝑑 is always
larger than 𝑓∇𝑝. The gap between these two forces increases with 𝑣𝑐. The change in
the rankings of 𝑓𝑑 and 𝑓∇𝑝 with 𝑣𝑐 is quite remarkable in Area 3 where the dilatation
happens. 𝑓∇𝑝 surpasses 𝑓𝑑 when 𝑣𝑐 is over 54 cm/s and becomes the dominant force
in the three coupling forces. To better review the influence fractions of theses forces,
Fig. 4.89 is made to show the general trend of the coupling forces with the increasing
cutting speed.

Fig. 4.89 indicates that the force dominance changes in the four areas with the
cutting speed. One can find the Gidaspow drag force 𝑓𝑑 is not always dominant
among the three forces. When 𝑣𝑐 is relatively low, 𝑓𝑑 is the dominant force in all the
four areas, but differs with its percentage. In the first two groups, 𝑓𝑑 takes up more
weight in Area 3. With a cutting speed over 18 cm/s, 𝑓∇𝑝 starts to increase and takes
over the dominant place in the last three groups. This phenomenon reflects the relation
between the cutting speed and the pressure drop in the shear zone. With the blade
proceeding faster, larger under pressure is created, resulting in large pressure gradient
force.

Within Area 1 and 2, 𝑓𝑑 occupies more in Area 1 than in Area 2 in most cases,
as the particles in Area 1 are scoured by the fluid near the free surface of the sand
sample. When 𝑣𝑐 is over 54 cm/s, the portion of 𝑓𝑑 increases in Area 1 but stays
the same in Area 2. This means the influence of 𝑣𝑐 on the fractions of the coupling
forces is significant in Area 1 but not much in Area 2. The fractions of 𝑓𝑑 and 𝑓∇𝑝
in Area 4 are always similar in these cases, which means 𝑣𝑐 poses little affect on the
fluid-solid interaction in the undisturbed sand. Based on the trend found in Fig. 4.89,
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Figure 4.89: The percentage of different fluid-solid interaction forces in the four areas versus cutting speed,
the bars from left to right in one group denote the coupling force distribution in Area 1 to Area 4 respectively.
(𝑝ℎ=5.89 kPa, Test 4.11: 𝑣𝑐=2 cm/s, Test 4.14: 𝑣𝑐=6 cm/s, Test 4.15: 𝑣𝑐=18 cm/s, Test 4.16: 𝑣𝑐=54 cm/s,
Test 4.17: 𝑣𝑐=108 cm/s, Test 4.18: 𝑣𝑐=162 cm/s)

it is reasonable to believe, with further increased cutting speed, the pressure gradient
force will become the most dominant force in Area 3, which is the shearing zone, and
that would become the main resistance against cutting.

4.10. Conclusions and Recommendations

F or numerical modelling of the dry sand cutting process.

1. In DEM, non-spherical particles based on a regular tetrahedron internal structure
can well represent the mechanical behavior of natural sand. Phenomenons like
interlocking, shearing and dilatation can occur spontaneously without any extra
constitutive laws applied on macro scale. The porosity of a natural randomly
packed particles sample is in the range of 0.36 ∼ 0.41, which is quite similar to
real sand piles.

2. In the simulation of dry sand cutting, the mechanical properties of the particles
can be chosen to match the values obtained from reality, e.g., engineering practice
or lab experiments.

3. Adjustment is needed to overbridge the gap from the scale of the numerical
simulation to the reality. The theory developed by (Miedema, 2017) can be
applied to create the scaling relation. The cutting forces scale with the (ℎ2𝑖 ⋅𝑤⋅𝜌𝑠)
factor, while the cutting stresses scale with the (ℎ𝑖 ⋅ 𝜌𝑠) factor.

4. The cutting speed in the simulation is relatively small, as a result the inertia
effect is not investigated in this study, therefore the stresses are mainly induced
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by gravity. The validation tests have proven that, the cutting forces on the blade,
after scaling, resemble well with the experimental results from (Hatamura and
Chjiiwa, 1976b).

5. The simulation results prove that, with large cutting angles (75∘ and 90∘), the
cutting force develop according to the wedge theory of Miedema (2017). However,
the wedge is not static and thus cannot be easily visualized.

For numerical modelling of underwater sand cutting process.

1. The shear angles appeared in the underwater sand cutting simulations are slightly
smaller than the empirical results. The differences are considered acceptable.
Underwater sand cutting simulations have successfully presented the shear plane
development, compression and dilatation processes.

2. In both the 2D and 3D effect simulations, the horizontal, vertical and overall
cutting stresses increase near-linearly with cutting depth. The horizontal stress
is positively correlated with the cutting angle, while the vertical stress shows the
opposite. The horizontal stress is dominant, resulting in the overall stress is also
positively correlated with the cutting angle.

3. Validation on the dimensionless cutting force for the 2D effect cutting process
shows that, large errors appear at ℎ𝑏/ℎ𝑖 = 1 when the results are not corrected
for gravity effect. After the results are corrected for gravity effect, the numerical,
experimental, and analytical dimensionless cutting forces agree with each other
well.

4. Forces measured in 2D effect simulations are higher than in 3D effect simulations,
because sand particles can fall from the transverse sides of the blade in the 3D
effect simulations.

5. In non-cavitation cutting process, the cutting force does not change with hy-
drostatic pressure, besides, the horizontal, vertical and overall cutting forces all
increase near-linearly with the cutting speed.

6. As long as there are sufficient layers of particles on the blade, the cutting stresses
on the blade do not change with particle size.

7. Wedge also exists in underwater sand cutting with large cutting angles. The
ratio of simulated overall cutting stresses of 𝛼𝑐 = 60∘, 75∘ and 90∘ match well
with experimental results.

8. The fluid flow pattern changes with the cutting velocity. On the hand, the
largest water pore under pressure and pressure gradient, regardless of the change
of cutting velocity, will always appear in the shear plane, in front of the tip of
the blade. The largest pressure gradient increases exponentially with the cutting
speed.

9. Viscous forces are negligibly small. In the shear plane, with low cutting speed
(2 cm/s and 6 cm/s), drag force dominates the fluid-particle interaction, with
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medium cutting speed (18 cm/s and 54 cm/s), drag force and pressure gradi-
ent force make more or less equal contributions in the fluid-particle interaction.
When the cutting speed is high (108 cm/s and 162 cm/s), pressure gradient force
becomes the dominant force in fluid-solid interaction.

In the simulations of dry sand cutting, the cutting speeds in these simulations
are small, which leads to that the inertia force is negligible. However, in real-time
engineering practice where the cutting speed is much higher, the inertia force plays
an important role which cannot be neglected. Thus it is recommended that dry sand
cutting simulations with higher cutting speeds should be carried out for investigating
the influence of the inertia force.

For underwater sand cutting, it is recommended to conduct more simulations with
higher cutting speed and deeper cutting depth. This is to trigger the occurrence
of cavitation. It is necessary, especially for dredging applications, to investigate the
performance of the DEM-FVM coupling when cavitation happens.



5
Numerical Modelling on the
Cutting Process of Cohesive

Soil

This chapter focuses on the numerical modelling on the cutting process of co
hesive soil. First a series of calibration tests are conducted to determine the
mechanical properties of the DEM soil sample, and then cutting simulations in
both atmospheric and underwater conditions are carried out.
The experimental data from the (Hatamura andChjiiwa, 1975, 1976a,b, 1977a,b)
tests are used for the validation of cohesive soil cutting in atmospheric environ
ment. The numerical results match with the experimental data within accept
able error margin. No experimental data is available for validating the underwa
ter cohesive soil cutting simulations, hence the permeability of the DEM cohesive
soil sample has not been properly calibrated. Therefore, the underwater simu
lations show drained cutting processes instead of undrained processes, which
are expected in underwater cutting of clay.

Parts of this chapter have been published in Chen et al. (2014, 2015).
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I t has been introduced before that the goal of this research project is to establish
a comprehensive framework for numerically modelling the underwater excavation

process of sand, cohesive soil and rock. In Chapter 4 the DEM model for sand particles
and the DEM-FVM coupling simulations for underwater sand cutting process have been
elaborated. For the study on cohesive soil, this chapter will introduce the numerical
modelling of material test of cohesive soil, and cohesive soil cutting process in the
atmospheric and underwater conditions.

The experimental data from the (Hatamura and Chjiiwa, 1975, 1976a,b, 1977a,b)
tests is used for the validation of cutting in atmospheric environment. Before con-
ducting the cutting simulations, a series of calibration tests is designed so that the
mechanical properties of the created cohesive soil sample in DEM can be determined.

A typical kind of cohesive soil encountered in nature is clay. The permeability of
clay is usually in the range of 10−18 ∼ 10−13 𝑚2. However, it should be pointed out
that (Hatamura and Chjiiwa, 1975, 1976a,b, 1977a,b) have not reported the permeabil-
ity of the cohesive soil sample they used, thus in this research project the permeability
of the DEM cohesive soil sample has not been properly calibrated. As a result, the
simulations of underwater cutting process on cohesive soil in this research project do
not resemble the underwater cutting process on natural clay.

Cohesive soil usually contains cohesion and adhesion forces. The formation of
cohesion and adhesion forces can be very complicated, where the pore water pressure,
the molecular attraction force (e.g., Van der Waals force), and the micro electrochemical
reaction process could all play a role. For determining the cutting forces, only the
mechanical properties are needed. It is thus decided for the calibration of DEM cohesive
soil samples, only the apparent mechanical properties are investigated. They are the
undrained shear strength, the cohesion, the adhesion and friction angles.

5.1. Calibration  the ring shear test

5.1.1. Types of cohesion

F or determining the cohesion of cohesive soil, Yang et al. (2010) applied the triaxial
tests under stationary load to find out the static cohesive strength 𝑐 and also under

cyclic load (1HZ) for finding out the dynamic cohesive strength 𝑐𝑑. A 𝑐𝑑/𝑐 ratio on the
Haikou red clay (𝑐𝑑 = 20𝑘𝑃𝑎) is recorded as 1.17. On the Shiroishi clay (𝑐𝑑 = 52𝑘𝑃𝑎)
this ratio is recorded as 1.86, and on the volcanic sedimentary sandy clay (𝑐𝑑 = 51𝑘𝑃𝑎)
is recorded as 1.59.

Here the question is raised up whether it is necessary to investigate the dynamic
cohesion 𝑐𝑑 in this research. For dredging applications, Miedema (2017) has derived
a set of equations to calculate the cutting forces on the blade in both horizontal and
vertical directions in clay cutting process, as shown below in Eq. (5.1), (5.2) and (5.3).
𝐹ℎ is the horizontal cutting force which is aligned with the direction of the cutting
blade [N] while 𝐹𝑣 is the vertical cutting force [N], α is the cutting angle [-], β is the
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angle of the shear plane to the direction of the cutting velocity [-], λ is the velocity
strengthening factor representing that when the cutting velocity increases, clay soil
gets stronger. c is the static cohesive strength [Pa] while 𝑎 is the static adhesive stress
[Pa], ℎ𝑖 is the cutting depth [m] and ℎ𝑏 is the blade height [m], w is the width of
the blade [m], 𝑟𝑎𝑐 is the ratio between adhesion and cohesion [-] and 𝛼𝑎𝑐 the adhesion
coefficient defined as

𝑎
𝑐 [-].

𝐹ℎ = 𝜆 ⋅ 𝑐 ⋅ ℎ𝑖 ⋅ 𝑤 ⋅
𝑠𝑖𝑛(𝛼)
𝑠𝑖𝑛(𝛽) + 𝑟𝑎𝑐 ⋅

𝑠𝑖𝑛(𝛽)
𝑠𝑖𝑛(𝛼)

𝑠𝑖𝑛(𝛼 + 𝛽) (5.1)

𝐹𝑣 = 𝜆 ⋅ 𝑐 ⋅ ℎ𝑖 ⋅ 𝑤 ⋅
𝑐𝑜𝑠(𝛼)
𝑠𝑖𝑛(𝛽) − 𝑟𝑎𝑐 ⋅

𝑐𝑜𝑠(𝛽)
𝑠𝑖𝑛(𝛼)

𝑠𝑖𝑛(𝛼 + 𝛽) (5.2)

𝑟𝑎𝑐 =
𝑎 ⋅ ℎ𝑏
𝑐 ⋅ ℎ𝑖

= 𝛼𝑎𝑐 ⋅
ℎ𝑏
ℎ𝑖

(5.3)

In Eq. (5.1) to (5.3), Miedema assumes that there is no internal or external friction
for clay soil, in this way c forms up the whole undrained shear strength and 𝑎 forms
up the whole external shear strength. This assumption, often referred as the ”𝜙 = 0∘”
concept, is taken by many dredging engineers. The reason behind is that dredging
engineers consider the underwater clay cutting process to be undrained due to the
high cutting speed and low permeability. However, in other application fields, e.g.,
dike and embankment constructions, the consolidation period is much longer and the
strength of the clay layer increases when being loaded. Hence this assumption does
not apply.

Via the mineralogy study in the experiments of Chen et al. (2019a), it is discovered
that cohesive soil often contains a certain amount of quartz, which people usually refer
as the sand content. This makes the cohesive soil also has internal and external friction
angles. For example, in the cohesive soil of Chen et al. (2019a), the internal friction
angle found can be up to 20∘, and external friction angle can be up to 27∘. In this
research, the term ”cohesive soil” is used instead of ”clay”, because cohesive soil could
be a mixture of clay and sand, not pure clay. For cohesive soil, the term 𝑐 in Eq. (5.1)
to (5.3) should be replaced by 𝑠𝑢, which is the undrained shear strength of the soil.

From Eq. (5.1) to (5.3), it is learned that, when dealing with high excavation speed,
dredging engineers tend to use a velocity strengthening factor 𝜆 rather than using a
pre-determined 𝑐𝑑. 𝑐𝑑 is typically used in the assessment of seismic properties of the
soil for protection against earthquakes. On the contrary, the undrained shear strength
𝑠𝑢 used in dredging practice is measured by the quasi-static shear test, not by fast
cyclic loading. Thus it is determined in this research, a series of ring shear simulations
will be undertaken to find out the undrained shear strength and static cohesion of the
DEM cohesive soil samples.
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5.1.2. Simulation setup

T he principle of the direct shear tests follows the ASTM D-6773 standard (2015),
in which the Schulze ring shear test device has been introduced. The standard

Schulze ring has a inner radius of 0.05 m and outer radius of 0.1 m. However, as
introduced in Chapter 3.3, in this research, big particles are used to form up cohesive
soil samples, so the ring shear test device is also set to a larger size to contain the DEM
cohesive soil sample. Table 5.1 lists out the input parameters for the simulation.

In total five different particle radii are tested, 1.85, 2.2, 2.5, 2.8 and 3 cm, to find
out the relation between particles’ size and the cohesion. The cohesion energy density
𝐾 is another key parameter in determining the cohesion strength of cohesive DEM soil
samples. In this research project, cohesive DEM soil sample with a cohesion of 15∼20
kPa is expected, because the plastic loam in the experiments of Hatamura and Chjiiwa
(1976b) has a cohesion of about 15.7 kPa. Pachón-Morales et al. (2019) have conducted
a series of calibration tests with different 𝐾 values. Based on their research output,
the cohesion energy density 𝐾 in this research project is fixed at 𝐾 = 300 𝑘𝑃𝑎.

The ring shear device is shown by Fig. 5.1, the inner circle has a radius of 0.5 m,
the outer circle 1 m. The walls are modelled as steel. On the inner surfaces of the
ring, to prevent the soil sample from sliding on the top and bottom surfaces, there are
in total 16 fins installed, 8 on the top lid and 8 on the bottom ring. The shear test is
undertaken in the following steps:

1. In the generation and settling phases, the ring is filled with cohesive DEM par-
ticles. The particles then settle naturally due to gravity. A gravitational accel-
eration of -9.81 𝑚/𝑠2 is applied to all the particles in this period.

2. After all the particles are settled down. The gravitational acceleration is re-
moved. A compression force is then applied by the top ring to the DEM sample
vertically downwards, the compression stress is maintained at a constant level by
a servomechanism during the shear test.

3. Shearing is commenced by rotating the bottom ring at a rotational speed of 𝜔
= 3 𝑟𝑎𝑑/𝑚𝑖𝑛 until a constant torque 𝑇𝑐 is reached. The shear stress can be
approximated according to Eq. (5.4), where 𝜏 is the shear stress [𝑘𝑃𝑎], 𝑇𝑐 the
torque [𝑁𝑚], 𝑟𝑚𝑒𝑎𝑛 the average radius of the machine [𝑚] and 𝐴𝑟𝑖𝑛𝑔 the contact
surface between the rings and the soil [𝑚2].

𝜏 ≈ 𝑇𝑐
𝑟𝑚𝑒𝑎𝑛 ⋅ 𝐴𝑟𝑖𝑛𝑔

(5.4)

5.1.3. Results of ring shear simulations

A snapshot of the cohesive DEM sample during the steady state of the ring shear
test is shown in Fig. 5.2, where the colors of the particles represent the particle
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Table 5.1: The input parameters for the numerical ring shear simulations

Parameters for the ring shear test device Symbol Value Unit
Inner radius 𝑟𝑖𝑛𝑛𝑒𝑟 0.5 [m]
Outer radius 𝑟𝑜𝑢𝑡𝑒𝑟 1 [m]
Height ℎ𝑟𝑖𝑛𝑔 0.38 [m]
Young’s modulus of steel 𝐸𝑠𝑡𝑒𝑒𝑙 160 [GPa]
Coefficient of internal friction (steel-steel) 𝜇𝑠𝑡𝑒𝑒𝑙 0.1 [-]
Poisson’s ratio of the steel 𝜈𝑠𝑡𝑒𝑒𝑙 0.4 [-]
No. of fins on the lid - 8 [-]
No. of fins on the bottom - 8 [-]
Rotation speed 𝜔 3 [rad/min]
Normal stress on the lid 𝜎 55.1, 110.2, 220.5 [kPa]
Parameters for cohesive soil particles
Density 𝜌𝑝 2710 [kg/𝑚3]
Cohesion energy density 𝐾 300 [kPa]
Radius 𝑟𝑝 1.85, 2.2, 2.5, 2.8, 3 [cm]
Young’s modulus of the soil particle 𝐸𝑝 30 [MPa]
Poisson’s ratio of the soil particle 𝜈𝑝 0.4 [-]
Coefficient of internal friction (soil-soil) 𝜇𝑝 0.35 [-]
Coefficient of external friction (soil-steel) 𝜇𝑒 0.15 [-]

Figure 5.1: The ring shear test device used to obtain the cohesive properties of the cohesive DEM soil
sample.

velocity. Blue represents the low velocities 0m/s, and dark red represents the highest
velocity of 0.05m/s.

The shear stress development in the ring shear simulations when using the 1.85
cm radius particles, under the three different compressive normal stresses (55.1 kPa,
110.2 kPa and 220.5 kPa), are depicted in Fig. 5.3. Fig. 5.3 shows that the bigger
the applied normal stress is, the longer it takes to reach the steady state. In the
steady state, even there are fluctuations in the signal, the shear stress does not have
an apparent increasing or decreasing trend any more. Besides, it should be mentioned
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Figure 5.2: A snapshot of the cohesive DEM sample during the steady state of the ring shearing test, where
the colors of the particles represent the particle velocity. Blue represents the low velocity 0m/s, and dark
red represents the highest velocity 0.05m/s

that the ring shear simulations are conducted only by DEM, without the coupling with
FVM, so the external loads are all burdened by the particles. From the perspective of
soil mechanics, it is a drained process.

Figure 5.3: Shear stress developments from the numerical ring shearing tests under three normal stresses
(𝑟𝑝 = 1.85 cm).

The steady-state shear stresses for this group of tests, are plotted versus the applied
normal stresses, together with the Mohr-Coulomb failure criterion, in Fig. 5.4. By
taking the intersection point of the failure line and the 𝜏 axis, the cohesion of the
cohesive DEM soil sample is obtained. For this sample, 𝑐 = 20.5 𝑘𝑃𝑎. The internal
friction angle can also be obtained by calculating the steepness of the failure line. For
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this sample, 𝜙 = 31∘.

Figure 5.4: Results from the ring shearing simulations with the Mohr-Coulomb failure line

As introduced in Chapter 3.3, the global cohesive strength can be increased by
increasing the particles radii. In this research project, five particle radii, from 0.0185m
to 0.03m (1.85 ∼ 3 cm), have been tested while the cohesion energy density 𝐾 is fixed
at 300 kPa. By the same post-processing steps as described above, the cohesion (𝑐) of
all the five samples are obtained and plotted in Fig. 5.5, where the correlation between
the cohesion and the particle radius is almost linear. Finally it is found that with the
particle radius of 0.0185m (1.85 cm), an macroscopic cohesion of approximately 20.5
𝑘𝑃𝑎 can be obtained. This sample will be later used for the cutting tests.

Figure 5.5: The computed internal shear strengths or cohesion for a range of radii are depicted as black
points. The dashed straight line represents a linear fit through the computed values
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The internal friction angle observed from Fig. 5.4 is 31∘. If it is a cohesive soil
in nature, it usually means there is a significant amount of quartz in the soil, because
this angle is higher than commonly encountered in clay. This relatively large friction
angle is induced by: 1) the input parameters in the particle contact model, especially
the 𝜇𝑝 in Table 5.1; 2) the “interlocking”effect of spherical DEM particles in the
sample, while in nature the platelet structures that form real clay can slide more
easily. It is recommended that in future research projects, to conduct more calibration
simulations, so that the cohesion and friction of the cohesive DEM soil sample can
reach the expected values at the same time.

5.2. Calibration  the blade pull out test

5.2.1. Simulation setup

T he adhesion，i.e., the adhesive shear strength, of the cohesive DEM soil sample
is also investigated. The horizontal blade pull-out simulations are set up to test

the adhesion of the numerical sample. As shown by Fig. 5.6, a steel blade is located
in the middle of the cohesive DEM soil sample and will be horizontally pulled out,
and the shear stress on the blade is recorded. The input parameters for the blade
pull-out simulation are listed in Table 5.2. The particle size is the same as in the ring
shear simulations, each particle has a radius of 1.85 cm. The blade pull-out test is
undertaken in the following steps:

1. In the generation and settling phases, two bounded spaces are filled with cohesive
DEM particles. The top bounded space is bounded by the top wall, the four side
walls and the blade. The bottom bounded space is bounded by the bottom wall,
the four side walls and the blade. The particles then settle naturally due to
gravity. A gravitational acceleration of -9.81 𝑚/𝑠2 is applied to all the particles
in this period.

2. After all the particles are settled down. The gravitational acceleration is removed.
A very small compression force is then applied by the top and bottom walls to
the DEM sample vertically, the compression stress is maintained at a constant
level by a servomechanism during the shear test.

3. Shearing is commenced by pulling out the blade until a constant shear stress on
the blade 𝜏 is reached. Since the compression stress is very small (0.001 kPa)
and there is no gravity, the shear stress on the blade in the steady state can be
considered as the adhesion of the cohesive DEM soil sample.

In Table 5.2, the adhesion energy density is set at 𝐾𝑎 = 0.75 ⋅ 𝐾 = 225𝑘𝑃𝑎. In
(Chen et al., 2019a), it is reported that the adhesion factor 𝛼𝑎𝑐 for cohesive soil

with an undrained shear strength 𝑠𝑢 around 20 kPa，is about 0.75. The adhesion factor
is defined as the ratio of adhesion versus the undrained shear strength of cohesive soils.
In this research project, the reported cohesion of the cohesive DEM soil sample is 20.5
kPa. When no external compression stress or gravitational acceleration is applied, this
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Figure 5.6: Numerical blade pull-out test. The particles and the blade are displayed in the graph, while the
top wall, the bottom wall and the four sides walls are made invisible. The walls are used to keep the DEM
soil sample inside.

Table 5.2: Input parameters for the blade pull-out simulation

Parameters for the blade and walls Symbol Value Unit
Blade width 𝑤 0.5 [m]
Blade length 𝑙𝑏 5 [m]
Young’s modulus of steel (blade & walls) 𝐸𝑠𝑡𝑒𝑒𝑙 160 [GPa]
Coefficient of internal friction for
blade and walls (steel-steel) 𝜇𝑠𝑡𝑒𝑒𝑙 0.1 [-]
Coefficient of external friction (blade-soil) 𝜇𝑝𝑏 0.15 [-]
Coefficient of external friction (wall-soil) 𝜇𝑝𝑤 0 [-]
Poisson’s ratio of the steel (blade & walls) 𝜈𝑠𝑡𝑒𝑒𝑙 0.4 [-]
Blade pull-out speed 𝑉𝑝𝑢𝑙𝑙𝑜𝑢𝑡 0.5 [m/s]
Normal stress on top and bottom walls 𝜎 0.001 [kPa]
Parameters for cohesive soil sample
Sample width 𝑤𝑠 0.5 [m]
Sample length 𝑙𝑠 0.8 [m]
Sample height of bottom half ℎ𝑏𝑠 0.3 [m]
Sample height of top half ℎ𝑡𝑠 0.3 [m]
Density of particle 𝜌𝑝 2710 [𝑘𝑔/𝑚3]
Cohesion energy density (soil-soil) 𝐾 300 [kPa]
Adhesion energy density (soil-steel) 𝐾𝑎 225 [kPa]
Particle radius 𝑟𝑝 1.85 [cm]
Young’s modulus of the soil particle 𝐸𝑝 30 [MPa]
Poisson’s ratio of the soil particle 𝜈𝑝 0.4 [-]
Coefficient of internal friction (soil-soil) 𝜇𝑝 0.35 [-]

cohesion is considered roughly equals the undrained shear strength, 𝑐 ≈ 𝑠𝑢. Although
the ratio between the adhesion and cohesion energy densities does not necessarily equals
the adhesion factor of a cohesive DEM soil sample, it is still considered reasonable to
use the adhesion factor for estimating the adhesion energy density.
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5.2.2. Results of the blade pullout test

T he recorded external shear stress 𝜏𝑎 has been plotted in Fig. 5.7. The external
shear strength of the numerical sample in the steady state is approximately 7.1

𝑘𝑃𝑎. This can be considered as the adhesion of the sample. However it is much smaller
than the 75 % of cohesion of the sample.

The reason behind is that the contact force is calculated based on the overlap dis-
tance, while the allowed overlap distance between the stiff DEM particles and the DEM
metal surface is much smaller than the overlap distance between two DEM particles,
since the metal blade has a much higher stiffness than the soil particles. The relation
between the internal and external shear strengths of the cohesive DEM soil samples
could be studied in the further follow-up research.

As mentioned in the beginning of this chapter, the experimental data from the
(Hatamura and Chjiiwa, 1976b) tests will be used for the validation of cutting cohesive
soil. However, (Hatamura and Chjiiwa, 1976b) did not state the adhesive strength of
the cohesive soil they used in the experiments, thus it is decided the cohesive DEM
soil sample (𝑐 = 20.5𝑘𝑃𝑎 & 𝑎 = 7.1𝑘𝑃𝑎) can be used for the simulation of the cutting
process.

Figure 5.7: Development of the external shear stress on the blade during the blade pull-out simulation
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5.3. Simulation setup of cohesive soil cutting in at
mospheric condition

H atamura and Chijiiwa have conducted cutting experiments on clay and plastic
loam. But they have only reported force measurements on the cutting of plastic

loam, while no cutting force is recorded in their clay cutting experiments. There-
fore, the experimental data of cutting plastic loam is used for validation of numerical
simulations.

It should be clarified that their experiments were carried out in atmospheric con-
dition, that means it is a dry environment outside of the plastic loam sample. Under
this circumstance, the internal pores of the soil sample are still filled with pore water
to a certain percentage depending on the saturation level, but the surface of the soil
is not fully saturated. On the contrary, underwater clay cutting test means the whole
soil sample is submerged in water, and the surface of the soil is also fully saturated.

In the experiments of plastic loam cutting, Hatamura and Chijiiwa have tried vari-
ous cutting angles, cutting depths and speeds to investigate their effects on the cutting
forces. Loam is soil composed mostly of sand (particle size > 63 𝜇𝑚), silt (particle
size > 2 𝜇𝑚), and a smaller amount of clay (particle size < 2 𝜇𝑚). By weight, its
mineral composition is about 40–40–20% concentration of sand–silt–clay, respectively
(Kaufmann and Cleveland, 2008). The results Hatamura and Chijiiwa have obtained
are shown in Fig. 5.8.

To validate the DEM model for cohesive soil cutting, the Hatamura and Chjiiwa
experiments with blade angles of 30∘, 45∘ and 60∘ are selected out as the focus of the
study.

As introduced in Chapter 5.1 and 5.4, big DEM particles are used for creating
enough macro cohesive strength of the clay sample. Thus a much bigger numerical
soil sample is generated compared with the dimensions of the soil samples used by
(Hatamura and Chjiiwa, 1976b), as shown in Table 5.3. Although the blade size and
cutting depth are larger in the simulations than in the experiments, the ratio of the
blade height over the cutting depth ℎ𝑏/ℎ𝑖 are kept the same as in the experiments.
The material properties of the particles and the blade are set the same as the particles
and blade used in the blade pull-out simulations (Table 5.2).

Due to the differences on the dimensions of the soil sample and the blade size,
the comparison for validation will be made on the cutting stresses instead of cutting
forces. The DEM soil sample and the numerical cutting blades used in the simulations
are shown in Fig. 5.9.
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Figure 5.8: Experimental results from the plastic loam cutting tests of (Hatamura and Chjiiwa, 1975,
1976a,b), the solid lines represent the final results.

(a) (b)

Figure 5.9: The cuboid cohesive DEM soil sample (a) and the cutting blades with angles of 30∘, 45∘ and
60∘ (b) used in the simulations
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Table 5.3: Parameters used in the setup of Hatamura & Chijiiwa experiments and the numerical simulations
for cohesive soil cutting

Parameter Symbol Hatamura &
Chijiiwa

Numerical
Simulation Units

Soil thickness 𝑡𝑠 0.25 0.6 [m]
sample width 𝑤𝑠 0.33 0.94 [m]

length 𝑙𝑠 1.5 11 [m]
cohesion 𝑐 15.7 20.5 [kPa]
adhesion 𝑎 - 7.1 [kPa]

Blade length 𝑙𝑏 0.2 1 [m]
width 𝑤 0.33 0.94 [m]
angle 𝛼𝑐 30∘, 45∘, 60∘ 30∘,45∘,60∘ [-]

cutting speed 𝑣𝑐 0.05 0.05 [m/s]
cutting depth ℎ𝑖 0.1 0.5 [m]

ℎ𝑏/ℎ𝑖 1, 1.41, 1.73 1, 1.41, 1.73 [-]
Particles medium radius 𝑟50 0.002 1.85 [cm]

5.4. Results & validation of simulations of cohesive
soil cutting in atmospheric condition

5.4.1. Validation of the shear angle in the shear zone

I n sand cutting, a clear shear plane is visible during the numerical simulations, as
shown in Fig. 4.14, 4.15 and 4.16. However it is not the case in cohesive soil cutting

simulations, the shear zone in cohesive soil cutting is much thicker, which makes it
harder to identify a clear shear angle in the cutting zone. It is recommended by
(Hatamura and Chjiiwa, 1976b) that one can connect all the most apparent deformation
points to define the shear plane for cutting cohesive soil.

To find out the shear angles in the simulations of cohesive soil cutting process,
Fig. 5.10, 5.11 and 5.12 depict the cutting patterns observed in the DEM simulations.
These simulations are conducted with cutting depth of 0.5 m and the cutting speed of
0.05 m/s, and three blade angles of 30∘, 45∘ and 60∘ respectively. In Fig. 5.10 to 5.12,
the brighter color of the particles indicates higher velocities where the most remarkable
deformation occurs. For comparison, the shear angles observed in the (Hatamura and
Chjiiwa, 1976b) experiments with the same cutting angles have also been plotted out
using the orange lines in the same graphs. (Hatamura and Chjiiwa, 1976b) concluded
that shearing is the dominant failure mode in their clay cutting experiments, for which
illustrations can be found in Fig. 2.8. They also claimed that the appearance of the
cutting zone may insignificantly differ when the cutting angle changes: with lower
cutting angles 30∘ and 45∘, there are tearing occurred under the blade, while from the
60∘ cutting angle the failure completely follow the flow type, which is plastic.

From Fig. 5.10, 5.11 and 5.12, it can be witnessed that the shear lines observed in
the DEM simulations approach the shear lines from the experiments. As the same as
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Figure 5.10: Cutting pattern observed in the DEM-simulation for a blade angle of 30∘, a blade speed of
0.05𝑚/𝑠 and a cutting depth of 0.5𝑚. The orange line depicts the direction of the shear plane observed by
(Hatamura and Chjiiwa, 1976a) when using the same cutting angle (30∘)

Figure 5.11: Cutting pattern observed in the DEM-simulation for a blade angle of 45∘, a blade speed of
0.05𝑚/𝑠 and a cutting depth of 0.5𝑚. The orange line depicts the direction of the shear plane observed by
(Hatamura and Chjiiwa, 1976a) when using the same cutting angle (45∘)

Figure 5.12: Cutting pattern observed in the DEM-simulation for a blade angle of 60∘, a blade speed of
0.05𝑚/𝑠 and a cutting depth of 0.5𝑚. The orange line depicts the direction of the shear plane observed by
(Hatamura and Chjiiwa, 1976a) when using the same cutting angle (60∘)

the shear planes observed by Hatamura and Chijiiwa, the shear planes in the simulation
stay in a constant position relative to the cutting blade irrespective of its proceedings.
In Fig. 5.12, the shear line in the DEM simulation is not so obvious simply because of
the high thickness of the shear zone.

It is noted that there is no clear tensile crack found in the simulations. Regarding
this, (Hatamura and Chjiiwa, 1975) argued that the occurrence of the tear type in
cohesive soil cutting is determined by the relation between the tensile strength 𝜎𝑡 and
the cohesive shear strength 𝑐, only when 𝑐 > |𝜎𝑡|, e.g., the compacted loam tested in
their experiments, the cohesive soil can be cut in tear type.

However, in their own experiments for cutting of plastic loam where 𝑐 < |𝜎𝑡|, tensile
cracks have been witnessed underneath the blade, that is because the lower cutting
angle makes the process more ”penetrating” than ”pushing” as in the case of higher
cutting angle, and this offers significant help for the bifurcation of tensile cracks. On
the contrary, when cutting clay with larger cutting angles, correspondingly there will
be higher vertical compressive stress caused by adhesion in the soil. This compensates
for the tensile stress, that is why no tensile crack can develop when cutting clay with
big cutting angles.
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So overall speaking, the occurrence of the tear type in clay cutting is not just
determined by the material property or the blade angle. It is a combination of both
the material properties (𝑐/|𝜎𝑡| ratio) and the geometry (blade angle, cutting depth
and soil thickness) of the cutting zone. Based on this consideration, it is recognized
that for developing the tear crack in clay cutting, there should be still a thick layer
of soil underneath the blade, e.g., in the experiments of Hatamura and Chjiiwa. In
DEM simulations, it will make the computation much heavier if an extra thick layer
of particles is added at the bottom, besides, an extra bottom layer does not contribute
to the cutting forces on the blade. Therefore, there is no extra bottom layer in the
conducted simulations, and the blade has almost reached the bottom of the DEM soil
sample. As a result, the tear crack can hardly develop.

5.4.2. Validation of the cutting forces

B esides the shear angles, the cutting forces on the surface of the blade are compared
in the manner of stresses. The development for the normal cutting stresses on the

blade obtained from the DEM simulations are depicted in Fig. 5.13.

Figure 5.13: The measured normal stress on blade versus the cutting time as obtained from simulations.
The blue line depicts the normal stress for a blade angle of 30∘, the black line for a blade angle of 45∘
and the purple line for a blade angle of 60∘. The highlighted red parts represent the steady states used in
calculating the steady state blade stress.

A scaling relation based on Eq. (5.1) and (5.2) for the normal and shear stresses
on the surface of the blade are derived. It is known that the ℎ𝑏/ℎ𝑖 ratio and the 𝛼
angle are set the same in both the experiment and the simulation. With the following
assumptions:
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1. the shear angle 𝛽 in the simulation is the same as in the experiment (Fig. 5.10
to Fig. 5.12).

2. the adhesion factor 𝛼𝑎𝑐 in the Hatamura and Chjiiwa experiment is unknown,
but it is assumed equal to the 𝛼𝑎𝑐 in the simulation.

3. the strengthening factor 𝜆 in the simulation is the same as in the experiment
since cutting velocities are the same.

4. the ratio between the undrained shear strengths of the Hatamura & Chiijiwa plas-
tic loam sample and the cohesive DEM soil sample 𝑠𝑢,𝐻&𝐶

𝑠𝑢,𝐷𝐸𝑀
can be approximated

by the ratio of cohesions of the two samples 𝑐𝐻&𝐶
𝑐𝐷𝐸𝑀

.

A simple scaling law can be established as Eq. (5.5). Using the scaling law, the
overall stresses, the normal stresses and the shear stresses on the blade surface in all
the DEM simulations have been scaled to the experiment scale and compared with the
measurements from the (Hatamura and Chjiiwa, 1976b) experiments. The results are
listed out in Table 5.4 and plotted in Fig. 5.14.

𝑆𝐻&𝐶
𝑆𝐷𝐸𝑀

= 𝑠𝑢,𝐻&𝐶
𝑠𝑢,𝐷𝐸𝑀

≈ 𝑐𝐻&𝐶
𝑐𝐷𝐸𝑀

(5.5)

Table 5.4: An overview of stresses on the blade for blade angles of 30∘, 45∘ and 60∘ at a cutting depth
of 0.1𝑚 and blade speed of 0.05𝑚/𝑠 obtained by (Hatamura and Chjiiwa, 1976b), and the scaled results
obtained from the DEM-simulations.

Hatamura & Chijiiwa
Measurements

Scaled Results of
DEM Simulations Units

Blade angles 30 45 60 30 45 60 [∘]
Normal stress 𝑆𝑛 10.2 14.2 25.2 10.8 14.9 20.9 [kPa]
Shear stress 𝑆𝑠 11.7 10.7 12.8 12.4 11.2 10.6 [kPa]
Overall stress 𝑆𝑜𝑣𝑒𝑟𝑎𝑙𝑙 15.6 17.8 28.2 16.5 18.7 23.5 [kPa]
Error 5.7 5.1 -16.7 [%]

Fig. 5.13 shows the steady state cutting force is reached sooner for the 30∘ and
45∘ blades than for the blade with an angle of 60∘. Two reasons are behind this
phenomenon:

• Although the blade length is the same, higher cutting angle does come with a
higher cutting height, which makes it longer for the shear layer to climb over the
blade when there is gravity present.

• For the 30∘ and 45∘ blades, the cutting is more like ”penetrating” into the soil
which makes the cohesive soil torn in chunks before the particles flow over the
blade. While in the case of 60∘ blade, the soil is first pushed and compressed until
a certain layer thickness is reached and then this layer thickness stays constant
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(a) Normal stress vs. 𝛼𝑐 (b) Shear stress vs. 𝛼𝑐

(c) Overall stress vs. 𝛼𝑐

Figure 5.14: Cutting stresses on the blade in the steady state measured from the Hatamura & Chiijiwa
experiments versus the record from simulations

when the particles later climb over the blade. This leads to higher resistance
force from the soil and also much longer time to reach the steady state.

From Table 5.4 it can be seen that in the cases of 30∘ and 45∘ cutting, the numerical
cutting forces are 5 ∼ 6% higher than the experimental results, which could be seen
as an acceptable error margins. At a blade angle of 60∘, a 16.7% lower cutting force
is measured from the numerical simulations than in the experiments, which indicates
that the numerical model did not predict the cutting force successfully in this case.

The differences are possibly induced by the unknown adhesive strength of the plastic
loam in the experiments. In (Chen et al., 2019a), a list of adhesion factors (𝛼𝑎𝑐) is
reported based on many measurements, and a Linear-Exponential Correlation has been
concluded by curve fitting the measurements of adhesion factor (𝛼𝑎𝑐) on undrained
shear strength (𝑠𝑢). The result shows that the lower the undrained shear strength
(𝑠𝑢) is, the higher the adhesion factor (𝛼𝑎𝑐) will be. In the (Hatamura and Chjiiwa,
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1976b) experiments, the cohesion (𝑐) of the plastic loam is 15.7 kPa, the undrained
shear strength (𝑠𝑢) is expected to be slightly higher than this value but should still
be within 20 kPa. The reason is simply that there is a small internal friction angle
detected by Hatamura & Chiijiwa in the plastic loam.

When the cohesive shear strength is below 20 kPa, the adhesion factor 𝛼𝑎𝑐 is very
high, approaching 1. In the reports of Hatamura and Chjiiwa, they did not mention
the adhesion factor of the tested plastic loam, but an educated guess can be made that
its adhesion factor should be approaching to 1. So the adhesive shear strength of the
plastic loam is expected to be around 15 kPa.

On the other hand, the cohesive shear strength of the numerical clay sample used
in the DEM simulation is 20.5 kPa, according to the same assumption, the undrained
shear strength of the numerical clay sample should then be slightly higher than 20.5
kPa. In this way, the adhesion factor for the cohesive DEM soil sample is around
7.1 ÷ 20.5 = 0.35, so there is a high chance that the adhesion factor in the DEM
simulation is much lower than that of the experiments.

In Eq. (5.1) and (5.1), with a lower 𝛼𝑎𝑐, 𝐹ℎ will be smaller while 𝐹𝑣 will be larger.
When cutting with 30∘ and 45∘ blade angles, the two effects more or less cancels each
other out. However, when cutting with 60∘ blade angle, the horizontal cutting force
𝐹ℎ becomes much more dominant in the overall force 𝐹𝑜𝑣𝑒𝑟𝑎𝑙𝑙, so an underestimation
of 𝐹ℎ in this circumstance leads to an underestimation of 𝐹𝑜𝑣𝑒𝑟𝑎𝑙𝑙. As a result, 𝑠𝑜𝑣𝑒𝑟𝑎𝑙𝑙
in the simulation is lower than in the experiments when cutting with 60∘ blade angle.

It is a pity that due to the lack of the information on the adhesive strength of the
plastic loam used in (Hatamura and Chjiiwa, 1976b) experiments, the validation tests
are not fully precise. However, the numerical results for the blade forces are still in
the same order of magnitude as found in the experiments by Hatamura and Chijiiwa,
and the tendencies of the blade forces versus the increasing cutting angles also match
very well. Overall it can be concluded that the developed DEM model gives a good
approximation of the total cutting forces on the blade in plastic loam cutting for at
least small cutting angles.

5.5. Simulation setup of cohesive soil cutting in un
derwater condition

B ecause there is insufficient data available for submerged cohesive soil cutting, either
laboratory test or field test, it is decided to investigate fully saturated underwater

cohesive soil cutting under typical conditions encountered in dredging operations. In
modern day dredging, this means a blade angle between 50∘ ∼ 55∘ at a dredging depth
of 10 ∼ 30𝑚 and high cutting speeds in the range of 1.5𝑚/𝑠 up to 5𝑚/𝑠.

For the simulations in the submerged condition, i.e., the fully saturated underwater
environment, a new DEM clay sample is generated. The material properties are set
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to be the same as used in the atmospheric cutting simulations, while the size of the
sample is reduced to 11×0.5×1𝑚 so the thickness of the sample is now 0.5 m instead
of 0.6 m, which was the case in Chapter 5.4. This change is made simply because
the bottom 0.1 m does not contribute much to the cutting force but it needs a lot of
computational effort to calculate the particles in that part. The input parameters can
be found in Table 5.5.

Table 5.5: Parameters used in the setup of DEM simulations for underwater cohesive soil cutting

Parameter Symbol Value Units
Soil thickness 𝑡𝑠 0.5 [m]

sample width 𝑤𝑠 0.94 [m]
length 𝑙𝑠 11 [m]

cohesion 𝑐 20.5 [kPa]
adhesion 𝑎 7.1 [kPa]
porosity 𝑛 0.362 [-]

permeability 𝜅 8.6 × 10−7 [𝑚2]
Blade length 𝑙𝑏 1 [m]

width 𝑤 0.94 [m]
angle 𝛼𝑐 51.5∘ [-]

cutting speed 𝑣𝑐 1.5, 3, 5 [m/s]
cutting depth ℎ𝑖 0.5 [m]

ℎ𝑏/ℎ𝑖 1.57 [-]
Particles medium radius 𝑟50 1.85 [cm]

minimum radius 𝑟𝑚𝑖𝑛 2.2 [cm]
maximum radius 𝑟𝑚𝑎𝑥 1.5 [cm]

As shown by Table 5.5, a uniform PSD is applied with the minimum radius 𝑟𝑚𝑖𝑛 =
1.5𝑐𝑚, the maximum radius 𝑟𝑚𝑎𝑥 = 2.2𝑐𝑚 and the medium radius 𝑟50 = 1.85𝑐𝑚. Since
there is no experimental data to make comparison, thus the sphericity coefficient 𝜙𝑠
is set as default, 1. The resultant permeability is 8.6 × 10−7 𝑚2. The simulations are
performed at relatively high cutting speeds of 1.5𝑚/𝑠, 3𝑚/𝑠 and 5𝑚/𝑠 respectively.

For the fluid phase, the viscosity of the fluid is set as 𝜈𝑓 = 1.787 × 10−6 𝑚2/𝑠 and
the gravitational acceleration is set as 𝑔 = −9.81 𝑚/𝑠2. In the simulation domain,
a hydrostatic pressure of 300𝑘𝑃𝑎 is present to simulate a dredging operation depth
around 20 m. The initial conditions of the fluid are listed in Table 5.6. The boundary
conditions of the fluid domain is set the same as Table 4.12.

Table 5.6: Initial properties used in OpenFOAM for underwater cutting simulations on cohesive soil

𝑝ℎ 𝜌𝑓 𝑈𝑓 𝑈𝑠 𝐾𝑠𝑓 𝜖𝑓
[kPa] [kg/m3] [m/s] [m/s] [kg/(m3⋅s)] [-]
300 1000 (0 0 0) (0 0 0) 0 1
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5.6. Results & analysis of simulations of cohesive soil
cutting in underwater condition

5.6.1. Analysis of the fluid flow field

T he results of the submerged, i.e., fully underwater cohesive soil cutting simulations
are discussed below. The fluid velocity field and the fluid pressure field found

from the numerical simulation at a blade speed of 5𝑚/𝑠 and a hydrostatic pressure of
300𝑘𝑃𝑎 are shown in Fig. 5.15 and 5.16 respectively. The many black dots represent
the locations of the DEM soil particles. The background color in Fig. 5.15 represents
the fluid velocity field, the range of the magnitude of the fluid velocity is indicated by
dark blue for 0𝑚/𝑠 to dark red for 5𝑚/𝑠. The background color in Fig. 5.16 represents
the fluid pressure field, the pressure range is indicated by dark blue for 290𝑘𝑃𝑎 to dark
red for 340𝑘𝑃𝑎.

In Fig. 5.15 it can be found that the cutting mechanism is the flow type, which
is expected at this cutting angle and such high cutting speed, and it is clear that the
velocity of the fluid is at its highest magnitude near the cutting blade and gets smaller
towards the top of the soil cut. This is a clear indication that the soil particles are
sheared due to the high strain rates imposed by the cutting blade on the soil skeleton.

Figure 5.15: The fluid velocity field in saturated clay cutting with a 5 m/s blade at a hydrostatic pressure of
300𝑘𝑃𝑎. The range of the magnitude of the fluid velocity is indicated by dark blue for very low velocities
(0𝑚/𝑠) and dark red for high velocities (5𝑚/𝑠).

Fig. 5.16 displays the fluid pressure field in the submerged cohesive soil cutting
simulation at a cutting speed of 5𝑚/𝑠 and a hydrostatic pressure of 300𝑘𝑃𝑎. The
hydrostatic pressure is indicated in grey, low pressure zones in blue and high pressure
zones in red. As the blade passes, the surrounding fluid is affected by the blade and
gets a velocity unequal to 0. According to the Bernoulli’s equation, this higher speed
results in a lower static pressure behind the blade; hence the blue color in the zone
behind the blade.
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Figure 5.16: The fluid pressure field in saturated clay cutting with a 5 m/s blade at a hydrostatic pressure
of 300𝑘𝑃𝑎. The pressure range is indicated by dark blue for very low value (290𝑘𝑃𝑎) and dark red for
high value (340𝑘𝑃𝑎).

It has already been mentioned when analyzing the velocity field (Fig. 5.15) that the
major shear plane develops between the shear layer and the virgin soil, apart from that
in Fig. 5.16 it is found that in the shear layer (the cut part attached to the blade) there
are also several smaller layers. The physical process is, during the shearing between
the soil particles, the pore volume may increase due to dilatation or decreases due to
compaction. This leads to pockets of water under pressure or water over pressure in
the pores. With very high external loading rates, the fluid may not have enough time
to flow into or out of the pores to reach the pressure equilibrium. Pressure gradients
thus form up between in and out of the pores, combining with the hydrostatic pressure,
a confining pressure is imposed on the soil, increasing the force required to cut. In this
case (Fig. 5.16), the highest pressure gradient witnessed is ∇𝑝 = 340𝑘𝑃𝑎/𝑚, which
helps the DEM soil particles to resist against the deformation of the solid skeleton.

5.6.2. Analysis on the influence of the cutting speed on the cut
ting force

F ig. 5.17, 5.18 and 5.19 show the results for the normal stress development on the
blade measured from the 1.5𝑚/𝑠, 3𝑚/𝑠 and 5𝑚/𝑠 cutting simulations. The cutting

forces are presented with stresses because the surface area of the blade has already
been taken into consideration. The red line depicts the normal stress for cutting
at atmospheric conditions and the black line for submerged cutting at a hydrostatic
pressure of 300𝑘𝑃𝑎.

The values of the normal stresses in the steady cutting state have been recorded
in Table 5.7, in which the ratios between the normal stress on the blade from the
submerged simulations versus the atmospheric simulations are also listed out.

Fig. 5.17 shows the stress development at the lowest cutting speeds of 1.5𝑚/𝑠,
initially the normal stress recorded on the blade in submerged cutting is higher than
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Figure 5.17: The normal stress on the blade recorded for cutting speed of 1.5𝑚/𝑠. The red line depicts the
normal blade stress for cutting at the atmospheric condition and the black line for the underwater condition
at a hydrostatic pressure of 300𝑘𝑃𝑎.

Figure 5.18: The normal stress on the blade recorded for cutting speed of 3𝑚/𝑠. The red line depicts the
normal blade stress for cutting at the atmospheric condition and the black line for the underwater condition
at a hydrostatic pressure of 300𝑘𝑃𝑎.

that in atmospheric condition. But after 1.1 second both records reach the same
value (23.5 kPa) in the steady state. The difference in the beginning is induced by
a slightly underwater dilantancy hardening effect, where the pressure gradient force
acting on the particles from the water makes the submerged DEM　 soil sample more
difficult to excavate. Later in the steady state, since the cutting speed is not very
high, it becomes a drained cutting process on loosened soil, hence the normal stress in
submerged condition is equal to the normal force in atmospheric condition.
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Figure 5.19: The normal stress on the blade recorded for cutting speed of 5𝑚/𝑠. The red line depicts the
normal blade stress for cutting at the atmospheric condition and the black line for the underwater condition
at a hydrostatic pressure of 300𝑘𝑃𝑎.

Table 5.7: The normal stresses recorded on the blade in the steady cutting state from the simulations of
atmospheric and submerged cohesive soil cutting, the S/A ratio is the ratio between the submerged measured
stresses versus the atmospheric ones.

Normal Stress on the Blade
Cutting Speed Atmospheric Submerged S/A Ratio

1.5 m/s 24.5 kPa 24.5 kPa 1
3 m/s 28.5 kPa 45 kPa 1.58
5 m/s 39 kPa 70 kPa 1.79

Fig. 5.18 depicts the normal stresses on the blade for cutting at a speed of 3𝑚/𝑠
for both at the atmospheric and submerged conditions. The difference in this scenario
is obvious. As introduced in Table 5.5, the porosity of the DEM soil sample is 0.362,
indicating that initially the sample is quite compacted. Therefore, in the beginning of
the cutting, the blade needs to loosen the interlocking in the soil sample to enable the
shearing to occur. This process leads to the build-up of the dilatancy stress (particle-
particle). This mechanism works both for the atmospheric and submerged conditions
till 0.067 second (Fig. 5.18). After that, there are two story-lines developed, as dis-
cussed below.

1. In the atmospheric cutting, since there is no surrounding water to provide the
confinement, this dilatancy stress (particle-particle) is dissipated, as it can be seen
that from 0.067 to 0.133 second there is a decrease in the atmospheric cutting
force (the red line). After 0.133 second the atmospheric cutting force gradually
increases, approaching a stable value (27.5 kPa). The start point of the steady
state is marked as the moment when DEM particles have climbed over the top
of the blade and falling down to the back of the blade.
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2. In submerged cutting the process is different. Unlike in the 1.5𝑚/𝑠 cutting test,
this time the cutting speed is higher, 3𝑚/𝑠. This high cutting speed makes the
cutting an undrained process. The difference lies in that when shearing occurs,
the pore volume tends to increase, and that has different consequences in different
cutting scenarios:

• If it is an atmospheric cutting, the particles will just be loosened;
• If it is submerged cutting but with relatively small cutting speed (1.5𝑚/𝑠),

then the surrounding water has enough time to flow into the pores in the
cut layer, so that the pressure equilibrium can be quickly rebuilt, and that
can be considered as the drained cutting process;

• If the cutting speed is rather high, like in this scenario (3𝑚/𝑠), the sur-
rounding water does not have enough time to fill the pores, resulting in a
much higher pressure gradient force from the surrounding water towards
the cut layer. Hence although the layer on the blade has already been cut,
it still remains compacted.

In conclusion, the pressure gradient force (fluid-particle) and the dilatancy stress
(particle-particle) which cannot be dissipated, make the cutting force in submerged
condition much larger than in atmospheric condition. The ratio between the sub-
merged and the atmospheric cutting stresses is 1.58.

Fig. 5.19 depicts the normal stress developments on the blade for cutting at a
speed of 5𝑚/𝑠, where the same principle applies. In the atmospheric condition, a first
build-up and then dispersion of the dilatancy stress (particle-particle) have again been
witnessed. The recorded stress in the beginning (till 0.067 s) is even higher than in the
submerged condition. The reason is very simple. In atmospheric cutting, there is only
particle-particle contacts in the soil, so this is a fully drained process. Correspondingly
the effective stress is higher, thus the resistance force on the blade is higher. On the
contrary, in underwater condition, parts of the external loads are borne by the water
pore pressure, thus the effective stress is lower, resulting in lower resistance force on
the blade.

In the submerged cutting simulations, because of the higher loading rates at 5𝑚/𝑠
compared to 3𝑚/𝑠, the pressure gradient between the environment and the cut layer is
even higher. As mentioned before, the observed pressure gradient in the shear zone is
in the order of 10−1 −100𝑀𝑃𝑎/𝑚, resulting in significant increase in the normal force
and thus in the total force on the blade. This pressure gradient force helps to keep
the cut layer in a densely compacted form so that the build-up dilatancy stress cannot
be dispersed. These factors result in a bigger difference between the cutting forces at
atmospheric conditions and saturated conditions. The detected force ratio is 1.79 in
this case.

The simulation results are also plotted in Fig. 5.20, and curve fittings have been
plotted together with the measurements.

Clay is the most representative cohesive soil. According to Van der Schrieck (2012),
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Figure 5.20: The normal stresses recorded on the blade in the steady cutting state from the simulations of
atmospheric and submerged cohesive soil cutting. The straight line represents the linear regression on the
submerged cutting measurements, while the curve line represents the power regression on the atmospheric
cutting measurements.

in the dredging industry an empirical relation exists between the clay cutting force and
cutting speed, as shown below:

𝐹𝑐𝑙𝑎𝑦 ∝ 𝑣𝑏𝑐 𝑤𝑖𝑡ℎ 𝑏 = 0.1 − 0.3 (5.6)

In Fig. 5.20, for submerged cutting simulations, this relation is almost linear
(𝐹𝑐𝑙𝑎𝑦 ∝ 𝑣1𝑐 ). The cutting force increases much faster with the cutting speed in com-
parison with Eq. 5.6. This ’cutting force - cutting speed’ relation from the simulations
does not resemble clay cutting behavior. It actually resembles sand cutting behavior
(Fig. 4.64). The main reason is that the permeability of the cohesive DEM soil sample
is too high (8.6×10−7 𝑚2). While in nature clay’s permeability is usually in the range
of 10−18 − 10−13 𝑚2. As mentioned before, there is no experimental data available
to validate the submerged cohesive soil cutting simulation, yet from the atmospheric
cutting experiments of (Hatamura and Chjiiwa, 1976b) there is no information on the
permeability of plastic loam they used, so the permeability of the numerical sample
has not been tuned beforehand.

With such a high permeability, the underwater dilatancy hardening effect, plays an
important role in the overall resistance against cutting. In cutting process with high
cutting speeds (3 and 5 m/s), the pressure gradient force (fluid-particle) makes the
submerged cutting forces much larger than the atmospheric cutting forces. While at a
low cutting speed (1.5 m/s), the cutting forces of atmospheric and submerged cutting
simulations are the same simply because this is a fully drained process.

In Fig. 5.20, for atmospheric cutting simulations, 𝐹𝑐𝑙𝑎𝑦 ∝ 𝑣0.4𝑐 , the 𝑏 value is slightly
higher than in Eq. 5.6. It indicates that, without the influence of the fluid flow, the
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”cutting force - cutting speed” relation on the cohesive DEM soil sample is actually
quite close to real clay.

It has also been mentioned that a dissipation of the dilatancy stress may occur in
atmospheric cutting process. In Fig. 5.13 it is noticed that at very low cutting speed
(0.25 m/s), there is no dissipation. At 1.5 m/s cutting speed (Fig. 5.17), a slight
dissipation can be observed at around 0.1 second when the atmospheric cutting force
drops from above the submerged cutting force to below the submerged cutting force.
At even higher cutting speeds (3 and 5 m/s), the dissipation of the dilatancy stress is
very obvious (Fig. 5.18 and 5.19).

5.7. Conclusions and recommendations

C ohesive DEM soil sample can be created by using the Simplified Johnson-Kendall-
Roberts (SJKR) cohesion model. The internal shear strength of the sample can

be calibrated by the direct shear tests using the ring shear device, and the external
shear strength can be tested by the blade pull-out tests. The results of these tests show
a clear cohesion, a clear internal friction angle, a clear adhesion and a clear external
friction angle. It proves that these two tests satisfy the need for calibrating the major
mechanical properties of the cohesive DEM soil sample.

The developed DEM model is validated using the cutting experiments conducted on
plastic loam by (Hatamura and Chjiiwa, 1976b). Although the created cohesive DEM
soil sample does not precisely match the mechanical properties of the plastic loam, via
using the scaling law, the results obtained by the developed DEM model match with
the results found by Hatamura and Chijiiwa within acceptable error margins. The
difference is mainly induced by the mismatch of the unknown adhesion of the plastic
loam in the Hatamura and Chjiiwa (1976b) experiments and the adhesion obtained
from the numerical samples.

Comparisons are made between atmospheric and submerged cutting simulations
with various cutting speeds. The ”cutting force - cutting speed” relation obtained from
atmospheric cutting simulations approaches the empirical relation from clay cutting
practice. It is also concluded from the atmospheric cutting simulations that a first
build-up and then dissipation process of the particle-particle dilatancy stress can occur
when certain cutting speed is reached (around 1.5 m/s) and the initial soil body is
densely compacted.

On the contrary, the ”cutting force - cutting speed” relation obtained from sub-
merged cutting simulations shows a large difference from the empirical relation. The
story behind is that, because there is no experimental data available for validating the
submerged cutting process on cohesive soil, the permeability of the cohesive DEM soil
sample has not been calibrated in advance, so the permeability of the cohesive DEM
soil sample is much higher than that of natural clay. As a result, high pressure gradient
force appears with high cutting speed, leading to much higher cutting force, compared
with the cutting force from empirical equation (Eq. (5.6)).
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It should be mentioned that very big particles compared to real soil grains are used
to reach the desired order of magnitude for the undrained shear strength and cohesion
of the cohesive DEM soil sample, it is recommended in further research to investigate
the influence of the cohesive energy density 𝐾 on the global cohesion, to enable the
usage of millimeter level DEM particles.

It is also a pity that the validation of atmospheric cutting process is not complete
due to the fact that there is no information available on the adhesion of the plastic
loam cut in the (Hatamura and Chjiiwa, 1976b) experiments, it is thus recommended
in the future to conduct cohesive soil cutting experiments on the premise that all
the mechanical properties of the soil sample are known, so that more comprehensive
validation can be carried out.

There is no validation on submerged cutting process of cohesive soil due to the lack
of experimental data. It is recommended in future research, to conduct submerged
cohesive soil cutting experiments where all the necessary mechanical properties are
measured in advance (permeability, cohesion, adhesion, undrained shear strength and
etc.). After that, numerical modelling can be carried out with proper calibrations.

Overall speaking, it is believed that via proper calibration tests, the DEM-FVM
coupling model for cohesive soil can be applied for predicting the cutting force and
describing the physics in both atmospheric and submerged cutting processs.





6
General Applicability and

Scaling Tests on DEM Rock
Samples

This chapter first discusses on the general applicability of using DEM to create
rock samples, and then the relevant scaling laws between the input param
eters on the micro scale (particle size) to the output mechanical properties on
the macro scale (samples’ size), which forms up the calibration work of DEM
rock samples. For testing the general applicability, three types of rock samples,
weak, medium strength and strong, are created respectively and comparedwith
real rock mechanical properties.
For developing the scaling law, the methodology introduced in Chapter 3.4.3 is
implemented. The correlation between the particle bond strengths (�̄�𝑛, �̄�𝑠), the
particle bond Young’s Modulus �̄�𝑐 and the apparent macroscopic compressive
and tensile strengths (𝜎𝑐, 𝜎𝑡), are established.
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6.1. Selection between the static and dynamic DEM
rock sample generation methods

I n Chapter 3.4.2, both the static and dynamic generation methods for DEM rock
sample have been introduced. For conducting the scaling tests for rock properties,

representative 3D DEM samples are the premises. In this section, simple uni-axial
compression tests are carried out to make a selection between the static method, i.e.,
the Lozano method (Lozano et al., 2016), and the dynamic method, i.e., the Potyondy
method (Potyondy and Cundall, 2004). The aim is to create a rock sample by DEM
with a similar porosity as described in (Grima et al., 2015).

The designated porosity is 37.9%. The test samples are created to be cylinders
with the height 63.4mm and the diameter of the cross-section 31.7mm, simply because
it is the size used in (Potyondy and Cundall, 2004). The results show that, using the
Potyondy method, this designated porosity can be reached. On the contrary, using the
Lozano method, the designated porosity cannot be reached.

With the Lozano method, initially 𝑑𝑚𝑎𝑥/𝑑𝑚𝑖𝑛 was set to 1.66, which is the same
as set in (Potyondy and Cundall, 2004), in this way the smallest porosity obtained is
44%. To reach a smaller porosity, 𝑑𝑚𝑎𝑥/𝑑𝑚𝑖𝑛 is then set to 2.0, thereafter the porosity
obtained is 42%. It is not reasonable to try even bigger 𝑑𝑚𝑎𝑥/𝑑𝑚𝑖𝑛, otherwise there
will be too many small particles in the sample so that the integrity of the sample is
damaged. With the sample of a 42% porosity, a good coordination number, 6, was
achieved. This sample, generated by the Lozano method, is tested in the UCS test,
the result turns out to be disappointing. As shown in Fig. 6.1, the particles just run
away when the top plate is loading downwards. The reasons are:

1. the sample is too loose and there is too much space inside the structure for
compression, thus the sample cannot hold enough resistance against the external
loads;

2. unlike in the Potyondy method, the particles in the Lozano method have no
overlap with each other, i.e., there is no pre-stress existing in the sample, that
results in the particles tend to slip over each other instead of shearing when the
plate is loading from the top side.

In conclusion, the question from Chapter 3.4.2, ”which generation method to use?”,
is answered here. The static generation method from Lozano et al. (2016) cannot be
used for creating rock samples though it is relatively faster. The dynamic generation
method from Potyondy and Cundall (2004) is chosen for creating rock samples in this
research. In the rest of the chapter, all the DEM rock samples tested are created with
the dynamic generation method.
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Figure 6.1: Uniaxial compression test on the rock sample generated by the Lozano method

6.2. General applicability of using DEM for rocks

I n (Potyondy and Cundall, 2004), the parallel bond model (PBM) has been applied
to both 2D and 3D simulations to test the mechanical properties of rock samples.

In recent years, the application of PBM in 2D simulations has been reported in a
variety of literature. For example, (Shi et al., 2015), (Yin and Yang, 2019) and etc.
However, there are few publications available about the performance of PBM in 3D
simulations of UCS and BTS tests on rock. Potyondy and Cundall (2004) simulated the
compression test of the Lac du Bonnet granite, a very strong rock with the UCS of 200
MPa. In this research, as the starting point of testing the implementation of the PBM
into LIGGGHTS, it is decided that the general applicability of the model should be
tested via trying rock samples with different strength ranges. Because rocks with big
difference in strengths frequently also come with different ductility number/brittleness
index. For example the Lac du Bonnet granite recorded by Potyondy and Cundall
(2004) has a brittleness index of 21.5, while a much weaker rock, the Savonnieres
limestone recorded by Grima et al. (2015) only holds a brittleness index of 9. Therefore
it brings the question if the PBM is also capable of simulating more ductile rock
mechanical behaviour.

Hence three rock samples are picked out from the literature, the Savonnieres lime-
stone from Grima et al. (2015) representing the weak/low strength rock (UCS = 7.92
MPa), the oil shale from Shen et al. (2018) representing medium strength rock (UCS =
21 MPa) and the Lac du Bonnet granite from Potyondy and Cundall (2004) represent-
ing the strong/high strength rock (UCS = 200±22 MPa). The mechanical properties
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Table 6.1: Rock properties recorded by Grima et al. (2015), Shen et al. (2018) and Potyondy and Cundall
(2004)

UCS BTS Young’s Poisson’s Porosity
Rock Modulus Ratio

𝜎𝑐 [MPa] 𝜎𝑡 [MPa] 𝐸𝑐 [GPa] 𝜈 n
Low strength 7.92 0.88 5.95 0.31 37.86%
Limestone
Medium strength 21 1.1 12.6 0.21 unknown
Oil shale
High strength 200 9.3 72 0.26 unknown
Granite

of the rock can be found in Table 6.1. Correspondingly, the input parameters used in
the DEM simulations are listed out in Table 6.2.

In Table 6.2, the number of particles of the UCS and the BTS samples are not
fixed, it is because for each test, there are three samples used. Due to the randomness
and the uncertainty of the generation process, as introduced in Chapter 3.4.2, the final
number of particles in the sample may have some small variations, even the procedure
and input parameter do not change.

Fig. 6.2a shows one of the samples used for conducting the compression test and
Fig. 6.2b shows one of the samples in the Brazilian tensile test, in which the color of
the particle indicates its radius. When the radii of the particles increase, the colour
ranges gradually from blue to red. Besides, the plates used as the loading body and
the fixed bottom are both square surfaces with triangular meshes. They are used to
track the force and stress evolutions, as shown in Fig. 6.3.

Each test is conducted three times, and the average of the three is recorded and
shown below in Table 6.3. The simulations have described the rock failure behaviour
very realistically and spontaneously. In the compression tests, the downward moving
plate applies force to the rock sample, due to the irregularity inside the solid structure,
the propagation of the force is not evenly distributed. The loading goes through the
rock sample in the manner of the force/stress wave. By grading the particles´ colour
with its velocity magnitude, the frontier of the force wave can be clearly seen. It is
also found that the stress concentration happens from time to time. If locally there is
a stress concentration, then in the following timesteps, a force/stress wave will spread
from this concentration spot and the concentration will gradually fade out until it
disappears. Some snapshots are obtained from the simulation to help illustrate the
process. In Fig. 6.4, a stress concentration can be witnessed near the bottom of the
sample, the process of initiation, expansion, decay and disappearance is tracked.

According to Table 6.3, in general the simulated UCS values are within acceptable
ranges compared to the real rock samples. Concerning the other simulated mechanical



6.2. General applicability of using DEM for rocks

6

201

Table 6.2: Input Parameters for the UCS simulations to test the general applicability on three different-
strength rock samples

Parameters Symbol [Units] Weak Medium Hard
UCS test
sample height L [mm] 64 64 64
UCS test
sample diameter D [mm] 32 32 32
BTS test sample
thickness 𝐿1 [mm] 16 16 16
BTS test sample
diameter 𝐷1 [mm] 32 32 32
UCS test sample
number of particles 𝑛𝑝

44918∼
45033

44918∼
45033

44918∼
45033

BTS test sample
number of particles 𝑛𝑝1

12437∼
12541

12437∼
12541

12437∼
12541

Sample porosity n 35% 35% 35%
Maximum particle
diameter 𝑑𝑚𝑎𝑥 [mm] 1.33 1.33 1.33
Minimum particle
diameter 𝑑𝑚𝑖𝑛 [mm] 0.8 0.8 0.8
Mean particle
diameter 𝑑𝑎𝑣𝑔 [mm] 1.06 1.06 1.06
PSD ratio 𝑑𝑚𝑎𝑥/𝑑𝑚𝑖𝑛 1.66 1.66 1.66
Particle density 𝜌𝑝 [𝑘𝑔/𝑚3] 2780 2100 2630
Contact & Bond
Young’s modulus

𝐸𝑐, �̄�𝑐
[GPa] 5.95 12.6 72

Particle stiffness’s ratio 𝑘𝑛/𝑘𝑠, �̄�𝑛/�̄�𝑠 3.1 3.1 3.1
Internal friction
coefficient
(particle-particle)

𝜇𝑝 0.57 0.57 0.57

External friction
coefficient
(particle-wall)

𝜇𝑒 0.36 0.36 0.36

Loading speed 𝑣 [mm/s] 5 5 5
Simulation time step Δ𝑡 [s] 10−7 10−7 10−7
Size of the loading
& bottom plates 𝐴𝑝𝑙𝑎𝑡𝑒 [𝑚𝑚2] 32 × 32 32 × 32 32 × 32
Bond strength in
normal direction 𝑇𝑛 [MPa] 7.92 21 200
Bond strength in
shear direction 𝑇𝑠 [MPa] 7.92 21 200
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Figure 6.2: Cylindrical Rock Sample in DEM for the UCS (a) and BTS (b) tests (Colour profile shows
different particle radii).

properties, the BTS values match well for weak and medium rock, but show a significant
overestimation for the hard rock, besides the Young’s Modulus and the Poisson’s ratio
are not matching very well, but they are still within reasonable ranges. So it can be
concluded that the Parallel Bond Method (PBM) has the general applicability so that
it can be used for modelling the mechanical behaviour of rocks with various strengths.

6.3. Scaling between the Young’s modulus  bond strength
ratio and the rock samples’ strengths

I n the previous section, the general applicability of DEM in simulating rock behaviour
has been proven. The next step is to develop the scaling law, where a series of UCS

and BTS tests are conducted. Again the three types of rocks from the literature, the
Savonnieres limestone from Grima et al. (2015) representing the weak/low strength rock
(UCS = 7.92 MPa), the oil shale from Shen et al. (2018) representing medium strength
rock (UCS = 21 MPa) and the Lac du Bonnet granite from Potyondy and Cundall
(2004) representing the strong/high strength rock (UCS = 200 MPa), are used as the
reference materials. The general methodology has been explained in Chapter 3.4.3,
several input parameters are determined beforehand, the friction coefficient between
particles is set to be 𝜇𝑝 = 0.57 (𝜙 = 30∘). The average particle diameter is set to be
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Figure 6.3: Loading Plate used in the Simulations of the UCS and the BTS tests

Table 6.3: UCS and BTS tests results on weak, medium and hard rocks in DEM simulations

𝜎𝑐 𝜎𝑡 𝐸𝑐 𝜈
[MPa] [MPa] [GPa]

Weak Original 7.92 0.88 5.95 0.31
Simulated 7.3 0.72 3.4 0.10

Medium Original 21 1.1 12.6 0.21
Simulated 20.2 0.9 16.7 0.13

Hard Original 200 9.3 72 0.26
Simulated 194.4 15.85 85 0.18

1/30 of the diameter of the rock sample, 𝐷𝑎𝑣𝑔 = 𝐷/30. Apart from that, important
relations are pending to be established between the micro-input and the macro-output.
In (Potyondy and Cundall, 2004) it is set that for the DEM particles, 𝐸𝑐 = �̄�𝑐 = the
measured Young’s modulus, and bond strengths 𝑇𝑛 = 𝑇𝑠= the expected UCS. However,
from their simulation results, the obtained tensile strength of the DEM sample, 𝜎𝑡, is
much larger than the BTS of the real rock sample, which indicates that the 𝑇𝑛 is set too
high. To figure out the relation, in this research, the following equation is generated,

𝑇𝑛 = 𝑇𝑠 = �̄�𝑐/(
�̄�𝑐
𝑇𝑛
) (6.1)

The
�̄�𝑐
𝑇𝑛

ratio, is used as one of the tuning factors to build up the scaling law from
micro to macro scale. As mentioned before in Chapter 3.4.3, this section focuses on

the {
�̄�𝑐
𝑇𝑛

,
𝜎𝑐
𝑇𝑛

} and the {
�̄�𝑐
𝑇𝑛

,
𝜎𝑡
𝑇𝑛

} scaling relation. The following values are tested for the
�̄�𝑐
𝑇𝑛

ratio: 100, 250, 500, 750, 1000 and 1250. The input parameters from Table 6.2 are
inherited excerpt for the bond strengths in the normal and shear directions.
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(a) (b) (c)

(d) (e) (f)

Figure 6.4: Stress concentration in the weak rock simulation and force/stress wave propagation (time se-
quence: from top to bottom, from left to right)
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Table 6.4: Peak stresses from the plates

�̄�𝑐/𝑇𝑛
Top plate
SL (MPa)

Bottom plate
SL (MPa)

Top plate
DL (MPa)

Bottom plate
DL (MPa)

300 11.273 11.241 11.279 11.259
550 9.753 9.740 9.789 9.794
800 7.220 7.183 7.240 7.260
1050 5.150 5.140 5.160 5.180

However, before testing for the scaling laws, two special UCS simulations on the
weak rock samples are made to test the homogeneity of the generated rock sample.
That is: one simulation is conducted by only letting the top plate moving downwards
with 5mm/s, referred as single loading (SL), the other simulation is carried out by
letting the top plate moving downwards with 2.5mm/s and the bottom plate moving
upwards also with 2.5mm/s, referred as double loading (DL). If the samples have good
homogeneity in the vertical direction, then the results from these two simulations
should be the same or very close to each other. Because the purpose is to test the

homogeneity of the rock sample, some special
�̄�𝑐
𝑇𝑛

ratio, other than the ones mentioned
in the previous section, are adopted. They are 300, 550, 800 and 1050.

The peak stresses from the top and bottom plates when major breakage occurs have
been recorded for both the single loading scenario and the double loading scenario in

Table 6.4. It can been seen that with a fixed
�̄�𝑐
𝑇𝑛

ratio, the peak stresses from the
top and bottom plates, no matter it is in single or double loading scenario, are almost
identical. The registered 𝜎𝑝𝑒𝑎𝑘 in the double loading scenario are all slightly higher
than in the single loading scenario. In the single loading scenario, the top plate always
holds higher 𝜎𝑝𝑒𝑎𝑘 than the bottom plate, while in the double loading scenario there is
no fixed pattern. Overall speaking, the difference between the single loading and the
double loading scenarios are negligible. It indicates that the Potyondy method does
have the advantage over the gravitational deposition method (DEM Solutions, 2016)
since it keeps the homogeneity of the DEM sample in the vertical direction.

Since the differences between the 𝜎𝑝𝑒𝑎𝑘 obtained from the single and the double
loading scenarios are insignificant, thus it is determined that using the single loading
method, is valid for obtaining the UCS and BTS values of the DEM rock samples. A
series of UCS and BTS simulations have been carried out with various �̄�𝑐/𝑇𝑛 values,
afterwards, by averaging the 𝜎𝑝𝑒𝑎𝑘 between the top and bottom plates, the UCS value
𝜎𝑐 and the BTS value 𝜎𝑡 for each sample are obtained and displayed in Table 6.5.

In Fig. 6.5 and 6.6, the 𝜎𝑐 obtained from the numerical simulations (scattered
marks) is plotted together with the a polynomial fitting curve (solid line), and the lab-

oratory measurements (dotted line). Correspondingly, the {
�̄�𝑐
𝑇𝑛

,
𝜎𝑐
𝑇𝑛

} relation is plotted
in Fig. 6.6, together with a power regression fitting curve. The polynomial fitting for
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Table
6.5:Resultsofthe

U
CS

and
BTS

sim
ulationson

three
setsofrock

sam
plesundervarious𝐸

𝑐 /𝑇𝑛
ratios

𝐸
𝑐 ⁄𝑇𝑛

100
250

300
360

500
550

600
750

800
1000

1050
1250

W
eak

𝐸
𝑐

[G
Pa]

5.95
5.95

5.95
5.95

5.95
5.95

5.95
5.95

5.95
5.95

rock
𝑇𝑛

[M
Pa]

59.5
23.8

19.8
11.9

10.8
7.92

7.44
5.95

5.67
4.74

𝜎𝑐
[M

Pa]
6.5

9
11.26

10.55
9.8

7.3
7.2

5.45
5.15

4.5
𝜎𝑡 [M

Pa]
2.46

2.25
1.27

1.14
0.75

0.72
0.55

0.51
0.33

0.32
𝜎𝑐 /𝜎𝑡

2.64
4

8.87
9.25

13.07
10.18

13.09
10.69

15.85
14.06

𝜎𝑐 /𝑇𝑛
0.11

0.38
0.57

0.89
0.91

0.92
0.97

0.92
0.91

0.95
𝜎𝑡 /𝑇𝑛

0.04
0.09

0.06
0.1

0.07
0.09

0.07
0.09

0.06
0.07

M
edium

𝐸
𝑐

[G
Pa]

12.6
12.6

12.6
12.6

12.6
12.6

12.6
rock

𝑇𝑛
[M

Pa]
126

50.4
25.2

21
16.8

12.6
10.08

𝜎𝑐
[M

Pa]
18.7

24.1
21.4

20.2
17.5

15.9
14.3

𝜎𝑡 [M
Pa]

3.8
1.56

1
0.9

0.675
0.56

0.42
𝜎𝑐 /𝜎𝑡

4.92
15.4

21.6
22.4

25.9
28.4

34
𝜎𝑐 /𝑇𝑛

0.15
0.48

0.85
0.96

1.04
1.26

1.42
𝜎𝑡 /𝑇𝑛

0.03
0.031

0.039
0.042

0.042
0.044

0.042
H

ard
𝐸
𝑐

[G
Pa]

72
72

72
72

72
72

72
rock

𝑇𝑛
[M

Pa]
720

288
200

144
96

72
57.6

𝜎𝑐
[M

Pa]
103.7

163.8
194.4

224
179.9

144
91.2

𝜎𝑡 [M
Pa]

26
21.6

15.85
9.35

8.15
4.9

3.1
𝜎𝑐 /𝜎𝑡

4
7.6

12.3
24

22.1
29.4

29.4
𝜎𝑐 /𝑇𝑛

0.14
0.57

0.97
1.56

1.87
2

1.58
𝜎𝑡 /𝑇𝑛

0.036
0.075

0.08
0.065

0.085
0.068

0.054
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𝜎𝑐 and the power regression fitting for
𝜎𝑐
𝑇𝑛

are given by Eq. (6.2) and (6.3) respectively.

(a)

(b)

Figure 6.5: Unconfined compressive strength 𝜎𝑐 obtained from the simulations, the curve fittings and the
laboratory experiments vs. the �̄�𝑐/𝑇𝑛 ratio, a) the weak and medium rocks, b) the hard rocks

𝜎𝑐 [𝑀𝑃𝑎] =

⎧
⎪⎪

⎨
⎪⎪
⎩

2.96 ⋅ 10−8 ⋅ ( �̄�𝑐𝑇𝑛
)3 − 6.95 ⋅ 10−5 ⋅ ( �̄�𝑐𝑇𝑛

)2 + 0.04 ⋅ ( �̄�𝑐𝑇𝑛
) + 3.08, for weak rocks

3.68 ⋅ 10−8 ⋅ ( �̄�𝑐𝑇𝑛
)3 − 8.12 ⋅ 10−5 ⋅ ( �̄�𝑐𝑇𝑛

)2 + 0.04 ⋅ ( �̄�𝑐𝑇𝑛
) + 16, for medium rocks

3.49 ⋅ 10−7 ⋅ ( �̄�𝑐𝑇𝑛
)3 − 10−3 ⋅ ( �̄�𝑐𝑇𝑛

)2 + 0.78 ⋅ ( �̄�𝑐𝑇𝑛
) + 33.2, for hard rocks

(6.2)
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Figure 6.6: the {
�̄�𝑐
𝑇𝑛

,
𝜎𝑐
𝑇𝑛

} relations with curve fittings

𝜎𝑐
𝑇𝑛
=

⎧
⎪⎪

⎨
⎪⎪
⎩

− 10.69 ⋅ ( �̄�𝑐𝑇𝑛
)−0.44 + 1.46, for weak rocks

0.24 ⋅ ( �̄�𝑐𝑇𝑛
)0.32 − 0.88, for medium rocks

− 11.83 ⋅ ( �̄�𝑐𝑇𝑛
)−0.18 + 5.18, for hard rocks

(6.3)

No matter for weak, medium, or hard rock, with the increase of the
�̄�𝑐
𝑇𝑛

value, the
𝜎𝑐 shows the trend of first increase and then decrease. Here below the reasons are

analysed. When the
�̄�𝑐
𝑇𝑛

ratio is very small, e.g. < 300, the bond strengths 𝑇𝑛 and
𝑇𝑠 are very high, that makes the bonds too strong to be broken, then what happened
is, instead of generating major fractures and breaking the rock into big chips, where
stress concentration inside the body is needed, the forces from the external loading are
just transmitted downwards and to the lateral side. Later it can be found that the
bottom part of the rock sample get expanded and some shear bond breaks happened
horizontally among the particles at the bottom, and then those particles just flee away,
which also makes the sample to sink while the main body of the sample is still intact,
resulting in a low maximum compressive stress when the recording is finished. The
bond network of the rock sample right before the bottom is crushed can be found in
Fig. 6.7. The reason the bond network is displayed here instead of the particles is that
in this case the bond network can show the phenomenon with a more clear vision.

When the
�̄�𝑐
𝑇𝑛

ratio further increases. Major shear plane can be developed and the
rock is broken into big chips. Fig. 6.8 shows the snapshots of different time steps

around the structural failure moment for weak rock when
�̄�𝑐
𝑇𝑛

= 750. The color of
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Figure 6.7: The bond network of weak rock right before the breakage at the bottom when
�̄�𝑐
𝑇𝑛

= 100, the
color indicates the magnitude of the shear force in the bond

the particles indicates their velocity magnitude, it can be surprisingly discovered that
when the sample is about to fail, all the particles will reach a higher mobility level
simultaneously. The solid structure at this time would adjust itself to the maximum
ability to avoid a major break. Then then maximum stress is reached along the shear
plane and major failure is initiated. Finally full shear plane is developed, as shown in
Fig. 6.8d, the sample is broken into two parts and the lower part is pushed apart to
the right from the original body. The macroscopic shear angle is about 52∘, as shown
in Fig. 6.8c and 6.8d, while the analytical value of the shear angle calculated from the
Mohr-Coulomb failure criterion (Eq. (6.4)) is 60∘. The macroscopic shear angle from
the simulations does not agree precisely with the analytical solution. But it should
be noted that the analytical shear angle is calculated based on purely homogeneous
and isotropic material, while the DEM rock samples created in this research cannot be
perfectly homogeneous, thus certain deviations exist in the macroscopic shear angle.
In general, 52∘ is still a quite realistic value and within acceptable ranges.

𝛽𝑈𝐶𝑆 = 45∘ + 𝜙/2 = 45∘ + 15∘ = 60∘ (6.4)

When the
�̄�𝑐
𝑇𝑛

ratio is increased to much higher values, i.e., 900-1300, the bond
strengths become so small that the rocks are weakened, that is why a decrease of 𝜎𝑐 is
witnessed at the tail of the curve.

The {
�̄�𝑐
𝑇𝑛

,
𝜎𝑐
𝑇𝑛

} correlation is expressed by Eq. (6.3). The trend can be summarized
as a sharp increase in the beginning and then level off to a stable value. For relatively
weak rock (UCS < 10 MPa), the stable value would be around 1. For medium strength
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(a) (b)

(c) (d)

Figure 6.8: Development of the main shear plane in weak rock when
�̄�𝑐
𝑇𝑛
= 750, time sequence: from left to

right and top to bottom. a) before failure; b) all particles are motivated to resist breaking; c) shear plane
appears; d) shear plane fully developed
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rock (UCS ≈ 20-30 MPa), the
𝜎𝑐
𝑇𝑛

ratio keeps increasing when
�̄�𝑐
𝑇𝑛

is swelling. Although

it is not clear if a steady value will appear with even bigger
�̄�𝑐
𝑇𝑛

ratio, when 𝑇𝑛 is
set to be equal to the UCS measured from laboratory, the 𝜎𝑐 is quite approaching

𝑇𝑛 (
𝜎𝑐
𝑇𝑛
= 0.96), which indicates that slightly bigger

�̄�𝑐
𝑇𝑛

ratio can be tested to create
medium-strength rock sample with the expected UCS. For very hard rock (UCS ≈ 200
MPa), the steady value for

𝜎𝑐
𝑇𝑛

is around 2, but it should be noticed
𝜎𝑐
𝑇𝑛

reaches 1 when
�̄�𝑐
𝑇𝑛

is between 350-400.

In Fig. 6.8, the shear plane occurs near the bottom of the weak DEM rock sample.
For medium and hard rocks, the situations are different. For the medium strength rock,
as shown in Fig. 6.9(a), the shear plane occurs near the center of the rock sample. For
the hard rock, not just shear plane, but also a vertically downwards tensile crack has
been witnessed in the simulation, as shown by Fig. 6.9(b). By analyzing the footage
of the simulation, it is discovered that the vertical tensile crack is developed first, and
then shear planes are initiated in each half chip. This phenomenon in nature typically
exists among very stiff and brittle rocks. Considering the fact that the hard DEM rock
sample in this simulation holds a brittleness index of 22.1 and the particle Young’s
modulus of 72 GPa, the behavior of the simulation is deemed reasonable and realistic.

(a) (b)

Figure 6.9: Development of the main failure plane in UCS simulations of medium and hard rocks. The color

indicates the particles’ velocity in horizontal direction. a) Test on medium rock with
�̄�𝑐
𝑇𝑛

= 750, where a

main shear plane is witnessed near the center of the rock sample. b) Test on hard rock with
�̄�𝑐
𝑇𝑛

= 750, in
which both shear and tensile cracks are observed.

In numerical simulations, it is hard to determine the moment of failure for the solid
structure in advance, so sometimes the loading plate continues to move downwards
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after the failure of the sample until a pre-described time. After that pre-described
time, the plate stops moving and the sample does not have contact with the plate any
more. The relation between the stress 𝜎 on the plate and the axial strain 𝜖 of the
rock sample has been studied, it is found that the major structure failures happen
at 𝜖 = 0.69% − 0.91% in these UCS simulations. These are quite reasonable results
comparing with the UCS experiments in the laboratory.

On the other hand, the results from the BTS simulations are also plotted. In Fig.
6.10 and 6.11, the 𝜎𝑡 obtained from the numerical simulations (scattered marks) is
plotted together with the a power regression fitting curve (solid line), and the labo-

ratory measurements (dotted line). Correspondingly, the {
�̄�𝑐
𝑇𝑛

,
𝜎𝑡
𝑇𝑛

} relation is plotted
in Fig. 6.11, together with a non-linear power regression fitting curve. The non-linear
power regression fitting for 𝜎𝑡 and

𝜎𝑡
𝑇𝑛

are given by Eq. (6.5) and (6.6) respectively.

(a)

(b)

Figure 6.10: Brazilian tensile strength 𝜎𝑡 obtained from the simulations, the curve fittings and the laboratory
experiments vs. the �̄�𝑐/𝑇𝑛 ratio, a) the weak and medium rocks, b) the hard rocks
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Figure 6.11: the {
�̄�𝑐
𝑇𝑛

,
𝜎𝑡
𝑇𝑛

} relation from simulations with power curve fittings

𝜎𝑡 [𝑀𝑃𝑎] =

⎧
⎪⎪

⎨
⎪⎪
⎩

− 29.44 ⋅ ( �̄�𝑐𝑇𝑛
)−0.027 + 35.89, for weak rocks

344.8 ⋅ ( �̄�𝑐𝑇𝑛
)−0.99 + 0.2, for medium rocks

− 31.36 ⋅ ( �̄�𝑐𝑇𝑛
)0.14 + 85.8, for hard rocks

(6.5)

𝜎𝑡
𝑇𝑛
=

⎧
⎪⎪

⎨
⎪⎪
⎩

− 1.12 ⋅ 1012 ⋅ ( �̄�𝑐𝑇𝑛
)−6.74 + 0.08, for weak rocks

− 0.13 ⋅ ( �̄�𝑐𝑇𝑛
)−0.07 + 0.12, for medium rocks

− 3.67 ⋅ 1010 ⋅ ( �̄�𝑐𝑇𝑛
)−6 + 0.07, for hard rocks

(6.6)

It can be seen from Fig. 6.10 and 6.11 the simulated BTS value 𝜎𝑡 keeps decreasing

with a rising
�̄�𝑐
𝑇𝑛

. The reason behind is simply the bond strengths are getting lower and
it has reduced the tensile strength of the rock. The failure modes for all the rocks are
the same, which is a main tensile crack in the middle of the rock cylinder, meanwhile
at the top and sometimes also at the bottom where the rock is directly in contact with
the loading plate there are crushed zones. A typical failure mode can be found in Fig.
6.12.

Eq. 6.6 has revealed the correlation between
�̄�𝑐
𝑇𝑛

and
𝜎𝑡
𝑇𝑛

. With the amplifying
�̄�𝑐
𝑇𝑛

,

the
𝜎𝑡
𝑇𝑛

ratio will rapidly grow in the beginning and then approaching a steady value.
The steady values are 0.08, 0.04 and 0.07 for weak, medium and hard rocks.
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Figure 6.12: The failure moment of the rock sample of medium strength with
�̄�𝑐
𝑇𝑛

= 600 in the BTS
simulations, color of the particles indicates the horizontal velocities, with blue to the left and red to the
right

However, it is discovered, with various
�̄�𝑐
𝑇𝑛

ratios, the time of the tensile crack
changes. The higher the ratio, the sooner the rock will break. Fig. 6.13 has taken snap-

shots of the BTS simulation of the weak rock samples with
�̄�𝑐
𝑇𝑛
= 300, 550, 800, 1050.

What can be witnessed is at the same time step, the
�̄�𝑐
𝑇𝑛
= 1050 rock sample already

has fully developed tensile crack, and the
�̄�𝑐
𝑇𝑛
= 800 rock sample has almost finished

the crack development, on the contrary, the tensile crack of the
�̄�𝑐
𝑇𝑛

= 550 rock has

only been developed by less than 50% while the
�̄�𝑐
𝑇𝑛
= 300 rock has not developed any

apparent tensile crack yet.

The ductility number / brittleness index is calculated by Eq. (2.5), which can
be represented by the

𝜎𝑐
𝜎𝑡

ratio in DEM simulation. From the simulation results, the

relation between the ductility number / brittleness index and the
�̄�𝑐
𝑇𝑛

ratio is plotted
in Fig. 6.14. Polynomial regression fittings are drawn as solid lines in the Figure. The
polynomial relations are given by Eq. (6.7).



6.3. Scaling between the Young’s modulus  bond strength ratio and the rock
samples’ strengths

6

215

Figure 6.13: Snapshots at the same time step of the BTS simulation of weak rock with
�̄�𝑐
𝑇𝑛

=
300, 550, 800, 1050 (from top to bottom and left to right)
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Figure 6.14: the {
�̄�𝑐
𝑇𝑛

,
𝜎𝑐
𝜎𝑡

} relation from the simulations with polynomial curve fittings

𝜎𝑐
𝜎𝑡
=

⎧
⎪⎪

⎨
⎪⎪
⎩

− 1.02 ⋅ 10−5 ⋅ ( �̄�𝑐𝑇𝑛
)2 + 0.02 ⋅ ( �̄�𝑐𝑇𝑛

) + 0.8, for weak rocks

− 1.45 ⋅ 10−5 ⋅ ( �̄�𝑐𝑇𝑛
)2 + 0.04 ⋅ ( �̄�𝑐𝑇𝑛

) + 3.1, for medium rocks

− 2.22 ⋅ 10−5 ⋅ ( �̄�𝑐𝑇𝑛
)2 + 0.05 ⋅ ( �̄�𝑐𝑇𝑛

) − 2.1, for hard rocks

(6.7)

The correlation shows a polynomial proportion, under which a brittleness index

can be estimated by a given
�̄�𝑐
𝑇𝑛

. Medium and hard rocks show very similar brittleness,
while the weak rock has lower brittleness index indicating it is the most ductile material

among the three. The brittleness index can be estimated with known
�̄�𝑐
𝑇𝑛

ratio and
the UCS, but can hardly be accurately predicted since more scaling simulations are
required to cover a complete range of the rock strengths.

6.4. Scaling of the bonds’ stiffness ratio and the duc
tility number

I n (Potyondy and Cundall, 2004), the ratio between the normal stiffness and the
shear stiffness, �̄�𝑛�̄�𝑠 , is simply set to match the Poisson’s ratio 𝜈. What interesting is,

the Poisson’s ratio of the Lac du Bonnet granite which Potyondy and Cundall (2004)
used as the reference material is around 0.26, while the �̄�𝑛

�̄�𝑠
ratio they applied in the

DEM simulation as input parameter is 2.5, in the paper there is no explanation about
the link between this 2.5 to the 0.26. Since it is not clear, then it is decided to try a
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certain range of �̄�𝑛�̄�𝑠 to observe the change in the macro behaviour.

The �̄�𝑛
�̄�𝑠

ratio plays an important role in determining the bonds’ tendency to break
in tensile or shear direction, thus would also influence the ductility/brittleness of the

whole rock sample. The UCS and BTS of the rock samples with various
�̄�𝑛
�̄�𝑠

ratios
are tested. The input parameters of the simulations are still the same as in Table 6.2

except for the
�̄�𝑛
�̄�𝑠

ratio. The �̄�𝑛
�̄�𝑠

ratio are tested with the following values: 0.5, 1.0,

1.5, 2.0, 2.5, 2.8, 3.1, 3.5 and 4.0, so that a scaling relation {
�̄�𝑛
�̄�𝑠

,
𝜎𝑐
𝜎𝑡

} can be built up.

The UCS value 𝜎𝑐 and the BTS value 𝜎𝑡 for each sample are obtained and displayed
in Table 6.6.

Table 6.6: Results of the UCS and BTS simulations on three sets of rock samples under various
�̄�𝑛
�̄�𝑠

ratios

�̄�𝑛 ⁄ �̄�𝑠 0.5 1 1.5 2 2.5 2.8 3.1 3.5 4
Weak 𝜎𝑐 [MPa] 3.06 4.21 5.1 5.7 6.03 6.8 7.3 8.8 7.73
rock 𝜎𝑡 [MPa] 0.4 0.51 0.59 0.6 0.66 0.67 0.72 0.79 0.86

𝜎𝑐/𝜎𝑡 7.7 8.3 8.7 9.5 9.2 10.1 10.1 11.2 9
Medium 𝜎𝑐 [MPa] 6.85 10.52 14.16 20.58 27 20.2 17.38 15.28
rock 𝜎𝑡 [MPa] 0.596 0.61 0.88 1.18 1.26 0.9 0.79 0.69

𝜎𝑐/𝜎𝑡 11.5 17.2 16.1 17.4 21.4 22.4 22 22.1
Hard 𝜎𝑐 [MPa] 34 88.4 124 157.5 217.8 194.4 184.9 162.9
rock 𝜎𝑡 [MPa] 4.35 5.9 6.5 8.4 12.78 15.85 12.6 8.7

𝜎𝑐/𝜎𝑡 7.8 15 19.1 18.8 17 12.3 14.7 18.7

In Fig. 6.15, the 𝜎𝑐 obtained from the numerical simulations (scattered marks) is
plotted together with the a polynomial fitting curve (solid line), and the laboratory
measurements (dotted line). The polynomial fitting for 𝜎𝑐 is given by Eq. (6.8).

𝜎𝑐 [𝑀𝑃𝑎] =

⎧
⎪
⎪

⎨
⎪
⎪
⎩

− 0.09 ⋅ ( �̄�𝑛�̄�𝑠
)3 + 0.47 ⋅ ( �̄�𝑛�̄�𝑠

)2 + 0.95 ⋅ ( �̄�𝑛�̄�𝑠
) + 2.66, for weak rocks

− 0.98 ⋅ ( �̄�𝑛�̄�𝑠
)3 + 2.97 ⋅ ( �̄�𝑛�̄�𝑠

)2 + 6.74 ⋅ ( �̄�𝑛�̄�𝑠
) + 2.27, for medium rocks

− 5.66 ⋅ ( �̄�𝑛�̄�𝑠
)3 + 11.4 ⋅ ( �̄�𝑛�̄�𝑠

)2 + 87.35 ⋅ ( �̄�𝑛�̄�𝑠
) − 10.28, for hard rocks

(6.8)

In Fig. 6.15, no matter weak, medium or hard rocks, 𝜎𝑐 always shows a trend of first
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(a)

(b)

Figure 6.15: Unconfined compressive strength 𝜎𝑐 obtained from the simulations, the curve fittings and the
laboratory experiments vs. the �̄�𝑛 ⁄ �̄�𝑠 ratio, a) the weak and medium rocks, b) the hard rocks
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increasing and then decreasing. For the weak rock the trend is less obvious but there

is a peak observed at
�̄�𝑛
�̄�𝑠

= 3.5. To understand this trend, effort has been made to

analyse these stages. When
�̄�𝑛
�̄�𝑠

is rather small and �̄�𝑛 is constant, the �̄�𝑠 value becomes
very high. This results in the situation that a bond can break in shear failure with
much smaller shear displacement, meanwhile not only one, but several shear cracks can
be developed simultaneously which further damages the integrity of the rock before
the structural failure. So the major structure failure would happen with much less
axial strain, i.e., the top plate has only descended a very small distance. As mentioned
before, the Young’s Modulus �̄�𝑐 are fixed in this part of the scaling testing, thus the
overall measured force when the rock breaks is comparably small.

If the
�̄�𝑛
�̄�𝑠

ratio increases, the shear stiffness of the bond �̄�𝑠 is diminished, thus the
rock can endure more vertical loading from the top plate before breakage, in this way

the compressive strength rises up. But it is not a infinite process, when the
�̄�𝑛
�̄�𝑠

value
boosts too much, the shear stiffness gets so small that naturally resulting in much lower
strengths of the rock sample.

However, even the trends of the weak, medium and hard rock are the same according
to Fig. 6.15, their failure patterns are not always the same. The weak and medium
rocks tend to fail in mainly shear planes. The shear planes for the weak rock are closer

to the bottom, and depends on the
�̄�𝑛
�̄�𝑠

ratio, more than one big shear cracks can be
developed. For instance, Fig. 6.16a shows more than one shear cracks have occurred

on the bottom left part of the rock with
�̄�𝑛
�̄�𝑠
= 0.5, and Fig. 6.16b displays the shear

cracks also near the bottom of the rock with
�̄�𝑛
�̄�𝑠

= 1, meanwhile it is interesting to
see a big chip breaks out on the top right part of the rock, which is quite often seen in
laboratory experiments, too.

On the contrast, shear cracks on the medium-strength rocks usually occur around
the central part of the rock samples. The bond network is displayed in Fig. 6.17 with
the horizontal bond forces, where a black solid line is drawn to indicate the shear plane
since it was not very obvious in the bond network.

From the simulation results, it is observed that the failure mode for the hard rock
is quite different. Instead of big shear planes, in the hard rock simulations, there are
either one or several vertically downwards penetrating cracks developed, and often
accompanied by sheared chips at the bottom or top. Demonstrations of this type of
failure can be found in Fig. 6.18. Fig. 6.18a shows the breakage of the hard rock

with
�̄�𝑛
�̄�𝑠

= 2, where the red and blue colors of the particles indicating the sample is
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(a) (b)

Figure 6.16: UCS simulations of weak rocks, on which shear cracks occurs more closer to the bottom. The

color indicates the particles’ velocity in horizontal direction. a)
�̄�𝑛
�̄�𝑠

= 0.5, in which more than one shear

cracks are observed; b)
�̄�𝑛
�̄�𝑠

= 1, not only shear cracks occurs at the bottom left part, but also a big chip
bursts out on the top right part of the rock sample

Figure 6.17: The bond network of medium-strength rock at breakage when
�̄�𝑛
�̄�𝑠

= 2, the color indicates the
horizontal force in the bond and a black solid line is drawn to indicate the shear plane
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splitting apart by a penetrating tensile crack. What is interesting to see is that in the
blue half of the rock, a shear crack has been developed, which is actually induced by
relatively big shear stiffness of the bond �̄�𝑠. On the left corner of the rock, a sheared
chip is generated and leaving the body. Fig. 6.18b shows the breakage of hard rock

with
�̄�𝑛
�̄�𝑠

= 2.8, again a penetrating vertical crack is observed and a sheared chip is
generated at the back bottom of the sample. As already been mentioned earlier when
interpreting Fig. 6.9, these behaviours observed in Fig. 6.18 are quite realistic for
very hard, especially very brittle rocks. After examining all the failure patterns, it is
concluded that if, for a rock sample, its brittleness index is larger than 17 and the
UCS larger than 150 MPa, most probably in the UCS tests the failure pattern will be
tensile dominant plus some secondary shear planes.

(a) (b)

Figure 6.18: UCS simulations of hard rocks, on which one or more downwards penetrating cracks are

developed. The color indicates the particles’ velocity in horizontal direction. a)
�̄�𝑛
�̄�𝑠

= 2, in which a
downwards penetrating tensile crack has split the sample into two halves, and then in the right half there
is a shear crack can be spotted, besides a visible sheared chip has been developed at the left bottom of the

rock; b)
�̄�𝑛
�̄�𝑠

= 2.8, a downwards penetrating tensile crack is developed in the rock

Via conducting all the simulations, it is discovered that for UCS tests, a range

of 2-3.5 would be appropriate for the
�̄�𝑛
�̄�𝑠

ratio. When the ratio gets too big, some
unrealistic behaviour emerges. Fig. 6.19 shows the breakage of medium rock with
�̄�𝑛
�̄�𝑠

= 4.0, it can be witnessed that two big chips from the top are generated due to
shearing while the rest of the rock stays intact. This is quite unusual in the rock UCS

experiments. So
�̄�𝑛
�̄�𝑠
> 3.5 is not recommended.

On the other hand, the results from the BTS simulations are also plotted. In
Fig. 6.20, the 𝜎𝑡 obtained from the numerical simulations (scattered marks) is plotted
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Figure 6.19: UCS simulation of medium rock sample with
�̄�𝑛
�̄�𝑠

= 4.0, two chips from the top are generated
due to shearing while the rest of the rock stays intact

together with the a polynomial fitting curve (solid line), and the laboratory measure-
ments (dotted line). Correspondingly, the polynomial fitting for 𝜎𝑡 is given by Eq.
(6.9).

𝜎𝑡 [𝑀𝑃𝑎] =

⎧
⎪
⎪

⎨
⎪
⎪
⎩

0.12 ⋅ ( �̄�𝑛�̄�𝑠
) + 0.37, for weak rocks

− 0.03 ⋅ ( �̄�𝑛�̄�𝑠
)3 + 0.001 ⋅ ( �̄�𝑛�̄�𝑠

)2 + 0.49 ⋅ ( �̄�𝑛�̄�𝑠
) + 0.28, for medium rocks

− 1.53 ⋅ ( �̄�𝑛�̄�𝑠
)3 + 9 ⋅ ( �̄�𝑛�̄�𝑠

)2 − 11.41 ⋅ ( �̄�𝑛�̄�𝑠
) + 8.58, for hard rocks

(6.9)

In the BTS tests, there are always a crushed zones formed up at the top of the
sample since this part directly suffers from the compression of the moving plate. As
shown in Fig. 6.12, a major tensile crack split the rock sample into two parts, the blue
part tends to move leftwards while the red part rightwards, the crushed zone on the

top is the reason of the occurrence of this major crack. With fixed �̄�𝑛, a bigger
�̄�𝑛
�̄�𝑠

ratio literally means a smaller �̄�𝑠, thus the shear failure between bonded particles will
be postponed, so the crushed zone is larger when the sample breaks. Considering the
fact that the Young’s Modulus during the elastic deformation of the sample does not

change with different
�̄�𝑛
�̄�𝑠

ratio, so a higher
�̄�𝑛
�̄�𝑠

ratio will make the sample fail at higher
external load, resulting in higher apparent tensile strength. That is why in Fig. 6.20 it

is witnessed the BTS value increases with increasing
�̄�𝑛
�̄�𝑠

ratio. Another phenomenon
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(a)

(b)

Figure 6.20: Brazilian tensile strength 𝜎𝑡 obtained from the simulations, the curve fittings and the laboratory
experiments vs. the �̄�𝑛 ⁄ �̄�𝑠 ratio, a) the weak and medium rocks, b) the hard rocks
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observed is, extra shear cracks occurred when the
�̄�𝑛
�̄�𝑠

ratio is very low, as shown in Fig.

6.21, in the BTS simulation of weak rock sample with
�̄�𝑛
�̄�𝑠
= 0.5, big crushed zones are

found both at the top and the bottom of the samples, and a big shear crack is witnessed
in the blue part of the rock in parallel with the tensile crack. This behaviour exactly

fits the theory mentioned above. �̄�𝑠 is too big when the
�̄�𝑛
�̄�𝑠

ratio is only 0.5, so the
shear force builds up too fast in the bond, resulting the bond breaks in shear with very
small tangential displacement. These shear cracks significantly damage the integrity
of the rock sample, resulting in much smaller BTS values from the simulations.

Figure 6.21: BTS simulation of weak rock sample with
�̄�𝑛
�̄�𝑠

= 0.5, big crushed zones are found both at the
top and the bottom of the samples, a big shear crack is witnessed in the blue part of the rock in parallel
with the tensile crack. The color of the particles represent their horizontal velocities

But it should be noted that the increase of 𝜎𝑡 is not an infinite process, when the
�̄�𝑛
�̄�𝑠

ratio gets too big, the �̄�𝑠 becomes very small, which weakens the rock sample.

That is why an decrease of 𝜎𝑡 is observed when
�̄�𝑛
�̄�𝑠

> 3.1 for the medium and hard
rocks. For the weak rock, the decrease trend has not appeared in the tested range. It

is not clear if a decrease trend will occur for the weak rock if the
�̄�𝑛
�̄�𝑠

ratio is further
increased.

After examining the strengths of the rock samples with varying
�̄�𝑛
�̄�𝑠

ratio, it is now

the time to check the impact of the
�̄�𝑛
�̄�𝑠

ratio on the ductility number, in other words,
the brittleness index, which can be calculated by Eq. (2.5). From the simulation
results, the relation between the ductility number / brittleness index and the �̄�𝑛 ⁄ �̄�𝑠
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ratio is plotted in Fig. 6.22. Polynomial regression fittings are drawn as solid lines in
the Figure. The polynomial relations are given by Eq. (6.10).

Figure 6.22: the {
�̄�𝑛
�̄�𝑠

,
𝜎𝑐
𝜎𝑡

} relation from simulations with polynomial curve fittings

𝜎𝑐
𝜎𝑡
=

⎧
⎪
⎪

⎨
⎪
⎪
⎩

− 0.28 ⋅ ( �̄�𝑛�̄�𝑠
)3 + 1.54 ⋅ ( �̄�𝑛�̄�𝑠

)2 − 1.48 ⋅ ( �̄�𝑛�̄�𝑠
) + 8.26, for weak rocks

− 0.07 ⋅ ( �̄�𝑛�̄�𝑠
)3 − 0.21 ⋅ ( �̄�𝑛�̄�𝑠

)2 + 5.13 ⋅ ( �̄�𝑛�̄�𝑠
) + 9.97, for medium rocks

2.44 ⋅ ( �̄�𝑛�̄�𝑠
)3 − 18 ⋅ ( �̄�𝑛�̄�𝑠

)2 + 39.7 ⋅ ( �̄�𝑛�̄�𝑠
) − 8.24, for hard rocks

(6.10)

It is assumed that the
�̄�𝑛
�̄�𝑠

ratio would have a significant impact on the brittleness
of the rock because it determines the tendency of a bond’s failure in the shear or the
tensile failure mode. From Fig. 6.22 it can be observed that indeed the ductility

number varies a lot with the
�̄�𝑛
�̄�𝑠

ratio, but there is no unified pattern. For the weak

rock, it is learned that the variation of
�̄�𝑛
�̄�𝑠

does not change the ductility of the sample
significantly. The ductility number / brittleness index is in the range of 8 < 𝑚 < 11.
For medium rock, a stable increasing trend is found on the ductility number. In the
future this polynomial relation could be used for calibrating the rock samples when
needed. On the contrary, the trend on the hard rock is much more complicated, a
”increase - decrease - increase” trend is observed. It is not clear how this trend can be
explained.
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6.5. Conclusions and Recommendations

s ome conclusions can be drawn based on the studies in this chapter.

1. For generating the DEM rock sample, the static generation method from Lozano
et al. (2016) cannot be used for creating rock samples, though it is relatively
faster. The dynamic generation method from Potyondy and Cundall (2004) is
able to produce good DEM rock samples, although the process takes longer time.
This method is also better than the gravitational deposition method since it can
keep the homogeneity in the vertical direction.

2. The parallel bond method (PBM) has the general applicability to be used for
modelling the mechanical behaviour of the rocks with various strengths, from
very weak rock (UCS < 10 MPa) to very hard rock (UCS ∼ 200 MPa). From the
simulations carried out, the UCS values are within acceptable ranges compared
to real rocks while the BTS values match well for weak and medium rock, but
show a significant overestimation for the hard rock. Overall speaking, the per-
formance confirms the advantage of PBM over the point contact bond method
on performing very hard rock behaviour.

3. PBM can display the shock wave propagation and the stress concentration during
the loading process on the DEM rock sample. PBM can also distinguish the
breaking patterns for different rocks. For relatively weak and in the brittle-
ductile transition rock, a clear shear plane can be witnessed in the UCS test. For
very hard and brittle rock, vertical cracks occurs in the UCS test. For the BTS
test, clear vertical cracks can be observed at failure. These performances are all
spontaneous and intuitive, without the help of any special constitutive laws.

4. The {
�̄�𝑐
𝑇𝑛

,
𝜎𝑐
𝑇𝑛

} correlation can be summarised as a sharp increase in the beginning
and then level off to a stable value. For relatively weak rock (UCS < 10 MPa),
the stable value would be around 1. For medium strength rock (UCS ≈ 20-30
MPa), the

𝜎𝑐
𝑇𝑛

ratio keeps increasing although it is not clear if a steady value will

appear with even bigger
�̄�𝑐
𝑇𝑛

ratio. For hard rock (UCS ≈ 200 MPa), the steady

value for
𝜎𝑐
𝑇𝑛

is around 2.

5. The {
�̄�𝑐
𝑇𝑛

,
𝜎𝑡
𝑇𝑛

} correlation can be concluded as, with the amplifying
�̄�𝑐
𝑇𝑛

, the
𝜎𝑡
𝑇𝑛

ratio will rapidly grow in the beginning and then approaching a steady value.
The steady values are 0.08, 0.04 and 0.07 for weak, medium and hard rocks.

6. Extra shear cracks could be developed both in the UCS and BTS simulations

when the the
�̄�𝑛
�̄�𝑠

ratio is too small. The {
�̄�𝑛
�̄�𝑠

,
𝜎𝑐
𝜎𝑡

} ratio can be concluded as, for
the weak rock, the ductility number of the sample only varies in a small range
8 < 𝑚 < 11, which reflects the mechanical property of the real rock well. For
medium rock, a stable increasing trend is found on the ductility number. But
the trend on the hard rock is much more complicated, a ”increase - decrease -
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increase” trend is observed. It is not clear how this trend can be explained.

The study in this chapter makes it convincing that the PBM is indeed superior to
other numerical methods in terms of describing very detailed and dynamic mechanical
behaviour of rocks. It is by no doubt recommended to conduct material test simulations
with more ranges of rock strengths. In this chapter, only three rocks are targeted (UCS
= 7.92 MPa, 21 MPa and 200 MPa), the gaps in-between are too big. This makes it
impossible to find out where the transition of the failure patterns and the transition of
the trends of the correlations mentioned above happen. To build up a sound scaling
law, which in the future can be used as the references for creating the desired DEM
rock sample, much more simulations should be conducted, so that a database can
be established. This can significantly increase the convenience for applying PBM in
scientific research and engineering practice.





7
Conclusions and

Recommendations

In this chapter the overall conclusions and recommendations of this research
project are presented.

229
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7.1. Conclusions

7.1.1. Numerical modelling of sand cutting process

In DEM, non-spherical particle based on a tetrahedron internal structure can well
represent the mechanical behavior of natural sand. Phenomenons like interlocking,
shearing and dilatation can occur spontaneously without any extra constitutive laws
applied on macro scale. Non-spherical particles are used in dry sand cutting simu-
lations, and the results are validated by comparing with the experimental results of
Hatamura and Chjiiwa (1975, 1976a,b). The validation tests show that, the cutting
forces on the blade, after scaling, agree well with the experimental results.

Spherical DEM particles can be used to model sand only when the rotational move-
ment is significantly damped. With a rolling friction coefficient 𝜇𝑟 = 0.7, the correct
angle of repose can appear in the calibration tests. Underwater sand cutting simula-
tions are carried out and validated by comparing with the experiments of Miedema
(2017). Validation on the dimensionless cutting force for the 2D effect underwater
cutting process shows that, large errors appear at ℎ𝑏/ℎ𝑖 = 1 when the results are
not corrected for gravity effect. After the results are corrected for gravity effect, the
numerical, experimental, and analytical dimensionless cutting forces agree with each
other well.

The simulation results from both the dry and underwater sand cutting simulations
prove that, with large cutting angles (75∘ and 90∘), the cutting force develop according
to the wedge theory of Miedema (2017). However, the wedge is not static and thus
cannot be easily visualized.

7.1.2. Numerical modelling of cohesive soil cutting process

Cohesive DEM soil sample can be created by using the Simplified Johnson-Kendall-
Roberts (SJKR) cohesion model. The internal shear strength of the sample can be
calibrated by the direct shear tests using the ring shear device, and the external shear
strength can be tested by the blade pull-out tests. The results of these tests show
a clear cohesion, a clear internal friction angle, a clear adhesion and a clear external
friction angle. It proves that these two tests satisfy the need for calibrating the major
mechanical properties of the cohesive DEM soil sample.

The developed DEM model for atmospheric cohesive soil cutting process is validated
using the cutting experiments conducted on plastic loam by (Hatamura and Chjiiwa,
1976b). Although the created cohesive DEM soil sample does not precisely match the
mechanical properties of the plastic loam, via applying the scaling law, the results
obtained by the developed DEM model match with the results found by Hatamura
and Chijiiwa within acceptable error margins. The difference is mainly induced by the
mismatch of the unknown adhesion of the plastic loam in the Hatamura and Chjiiwa
(1976b) experiments and the adhesion obtained from the numerical samples.
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Submerged cohesive soil cutting simulations are performed with 300 kPa hydrostatic
pressure and various cutting speeds. Unfortunately there is no experimental data
available for validation. The ”cutting force - cutting speed” relation obtained from the
simulations is compared with an empirical relation on clay cutting. The comparison
shows that the increase of cutting force when cutting with higher cutting speed has
been significantly overestimated in the simulations. The reason is that permeability of
the cohesive DEM soil sample has not been tuned to the level of that of natural clay.
As a result, higher pressure gradient force appears with higher cutting speed, leading
to much higher cutting force.

7.1.3. General applicability and scaling tests on DEM rock sam
ples

The parallel bond method (PBM) has the general applicability for modelling the me-
chanical behaviour of the rocks with various strengths, from very weak rock (UCS <
10 MPa) to very hard rock (UCS ≈ 200 MPa). It confirms the advantage of PBM over
the point contact bond method on performing very hard rock behaviour.

The {
�̄�𝑐
𝑇𝑛

,
𝜎𝑐
𝑇𝑛

} correlation can be summarised as a sharp increase in the beginning

and then level off to a stable value. The {
�̄�𝑐
𝑇𝑛

,
𝜎𝑡
𝑇𝑛

} correlation can be concluded as,

with the amplifying
�̄�𝑐
𝑇𝑛

, the
𝜎𝑡
𝑇𝑛

ratio will rapidly grow in the beginning and then
approaching a steady value.

The {
�̄�𝑛
�̄�𝑠

,
𝜎𝑐
𝜎𝑡

} ratio can be concluded as, for the weak rock, the ductility number
of the sample only varies in a small range 8 < 𝑚 < 11, which reflects the mechanical
property of the real rock well. For medium rock, a stable increasing trend is found on
the ductility number. But the trend on the hard rock is much more complicated, a
”increase - decrease - increase” trend is observed. It is not clear how this trend can be
explained.

7.1.4. Other conclusions

A 3D dynamic numerical modelling framework has been established for simulating the
underwater excavation process. This model enables the observation on the internal
structure of the soil and the transient/instant behaviour during cutting. Phenomenons
like underwater dilatancy, crack formation and shear layer formation, which are quite
difficult to observe and measure in lab experiments, can now emerge spontaneously in
the simulations.

It should be pointed out that particle based numerical models contain a certain
amount of stochasticity in their simulation results. A number of repetitions on the
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calibration and cutting simulations are the common practices to improve the accuracy
of numerical results. In recent years, more meticulous calibration procedures on the
mechanical properties of materials in DEM have been reported by Derakhshani et al.
(2015), Katterfeld et al. (2019) and Mohajeri et al. (2020).

In this research project, it is not feasible to carefully calibrate every parameter in
the model or conduct many repetitions due to the limitation of time. The calibration
simulations on sand and cohesive soil in this thesis have been carried out twice and
the average results are presented. This also applies to the UCS and BTS simulations
on weak rock sample. The other simulations have been carried out only once, and
experimental results are introduced for validation purposes. For excavation simula-
tions, it remains unknown that the bandwidth of variation of the simulations results
if a sufficient number of repetitions are carried out.
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7.2. Recommendations

7.2.1. Numerical modelling of sand cutting process

Although forces measured from the dry sand cutting simulations match the experimen-
tal results well, it should be pointed out that the cutting speeds in these simulations
are small, so the inertia forces have been neglected. It is recommended that simulations
with higher cutting speeds should be carried out for investigating the influence of the
inertia force in dry sand cutting.

For the simulations of underwater sand cutting process, the cutting speeds are not
high enough to trigger the occurrence of cavitation. Therefore it is also recommended
in future research, to simulate underwater sand cutting with higher cutting speed,
to investigate if the DEM-FVM coupling model can well incorporate the cavitation
phenomenon.

7.2.2. Numerical modelling of cohesive soil cutting process

The validation of atmospheric cutting process is not complete due to the fact that there
is no information available on the adhesion of the plastic loam cut in the (Hatamura
and Chjiiwa, 1976b) experiments, it is thus recommended in the future to conduct
cohesive soil cutting experiments on the premise that all the necessary mechanical
properties of the soil sample are known, so that more comprehensive validation can be
carried out.

There is no validation on submerged cutting process of cohesive soil due to the lack
of experimental data. It is recommended in future research, to conduct submerged
cohesive soil cutting experiments where all the necessary mechanical properties are
measured in advance (permeability, cohesion, adhesion, undrained shear strength and
etc.). After that, numerical modelling can be carried out with proper calibrations.

7.2.3. General applicability and scaling tests on DEM 　 rock
samples

It is recommended to conduct material test simulations with more ranges of rock
strengths. In this chapter, only three rocks are targeted (UCS = 7.92 MPa, 21 MPa and
200 MPa), the gaps in-between are too big. This makes it impossible to find out where
the transition of the failure patterns and of the trends of the correlations mentioned
above happens. To build up a sound scaling law, which in the future can be used as the
references for creating the desired DEM rock sample, much more simulations should
be conducted, so that a database can be established. This can significantly increase
the convenience for applying PBM in scientific research and engineering practice.
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7.2.4. Other recommendations

As mentioned before, due to the limitation of time, it is not possible to carry out a suffi-
cient number of repetitions on each simulation within this research project. Therefore,
it is recommended in future research projects, to conduct more calibration and excava-
tion simulations with a sufficient number of repetitions. This will help the numerical
model to a better stability, accuracy and reproducibility.

In summary, experimental study gives people the ability to observe the physics
from outside, while DEM-FVM coupling gives people the ability to observe the physics
from the microscopic level, i.e., the inside. It is thus believed that DEM-FVM coupling
provides with a bright future for researchers to understand more and more physics.
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