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a b s t r a c t

Geothermal energy is gaining momentum as a renewable energy source. Reservoir simulation studies are
often used to understand the underlying physics interactions and support decision making. Uncertainty
related to geothermal systems can be substantial for subsurface and operational parameters and their
interaction with regards to the output in terms of lifetime, energy and economic output. Specifically, for
geothermal systems with the fault acting as the main fluid pathway the relevant field development
uncertainties have not been comprehensively addressed. In this study we show how the produced en-
ergy, system lifetime and NPV are affected considering a range of subsurface and operational parameters
as uncertainty sources utilizing an ensemble of 16,200 3D Hydraulic-Thermal (HT) reservoir simulations,
conceptually based on the Rittershoffen field. A well configuration with oblique angles with respect to
the main permeability anisotropy axes results in higher system lifetime, generated energy and NPV. A
well spacing of 600m consistently yields a higher economic efficiency (V/MWh) under all uncertainty
parameters considered. More robust development options could be utilized in the absence of fault
permeability characterization to ensure improved output prediction under uncertainty. Studies based on
the methodology presented can improve investment efficiency for field development under subsurface
and operational uncertainty.
© 2021 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND

license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Geothermal energy is increasingly considered as a renewable
energy source to provide both electricity and heat. Improving sys-
tem lifetime, energy generation and economic efficiency is crucial
for a larger contribution of geothermal energy in the energy mix.
Similar to other subsurface developments, such as in hydrocarbon
reservoirs and CO2 sequestration [1,2], an efficient well placement
and configuration strategy is of crucial importance in geothermal
reservoirs, in particular for Enhanced Geothermal Systems (EGS)
due to their long borehole length. A significant portion of the
capital costs for the exploitation of subsurface resources is allocated
to well drilling. An appropriate well placement strategy can
remarkably improve the reservoir performance and its economic
ology, Faculty of Civil Engi-
inweg 1, Delft, 2628CN, the

is).
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feasibility [3e7]. In this study we investigate the use of a fault plane
as the main reservoir and show how the produced energy, system
lifetime and NPV are affected considering uncertainty in both the
subsurface and operational parameters.

An efficient well placement strategy requires detailed infor-
mation about the reservoir's structure, geometry, petrophysical-
and hydrothermal-properties [8]. Spatial distribution of reservoir
properties can affect the fluid flow pattern over different scales. In
the cases of re-injection- and/or multiple-wells in geothermal
reservoirs the relative position of the wells plays a major role in the
success of the project [7,9,10]. Larger well spacing results in
increased life time of the reservoir (due to prolonged thermal
breakthrough time) and increased extracted energy, however,
capital- and operational-costs for pipeline construction and
pumping requirements will increase respectively [7,11e15]. This is
especially important when considering the relatively low profit
margin of geothermal projects for direct use of heat [16e18].
Additionally, energy required for pumping differs according to the
flow properties of the target reservoir [19].

The existence of preferential flow paths, such as fault and/or
under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/
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Fig. 1. Constructed reservoir model, including the Rittershoffen fault (presented in
blue colour) as well as the production well (West) and injection well (East). The model
layers (from top to bottom) represent: Lias, Keuper, Muschelkalk, Buntsandstein and
the granitic section, respectively. Injection and production wells are treated as 1D line
elements.
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fractures, especially in EGS, can significantly influence the well
placement strategy [20e24]. Faults or fault zones can often form
effective fluid pathways that naturally enhance the thermal
gradient and fluid flow [25,26]. Faults as fluid pathways are more
often targeted in low-permeability, basement rocks [27] or artifi-
cially generated by stimulation in EGS systems [28]. For example, it
was observed that the targeted fault zone in Rittershoffen
geothermal reservoir controls two third of the total flowwithin the
system [29,30]. When faults are the main fluid pathways for fluid
circulation the characterisation of permeability and permeability
anisotropy directions are crucial for productivity [25,31] and the
well configuration has been shown to affect the performance [32].

Thewell placement strategy is not only influenced by subsurface
uncertainties, but also by future operational conditions which can
complicate development options. Additionally to subsurface un-
certainty, operational conditions can also influence the well
placement strategy [33,34]. For exampledin the context of a
profitability analysis of the Soultz-sous-Forêts- EGSd it has been
shown that the thermal breakthrough time of the system can be
significantly influenced by the Rayleigh number, as well as by the
flow rate and therefore, the operational conditions can indirectly
affect the well placement strategy [35]. Non-isothermal effects add
to the complexity of the selection of a suitable wellbore location in
geothermal systems. In such systems, the variation in fluid density
due to temperature change generates a buoyancy force ([36]; [37]).
Buoyancy driven flow can reduce the pumping requirements or
even eliminate the need for pumping between the injection and
productionwells if utilized appropriately [38]. In order to efficiently
utilize the buoyancy effects, however, an appropriate well place-
ment strategy is one of the most important requirements [39,40].
Additionally, it has been shown that in the presence of strong
buoyancy effects in fractured geothermal systems the sweep effi-
ciency of the heat inside the fractures is significantly influenced if
the productionwell lies vertically above the injector well [38,41,42].

Besides the well placement itself, the producing interval of the
wellborewithin the reservoir sectionmay also influence the overall
performance of geothermal systems [43]. A full wellbore perfora-
tion decreases the pressure impedance, while perforating only the
lower reservoir parts improves the production temperature in
horizontal and homogeneous reservoirs [44]. Similarly, in a layered
reservoir, higher permeability for the deeper layers yields increased
produced fluid temperature [7]. However, in an inclined reservoir
that could resemble a dipping fault the choice of production well
location becomes very important and depends on the reservoir dip
and initial thermal gradient [15].

Therefore, the different well spacing and positioning, together
with the operational parameters affect both the generated energy
and the economic performance of geothermal systems
[14,17,45,46]. Moreover, drilling costs are associated with lithology,
but also with well trajectory and have been shown to strongly
correlate to measured depth [47,48]. Field development analysis
has been carried out for direct use geothermal systems with for-
mations as the fluid pathway, however, such an analysis is notably
lacking for systems with fault as the main fluid pathway. The
interaction between subsurface uncertainty and development op-
tions for fault-based systems has not been addressed previously.

The aim of this investigation is to determine the influence of the
relative positioning of the wells, their spacing and the producing
interval on the overall performance of a typical geothermal reser-
voir with the fault plane acting as the main fluid pathway. The
performance of the geothermal system in terms of lifetime, amount
of produced energy and generated NPV is analysed with respect to
reservoir and operational uncertainty parameters, namely, flow
rate, injection fluid temperature, fault permeability anisotropy and
subsurface geothermal gradient. This study explores such an
928
interrelationship in the form of a sensitivity analysis, taking into
account all discrete combinations of the above-mentioned pa-
rameters in a full factorial design study, comprised of 16,200 sim-
ulations. The modelled system conceptually represents the
Rittershoffen geothermal reservoir (NE France). A numerical Ther-
mal Hydraulic (TH) model employing the Finite Element Method
(FEM) in COMSOL Multiphysics is used to perform the simulations.

2. Model

The model geometry and the inputs (section 2.1) of the para-
metric study are described first (section 2.2). Following, the three
parts of the model are detailed: the reservoir model (section 2.3),
coupling, initial and boundary conditions (section 2.4) and lastly
the energy and economic model (section 2.5).

2.1. Model geometry and inputs

The proposed sensitivity analysis is based on the Rittershoffen
geothermal reservoir and a numerical model is constructed based
on the publicly available data. The reservoir consists of altered/
fractured granitic rocks of Carboniferous age. It is located at the
western part of the Upper Rhine Graben (URG), 6 km south-east of
Soultz-sous-Forêts EGS [30]. The constructed numerical model
consists of five layers in total (Fig. 1), representing (I) Lias, (II)
Keuper-, (III) Muschelkalk- and (IV) Buntsandstein-formations as
well as (V) the targeted granitic section [30,49,50]. The main
damage zone of the fault in the region (Rittershoffen fault) has a
thickness of 40m, a strike angle of N355� (becoming North-South at
the granitic reservoir) and a dip angle of 45� to the West [30]. For
simplicity, the fault strike is assumed to be North-South in the
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current study. The fault terminates at the true vertical depth of
3250m [30]. In order to target the fault zone, an injection-as well as
a production-well are placed vertically in the model. The wells
properties, such as location and depth, will be assigned based on
every specific parametric value set. In the Rittershoffen geothermal
field both wells are fully perforated inside the Muschelkalk,
Bundsandstein, and partially penetrating granite (up to 150m
bellow the fault zone). In this study in order to investigate the effect
of perforation length, both full perforation length (as exist in the
Rittershoffen field) and partial perforation are studied. Partial
perforation is implemented as 150m above and below fault inter-
section with any reservoir layer.

A schematic representation of a typical built model including
the Rittershoffen fault, as well as the injection/production well-
sdwhich in this particular case are positioned along the EW
directiondis shown in Fig. 1. The properties of the granitic section
of the reservoir are assigned based on the acquired data from the
boreholes GRT-1 and GRT-2 in the Rittershoffen reservoir which
were drilled in 2012 and 2014 respectively [30]. The model pa-
rameters for the layers above the granitic reservoir are set ac-
cording to the analogue data [51; 52]. In cases of data not being
publicly available, assumptions are made. The set of all model pa-
rameters are presented in Table 1. No flow is assumed for all outer
boundaries of the model. The subsurface heat flux of 0.12W/m2 is
applied to the bottom surface of the model [53]. The subsurface
temperature gradient is set at 0.09K/m for the layers above the
Muschelkalk. The thermal gradient of the Muschelkalk and the
lower layers are set according to the parametric sensitivity analysis
(see section 2.2).

2.2. Full factorial parametric study

In order to carry out the sensitivity analysis, the wells relative
position, well spacing, injection/production flow rate, injection
temperature, fault permeability, fault permeability anisotropy,
perforation length and subsurface geothermal gradient inside the
Muschelkalk and the lower layers are changed according to typical
ranges available in the literature (see Table 2). The simulation is
carried out in the reservoir for every case study for a period of 100
years. The hydro-thermal behaviour of the system, including the
thermal front propagation, produced fluid temperature/pressure
and the produced thermal power are monitored. These will be
consequently compiled into required pumping energy, produced
energy and system lifetime. The list of all properties and their
corresponding values are presented in Table 2.

2.3. Reservoir model

Modelling deep geothermal systems involves solving nonlinear
conductive-convective heat flow occurring in a complicated and
disproportionate geometry. In the Rittershoffen geothermal reser-
voir due to the fault stimulation the main fluid flow and heat
transfer occurs through the fault. To model this geothermal reser-
voir in the most computational efficient way, the reservoir model is
Table 1
List of parameters values used for the model in the numerical study [30; 51,52; 77].

Layers
Parameters

Lias Keuper M

Thermal Conductivity(W/(m.K)) 2.5 1.9 2
Permeability(m2) 3.7� 10�16 5.5� 10�16 7
Porosity 0.04 0.044 0
Density(kg/m3) 2390 2390 2
Heat Capacity(J/(kg.K)) 1006 1016 1
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decomposed in 3 parts; a 3D heat and fluid flow model in porous
media, a 2D heat and fluid flow model in fault and a 1D heat and
fluid flow model inside wellbores. The model domain has di-
mensions of 3 km (Northing)� 3 km (Easting)� 3 km (Depth).

Because of the low thickness of the fault compared with the
large scale model and in order to improve the computational effi-
ciency [23,54], the fault is modelled in 2D as a lower dimension
element. The wellbore is a highly slender cylinder consisting of an
inner pipe carrying the fluid, surrounded by a cemented grout and
soil mass. Such geometry exhibits a unique and challenging nu-
merical problem. If a standard 3D finite element (finite volume or
finite difference) formulation is utilized to model heat flow in the
wellbore and the surrounding soil mass, meshes with an enormous
number of finite elements will be needed, resulting in unrealistic
computational time [55, 15]. To decrease the computational de-
mands a pseudo-3D model is considered for wellbore modelling.
This model is capable of simulating heat flow in a multicomponent
domain using a 1D line element [55e57].
2.3.1. Heat and fluid flow in the reservoir
Heat and fluid flow in the reservoir can be explained by Energy

Balance and Darcy equations as:

rC
vT
vt

þ rf Cf qVT �VðlVTÞ¼0 (1)

where T (K) is the temperature, r is the mass density (kg/m3), c (J/
kg.K) is the specific heat capacity, l (W/m.K) is the thermal con-
ductivity, and q (m/s) is the Darcy velocity. The suffix f refers to the
pore fluid and s to the solid matrix. The thermal conductivity and
the volumetric heat capacity are described in terms of a local vol-
ume average, as

l¼ð1�4Þls1þ 4lf (2)

rC¼ ð1�4Þ rsCs þ 4rf Cf (3)

The fluid flow in the reservoir can be expressed as

4
vrf
vt

þV:
�
rf q

�
¼0 (4)

Where q (m/s) defines by Darcy's law as:

q¼ � k
m

�
VP� rf gVz

�
(5)

in which k is the intrinsic permeability (m2) of the porous medium,
m (Pa.s) is the fluid dynamic viscosity, g (m/s2) is the gravity vector,
and P is the hydraulic pressure (Pa).

The geothermal fluid density and viscosity variation with tem-
perature are based on the exponential functions for the geothermal
fluid in the Soultz-sous-Forêts EGS, as described in the following
functions according to (Magnenet Vincent and Fond, 2014):
uschelkalk Buntsandstein Granite Fault

.3 2.3 3 3
� 10�16 2.33� 10�15 5.15� 10�15 5.34� 10�14

.024 0.096 0.03 0.25
390 2390 2630 2630
021 573 828 828



Table 2
List of parameters values’ range used for the parametric sensitivity analysis. A full factorial design is carried out resulting in 16,200 reservoir simulations.

Sensitivity Parameter Values

Well Planar Azimuth (Injection towards Production). Number in the parenthesis shows the rotation angle from
original case (SN)

SN (0�), SE (45�), EW (90o), NE (135�), WE (270o)

Well Spacing (Along the fault plane) (m) 600, 800, 1000, 1200
Injection/Production Flow Rate (kg/s) 50, 70 [77], 90, 120, 160
Injection temperature (�C) 50, 70, 90
Fault Permeability (m2) 5.34� 10�15, 5.34� 10-14 [30], 5.34� 10-13
Fault Permeability Anisotropy - Isotropic

- One order of magnitude lower permeability along
the strike

- One order of magnitude lower permeability along
the dip

Perforation Length - From the top of Buntsandstein to the bottom of the
well

- Only 150(m) above and below the fault
Subsurface Geothermal Gradient for Muschelkalk and the Lower Layers(K/m) 0.003, 0.0105, 0.018 [30]
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rT ¼1070� e
�
� 3

n
1:3224�10�4ðT � 293:15Þþ43315

�10�7ðT � 293:15Þ2 þ2:49962�10�10ðT � 293:15Þ3
o�

(6)

mT ¼1:934� 10�4 þ 61:7� 10�6 � ef�0:02395�ðT �406:4Þg
(7)

where rT and mT are the density (kg/m3) and viscosity (Pa∙s) at
temperature T respectively. All other fluid properties are assumed
to be constant with the specific heat capacity, thermal conductivity,
density (at surface) and compressibility set at 3800 (J/(kg∙K)), 0.69
(W/(m∙K)), 1070 (kg/m3) and 4.5� 10�10(1/Pa) respectively.
2.3.2. Heat and fluid flow in the fault
In this paper, fault is considered as a 2D object since the fluid

flow mainly passes through the fault surface. The flow passing
through the normal axis to the fault surface is small and negligible.
Fluid flow in the fault is described as [58]:

VF ¼ � kF
m
VPF (8)

dF
vðεrÞ
vt

þV:ðdFrVFÞ¼ dFQm (9)

In which VF (m/s) is fluid velocity inside the fault. ε is the Fault
porosity, kF is fault permeability, and dF (m) is fault thickness. Qm is
the source or sink term.
2.3.3. Heat and fluid flow in the wellbore
In order to have a computationally efficient model, the well-

bores and their surrounding material (cement) are considered as
1D objects so that a significant reduction in the number of mesh
elements and consequently on computational time occurs. The
mass flow inside the wellbore can simply be considered as a 1D
flow, since no flow is occurring perpendicular to wellbore axis. The
flowpattern can also be considered as homogeneous front (uniform
velocity across the diameter) along the pipe because of the slen-
derness of the wellbore compared to its length [15]. The mass flow
inside the wellbore and the incompressible fluid can be described
using the conservation of mass equation:
930
vArf
vt

þ v

vz

�
Arf u

�
¼ 0 (10)

where A ¼ pd2i =4 (m2) is the cross-sectional area of the pipe, di (m)
is the inner pipe diameter, rf (kg/m3) is the density, and u (m/s) is
the fluid velocity.

The pressure drop along the wellbore (DPw) can be described as
[59]:

DPw ¼ DPwh þ DPwa þ DPwf (11)

in which, DPwh is the hydrostatic pressure loss, DPwa is the pressure
loss due to acceleration, and DPwf is the pressure loss due to fric-

tional effects. The pressure loss due to acceleration in a typical
reservoir simulation problem is smaller than the heat loss due to
gravitation and friction [59]. These terms are defined as [59]:

DPwh ¼ � rgh sinq (12)

DPwa ¼ � rf
vu
vt

� rf
v2u
vz2

(13)

DPwf ¼ � 1
2
fD
rf
d
juj u (14)

where P (N/m2) stands for pressure, superscriptw stands for well, g
(m/s2) is the gravitational acceleration, q is the wellbore inclination
angle from the ground surface, and fD is the Darcy friction factor.

The Darcy friction factor, fD, is a dimensionless quantity used for
the description of friction losses in pipe flow as well as open
channel flow. It is a function of the Reynolds number and the sur-
face roughness divided by the hydraulic pipe diameter. Churchill's
relation [60], which is valid for the entire range of laminar flow,
turbulent flow, and the transient region in between [61], has been
used to describe friction in pipes:

fD ¼8

"�
8
Re

�12
þ ðcA þ cBÞ�1:5

#1=12
(15)

in which CA and CB are defined as:



Fig. 2. Sensitivity for the mesh and tolerance selections. Based on these results the
selection was made to use a Relative Tolerance of 1e-2 with a fine mesh, resulting in a
run time of 14min per simulation using 4 cores on a Xeon E5-1620 v3 processor. It
provides a good balance between accuracy of the solution and simulation time.
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CA ¼
"
� 2:457 ln

 �
7
Re

�0:9

þ 0:27
�e
d

�!#16

CB ¼
�
37530
Re

�16
(16)

e (m) is the tubing surface roughness, d (m) is the tubing diameter,
and Re is the Reynolds number. Eq (15) shows that the Darcy fric-
tion factor is also a function of the fluid properties, through the
Reynolds number, defined as:

Re¼ rud
m

(17)

For a low Reynolds number (laminar flow, Re< 2000), the fric-
tion factor is independent from surface roughness and given by 64/
Re (Brill and Mukherjee, 1999). In this paper the Haaland equation
[62] is used. This formula considers both small and large relative
roughness of wells for a wide range of Reynolds numbers (4000
<Re< 1.1e8) [63]:

ffiffiffiffiffi
1
fD

s
¼ � 1:8 log10

 �
e=d
3:7

�1:11

þ
�
6:9
Re

�!
(18)

Heat flow in awellbore is conductive-convective and arises from
the flow of a working fluid running through an inner pipe (tubing),
and the thermal interaction between the wellbore components and
the surrounding soil mass, plus heat created by friction. It can be all
formulated on a 1D heat flowmodel. Preservation in the equation is
made of the involved physical and thermal properties of the pipe
components, such as: the cross-sectional areas; the thermal con-
ductivities of the surrounding soil mass and the inner pipe mate-
rials; and the fluid thermal properties and flow rate. The 1D
representation, implies that the variation of the temperature is
along its axis, and that no temperature variation exists in its radial
direction. The latter condition is reasonably valid because of the
slenderness of the wellbore, where the radial variation of temper-
ature is negligible. Nevertheless, heat fluxes normal to the contact
surfaces along the vertical axis are fully considered, and included
explicitly in the mathematical model [55]. Hence, the heat transfer
inside the wellbore can be defined as:

rf Acpf
vTi
vt

þ rf Acpf ue:VTi ¼ V:
�
AlfVTi

�
þ Qfriction þ Qwall (19)

in which Ti describes the temperature in the working fluid, Qfriction

(W/m) is the heat created by the friction inside the well and Qwall

(W/m) describes the heat loss/gain to the surroundings. They are
described as

Qfriction ¼
1
2
fD
rA
dh

juju2 (20)

Qwall ¼
�
bf s

�
z
�
Ts � Tf

�
(21)

Z¼pd (22)

where the subscript f represents the geothermal fluid and subscript
s represents the surrounding soil mass, bfs (W/m2K) is the reciprocal
of the thermal resistance between the fluid and the soil [55]. Z (m)
is the contact surface area (perimeter) between the injection well
pipe and the surrounding soil formation. Other parameters are
similar to those described earlier. In Eq (21), Ts is given by Eq (24)
which shows temperature along the wellbore.
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2.3.4. Mesh
In order to numerically solve the governing balance equations,

pressure and temperature in the reservoir are represented with
three-node linear triangular elements for fractures and linear four-
node tetrahedral elements for the porous medium. The mesh is
refined on the fault plane and around the well perforations where
the highest Darcy velocities are expected. A sensitivity of the pro-
duction temperature results to the mesh refinement and the rela-
tive error tolerance is shown in Fig. 2. For the selected mesh, the
mesh for the fault plane has a minimum size of 4.5m and a
maximum size of 69m and the perforated part of the boreholes has
a minimum size of 0.6m and a maximum size of 39m. A fixed
number of 70 elements is used for the remaining 1D part of the
wells. The final mesh depends on the geometry modelled that is
conditioned on the position and the spacing of the wells; the mean
element count of the batch is 150,800 elements with a standard
deviation of 7650 elements.

2.4. Coupling, initial and boundary conditions

At the initial state (t¼ 0) pressure is hydrostatic and tempera-
ture follows the thermal gradient as:

Pi ¼ P0 þ rf gZ (23)

Ti ¼
�
T0 þ 0:09Z; Z � �1622m
T0 þ TgradbelowMuschelkalkZ; Z < � 1662m (24)

where P0 and T0 are the surface pressure and temperature condi-
tions, taken as 0.1MPa and 12 �C respectively, rf is the fluid density
(kg/m3), g is the gravitational acceleration (m/s2), Z is the domain
depth (m) and TgradbelowMuschelkalk is the temperature gradient inside
and below the Muschelkalk, with a top contact surface at �1662m
(see section 3 for details).

Constant mass flow rate and pressure is applied to the pro-
duction and injectionwells respectively. The cooled fluid is injected
by its own weight into the reservoir. The boundary conditions will
be defined as follows:

Injectionwell head pressure is equal to atmospheric pressure as:

PWH�inj ¼ Patmospheric (25)

Injection bottom-hole pressure is calculated as:

PBH�Inj ¼ Patmospheric þ Phydrostatic þ Pfriction (26)



A. Daniilidis, S. Saeid and N.G. Doonechaly Renewable Energy 171 (2021) 927e946
Injection well head temperature is equal to injection
temperature:

TWH�Inj ¼ Tinjection (27)

Injection well bottom-hole temperature is derived from the 1D
energy balance equation which is solved on the injection well. This
temperature will be coupled and placed as boundary condition for
the energy balance equation in the reservoir (eq (1)).

T ðinjection well perforationÞ ¼ TðBH�InjÞ (28)

Temperature is integrated over the production perforation,
weighted by flowrate at any timestep and placed as a boundary
condition for the production well bottom-hole as:

TBH�Prod ¼
ðl
0

T :u (29)

In which l is the production perforation length and u is the fluid
flow rate. Pressure is averaged over the length of production
perforation at any time step and placed as a boundary condition at
the production well bottom-hole.

PBH�Prod ¼

ðl
0
P dlðl
0
dl

(30)

The production rate will be imposed as well head boundary
condition:

u WH�Prod ¼uproduction rate (31)
Table 3
List of inputs for the economic modelling.

Parameters Value

Pump Electricity 92 V/MWh [78]
Pump replacement interval 5 yrs
2.5. Energy and economic model

2.5.1. Energy produced
The power generated from the wells is calculated as

PWwellst ¼ rf cf QDTt (33)

where rf is the fluid density, cf is the fluid heat capacity, Q is the
volume flow rate (m3/hr) and DTt is the well head temperature
difference between producer and injector at time t. The required
pumping energy for the system is calculated as:

PWpump ¼ QDP
hpump

(32)

where Q is the volume flow rate (m3/hr), DPis the pressure differ-
ence between the producer and injector well heads and hpumpis the
efficiency of the pump. The effective power of the system is
therefore:

PWsystem ¼ Lfactor
�
PW wells � PWpump

	
(34)

where Lfactor is the load factor.

Pump cost 500 kV
Pump efficiency 60%
Load factor 90%
OpEx percentage 5%/yr
Heat price 60 V/MWh [79]
Discount rate 5%
2.5.2. Economic model
The economic model is based on previously presented work

[17]. The well costs are calculated according to Ref. [48]:
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Costwell ¼ 1:72 ,
�
0:2Z2r þ700Zr þ25000

�
,10�6 (35)

where Zr is the measured depth (m) and Cost is in Euro. The Capital
Expenditures (CapEx) are calculated as:

CapExt ¼ Costinj well þ Costprod well þ CostpumpPumpst (36)

where Costinj well and Costprod well are the costs of the injection and
production well as calculated by eq (35), Costpump is the cost of the
pump and Pumpst is the number of pumps required at time t.

OpExt ¼ OpExpercCapExt þ PpumpElecpriceDt (37)

where OpExperc is the OpEx percentage of CapEx at time t, Elecprice is
the price paid for the electricity to run the pumps (V/MWh) and Dt
is the time interval over which to calculate expenses (h). The
generated income is calculated as:

Incomet ¼ PWsystemtheatpriceDt (38)

where PWsystemt is the system power (MW), heatprice is the price for
the generated heat (V/MWh) and Dt is the time interval (h). The
cash flow and NPV are defined as:

CFt ¼ Incomet � CapExt þ OpExt (39)

NPV ¼
Xn
t¼0

CFt
ð1þ rÞt (40)

Where CF is the net cash flow, r is the discount rate and t is the
number of time intervals. For all results, economic calculations are
performed over an interval of 100 days and the annual discount rate
is adjusted accordingly. The inputs used for the economicmodel are
summarized in Table 3.

2.6. Analysis

The resource depletion is evaluated with the thermal break-
through time and the cold front position.

2.6.1. Thermal breakthrough time
In this paper, the thermal breakthrough time is defined as the

time ðtÞ where the following criterion is met.

Tprodt
� 0:95Tprodt¼0

(41)

This allows for the normalization of the results and the cross
comparison between different production temperatures.

2.6.2. Cold front position
The cold front position can be seen as complementary to the

thermal breakthrough data, as it is valuable to know how far along
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the well distance has the cold front progressed. The position of the
cold front from the injectionwell was also studied for all simulation
runs. The position is studied on the extracted temperature profile
over the shortest between the two wells on the fault surface (see
lime line in Fig. 4).

In this paper we propose a novel definition of the cold front
position between two wells (XT ). The cold front is defined as the
location where the reservoir temperature equals the initial pro-
duction temperature plus the average of the initial temperature
difference between the injection and productionwell, according to:

XT ¼
�
X




 T ¼ TInjt¼0 þ

�Tprodt¼0 � TInjt¼0
2

��
(42)

In following analysis (XT ) presented as the percentage of well
spacing, knowing the start point is always considered at injection
well.

3. Results

An extensive sensitivity analysis of the parameters presented in
Table 2 is conducted. All combinations of the respective discrete
values were considered in a full factorial design. In total, 16200
simulations were performed. The results presented hereafter refer
to the full dataset unless otherwise specified. Firstly, the resource
depletion and system lifetime are presented. Following, the NPV
and generated energy output results are shown.

3.1. Resource depletion

3.1.1. System lifetime
The distribution of the thermal breakthrough time (system

lifetime) for all the studied cases, is shown in Fig. 3 for each
Fig. 3. Distribution of the system lifetime in years for each of the considered parameters and
line indicates the median value and the dotted lines the quartiles of the distribution. For sim
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parameter and respective parameter values (defined in Table 2). In
this figure median is identified with solid horizontal line, the
interquartile showed by dotted horizontal lines. The size of each
line (the width of each shape) represents frequency. Comparing the
median values within the variation range of each parameter it can
be concluded that well spacing and production rate have the
highest impact on the system lifetime. Well spacing exhibits a
narrower distribution and longer lifetimes as the distance between
the injector and producer well increases. Therefore, the shorter
well spacing of 600m has a very dominant effect on the system
lifetime exhibiting a distribution with a median value of circa 25
years. Conversely the system lifetime is reduced with increasing
production rate, while the distribution range becomes wider,
expanding over more years. The highest flow rate of 160 kg/s ex-
hibits the narrowest interquartile range with a median value of
circa 33 years. High permeability along the fault dip leads to shorter
lifetimes (median value of circa 54 years), while an isotropic fault
permeability shifts the distribution lowerwith amedian value of 50
years). A high permeability along the fault strike results in a dis-
tribution shifted towards longer lifetimes with the highest median
value of circa 55 years. The well planar azimuth (WPA) values show
relatively similar distribution ranges while being different in the
distribution shapes. A WPA of zero degrees shows the highest
median value of circa 67 years.

The shortest interquartile range is with a WPA of 45� and
225�(35e100 years) as in these oblique angles buoyancy flow can
expand laterally and away from the production well. The widest
interquartile range is observed for 270� (median value of circa 50
years) and 90�. In both these cases the wells are oriented along the
dip of the fault therefore along the gravity trace on the fault.
Buoyancy flow contributes to cold plume reaching the production
well (WPA of 90�). This effect is countered when the producer is
placed updip (WPA of 270�), slightly shifting the distribution to
their values, according to eq (40) for the full dataset of 16,200 simulations. The dashed
ulation where the eq (40) condition is not met, the lifetime is taken equal to 100 years.



Fig. 4. Temperature distribution on the fault plane after 30 years of production for all the combinations of well planar azimuth and fault anisotropy. The red arrow marks the
producer, the blue arrow the injector location and the lime line highlights the shortest distance between the wells on the fault plane (see results in Fig. 6). Data shown have a well
spacing of 1200m (along the fault plane), an injection-production rate of 160 kg/s, an injection temperature of 50 �C, perforation limited to 150m above and below the fault surface,
a temperature gradient below the Muschelkalk of 30 �C/km and a fault permeability of 5.34� 10e13m2.
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longer lifetimes compared to a WPA of 90�.
A full perforation length increases the median value and nar-

rows the distribution compared to a perforation limited to 150m
above and below the fault (medians of circa 61 years and 50 years
respectively). Increasing fault permeability reduces the median and
widens the distribution. This results in a system lifetime to circa 38
years for the highest permeability value of 5.34� 10�13m2. Injec-
tion temperature has a minor effect to the overall distribution
range, with a slight increase of the lower quartile and median
values. Lastly, the temperature gradient below the Muschelkalk has
almost no effect to the system lifetime.

3.1.2. WPA and fault permeability anisotropy
When the fault permeability is anisotropic (higher either along

the dip or the strike), elongated shapes of the cold plume are
observed along the direction of the high anisotropy (Fig. 4). The
gravity effect becomes prominent when the producer is positioned
shallower (Fig. 4m-o) and the cold plume remains deeper, covering
a more restricted area due to its increased density. The opposite
effect is observed when the producer well is placed updip
(Fig. 4gei) and gravity aids the colder, denser fluid to reach the
producer well. The elongated shape of the cold front is only altered
when the WPA is at an oblique angle of 45� or 225� to the direction
of the high permeability (Fig. 4def and Fig. 4j-l).

For WPA of 0�, 225� and 270�, high permeability along the fault
dip leads to fast production along the dip axis (Fig. 4a, j and m
respectively) as updip parts of the fault plane with lower temper-
ature contribute to production. The earliest thermal breakthrough
would be expected for theWPA of 90� due to gravity contributing to
the movement of the cold front towards the producer. When the
fault exhibits high permeability along its strike, the cold plume
extends mainly along the strike axis (Fig. 4b,e,h,k,n). The cold front
propagates further and it partially wraps around the producer well
when the orientation of the wells is along the higher fault
permeability (Fig. 4b). This suggests that this well configuration
would encounter the earliest thermal breakthrough for a high fault
permeability along the strike.

An isotropic fault permeability results in a larger fault volume
accessible to the wells. As a result the cold water plume does not
reach as close to the producer well when theWPA is 0�, 90� or 270�

and the fault anisotropy is favourably oriented (Fig. 4b&c, g&i and
m&o). However, when the WPA is oblique (45� and 225�) the cold
plume reaches closer to the producer well under the isotropic fault
permeability compared to the anisotropic cases (Fig. 4def and j-l).
In these oblique configurations the earliest thermal breakthrough is
expected for the isotropic fault permeability, despite the fact that a
larger fault area is swept.

3.1.3. Cold front position and production rate
Fig. 5 demonstrates the temperature profile along the shortest

distance between the 2 wells for all combinations of fault anisot-
ropies, well planar azimuths, and production rates. In this Fig. 0% is
the injector and 100% is the producer location respectively. In all
curves in Fig. 5 the cold front shape becomes sharper as the Peclet
number (the ratio between convective to conductive heat flow)
increases. Conversely, for the lower Peclet numbers (lower flow
rate and therefore conductive dominant flow) the front shape be-
comes more diffusive [37,64].

When thewell plane is aligned to the high fault permeability the
cold front covers the largest distance, resulting the earliest cold
front breakthrough. This is observed for when the fault anisotropy
(FA) is high along the strike and the WPA is zero degrees (Fig. 5b)
and when the FA is high along the dip and the WPA is 90� and 270�

Fig. 5g,m). The cold front covers the shortest distance when the
WPA is perpendicular to the high fault permeability direction. This
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is the case when FA is high along dip and theWPA is 0� (Fig. 5a) and
when FA is high along the strike and the WPA is 90� or 270�

(Fig. 5h,n). For both WPA of 90� and 270� an isotropic FA exhibits
results intermediate between the favourable and unfavourable
orientation of the well with respect to permeability (Fig. 5i,o). For
the oblique WPA of 45� and 225� the differences between the FA
orientation is minimized and the isotropic fault exhibits the larger
covered distance of the cold front (Fig. 5f,l).

With an isotropic fault and aWPA of 45� the denser cold water is
also assisted by gravity and exhibits an earlier thermal break-
through compared to a WPA of 225�. Between a WPA of 45� and
225� the cold front distance is significantly different for the lower
rates, but as the rates increase the density flow effect is minimized
and the curves are much more similar. With the producer well
positioned updip the higher rates (120 and 160 kg/s) exhibit a
distinct dent in the curve around the 75% distance between the
wells (Fig. 5i,o).When theWPA is oriented along the fault dip (WPA
of 90� and 270�) these differences become even more apparent as
the effect of gravity is maximized. All differences are less prominent
as the rates are increasing as the effect of density flow becomes less
pronounced.

The WPA of 225� and 270� that position the producer updip the
temperature curve exhibits levelling off and a very sharp arrival to
the production well location, which could be attributed to shal-
lower parts with lower temperature contributing to the production
(see also Fig. 4).

The distribution of the cold front position (see eq(43)) along the
shortest distance between thewells is shown in Fig. 6. AWPA of 90�

the cold front travels the longest distance between the wells,
resulting in the highest median value and a distribution closer to
the producer. For a WPA of 0� an almost binomial distribution is
observed that can be attributed to the favourable or unfavourable
WPA orientation to the fault permeability. TheWPA of 45� shows an
almost uniform distribution suggesting that this orientation is the
least sensitive to the changes in other parameters. For both 225�

and 270� WPA the shift closer to the injector is a result of the cold
front having to travel against gravity towards the updip producer
(see also Fig. 4). This effect is stronger for the WPA of 225� that
allows the cold water plume to diverge laterally compared to the
WPA of 270� where the buoyancy flow might be partly countered
by the injector well (see also Fig. 4).

The distance covered by the cold front, after 30 years of simu-
lation, decreases with the increase of well spacing. This can be
attributed to two reasons: firstly, due to an increased well spacing
increasing the reservoir volume available to the wells and secondly
due to the buoyancy flow impact being accentuated with longer
well spacing. Similarly, an increasing flow rate shifts the position of
the cold front closer to the producer. Both these results are a
complementary explanation to the system lifetime (see also Fig. 3).

With increasing injection temperature, the cold front moves
closer to the injector due to a smaller temperature difference be-
tween the reinjected and the reservoir fluid and less pronounced
buoyancy flow. This leads to small increases in the median values
and slight shifting of the distribution towards the producer. The
cold front propagates the least when a high fault anisotropy along
the strike is present (Fig. 6); this effect can be attributed to gravity
diverting larger parts of the flow downdip, along the preferential
pathway of the permeability anisotropy (see also Fig. 4). Addi-
tionally, only one considered WPA is aligned with the high fault
anisotropy along the strike.

A complete perforation of reservoir thickness results in more
volume available for heat extraction and fluid flow. Accordingly, a
slightly shorter interquartile distance and a slight decrease of the
cold front position is observed compared to limiting the perforation
150m above and below the fault plane (Fig. 6). The temperature



Fig. 5. Temperature profile after 30 years of production along the shortest distance (lime line on Fig. 4) connecting the injector well (0% distance) and the producer well (100%) for
all the combinations of rotation, fault anisotropy and injection-production rate. Data shown have a well spacing of 1200m (along the fault plane), an injection temperature of 50 �C,
perforation limited to 150m above and below the fault surface, a temperature gradient below the Muschelkalk of 30 �C/km and a fault permeability of 5.34� 10�13 m2.
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Fig. 6. Distribution of the cold front position (XT) along the shortest streamline (lime line on Fig. 4) as a percentage of the well spacing for each of the considered parameters and
their values, according to eq. (43) for the full dataset of 16,200 simulations after 30 years of simulation. The black line indicates the median value and the dotted lines the quartiles of
the distribution.
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gradient below the Muschelkalk appears to have no effect on the
position of the cold front with almost identical distributions. Lastly,
an increasing fault permeability leads to cold front positions closer
to the producer and highlights the dominant importance of
permeability.
3.2. NPV and produced energy

The sensitivity of the NPV to the model inputs is showcased in
Fig. 7. The WPA of 225 shows a slight reduction of the generated
NPV, which is more pronounced for the WPA of 270. This decrease
can be attributed to the contribution of lower temperature to the
production well that is positioned updip (see also Fig. 4m-o and
Fig. 5m-o). AWPA of 45� results in the highest median value and a
narrower distribution towards lower NPV values. Increasing the
well spacing leads to slight increases of the NPV due to extended
system lifetime (see Fig. 3) resulting in higher amounts of produced
energy. Increasing the well spacing improves the median NPV but
also widens the distribution. Therefore, larger well spacing accen-
tuates the influence of other system parameters (see also Fig. 8 and
Fig. 12). Similarly, higher rates also lead to wider distribution with
the effective change in the distribution width being more pro-
nounced that for changing well spacing. Higher rates also result in
increased need for pumping that in turn decreases median NPV
values if the conditions are not favourable (see also Fig. 11 and
Fig. 12). Injection temperature shows a high impact as more energy
can be generated from the same amount of circulated water,
937
resulting in high values of generated NPV with decreasing injection
temperature.
3.2.1. NPV sensitivity to model inputs
The highest median NPV is observed when FA is high along the

fault strike. An isotropic FA always results in lower NPV, due to
earlier thermal breakthrough (see also Figs. 5 and 12) under most
well configurations. The narrowest distribution is encountered
when the FA is high along the fault dip. Similar to injection tem-
perature, increased perforation length enables more heat exchange
with the layers around the fault, extending system lifetime and
thus resulting in higher NPV values. The temperature gradient
below the Muschelkalk also shows a positive effect to the NPV with
higher gradients, but this effect is less pronounced compared to the
injection temperature and the perforation length. Lastly higher
fault permeability leads to lower median NPV, due to earlier ther-
mal breakthrough. The distribution is also the widest suggesting
that under favourable conditions higher NPV can be achieved.

The relation between system lifetime and NPV is further
explored in Fig. 8. In this figure a more concentrated kernel sug-
gests that the effect of other parameters on system lifetime and
NPV is weak. Therefore, the variation of other physical and/or
operational parameters do not affect the lifetime and generated
NPV significantly and sensitivity and uncertainty analysis are of less
value.

A well spacing of 600m and a low production rate of 50 kg/s
results in the highest density at about 45 years and an NPV of circa



Fig. 7. Distribution of the generated NPV for each of the considered parameters and their values, for the full dataset of 16,200 simulations at the time of thermal breakthrough. The
black line indicates the median value and the dotted lines the quartiles of the distribution.

A. Daniilidis, S. Saeid and N.G. Doonechaly Renewable Energy 171 (2021) 927e946
160MV. Gradually increasing the rates to 70 kg/s and 90 kg/s leads
to shorter lifetimes and minor changes of the NPV (Fig. 8b and c).
For rates above 120 kg/s system lifetime if reduced while the NPV
rangewidens towards higher and lower values (Fig. 8d and e). With
increasing well spacing the distributions shifts towards longer
lifetimes (Fig. 8f,k,p), while the generated NPV range does not
change. With awell spacing of 1200m no thermal breakthrough (as
described in eq (40)) for rates of 50 kg/s or 70 kg/s respectively
(Fig. 8p,q).

Considering a rate of 160 kg/s and a well spacing 800m, we
observe a strong kernel (Fig. 8j). The largest well spacing and higher
rates (1200m and 160 kg/s respectively, Fig 8t) results in the widest
spread in the distribution of both the NPV and the system lifetime
and the kernel is not as concentrated. The distribution results in
NPV close to zero under some cases, despite the long system life-
times (see also Fig. 12). This shows that the variation of other pa-
rameters impact both the lifetime and NPV significantly. In this
scenario, sensitivity and uncertainty analysis over the parameters
has utmost importance and its further explored in Fig. 12.
3.2.2. NPV and system lifetime
Changes in the distribution of the generated NPV for the subset

of 1200m well spacing and the high rates of 160 kg/s are further
explored in Fig. 9. With regards to the injection temperature the
largest changes are observed when the wells are oriented along the
strike (WPA of 0�) or when the producer is positioned updip (WPA
of 225 and 270). In these cases, the shape of the distribution
changes and becomes less wide when the injection temperature is
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increased. Increasing the injection temperature has the least
negative effect when the producer is positioned downdip (WPA of
45� and 90�). In this case increasing the injection temperature does
not alter the distribution shape.

Fault permeability values have the strongest impact when the
producer is positioned downdip (WPA of 45� and 90�). For theWPA
of 45� and 90� the reduction in fault permeability (regardless of any
anisotropy) is enough to alter the NPV distribution from a verywide
distribution to a very narrow one as fault permeability is reduced;
Therefore, when the producer is downdip the low fault perme-
ability becomes dominating for the NPV.A WPA along the fault
strike is the least affected by the permeability of the fault both in
terms of mean values but also in distribution shape, meaning that it
is the most robust choice under uncertainty of the fault
permeability.

A longer perforation length always results in increased gener-
ated NPV as it prolongs the production of higher temperatures due
to increased heat exchangedwith the surroundings formations. The
effect is comparable for all WPA without significant changes in the
distribution shape between the different perforations.

An increased temperature gradient for the layers below the
Muschelkalk also improved the NPV for all considered WPA. The
most prominent impact gain is when the WPA are either along the
fault strike (WPA of 0�) or the producer is positioned downdip
(WPA of 45� and 90�). The reason is that downdip wells are also
encountering deeper layers that are more affected by the increased
gradient.



Fig. 8. Kernel density estimation of system lifetime (xaxis) with the generated NPV (yaxis) for the combinations of Rates (columns) and well spacing (rows) for the full dataset of
16,200 simulations. Kernel density estimation is performed per subplot and is therefore not comparable between subplots. In each plot yellow shows high and blue low density.
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3.2.3. NPV and WPA
Parameters that improve the efficiency of heat extraction do

have a more prominent effect on the produced energy (Fig. 10).
Increasing the injection temperature greatly impacts the cumula-
tive energy produced; the impact is negative andmore pronounced
between 70 �C and 90 �C compared to 50 �C and 70 �C. Similarly, the
impact of the temperature gradient below the Muschelkalk is mi-
nor but leads to a longer distribution tail towards higher energy
production.

Increasing thewell spacing and the rate shifts the distribution to
larger amounts of generated energy. Nonetheless rates above 70 kg/
s showcase very similar median values but with increasingly higher
upper quartiles. For the WPA an orientation along the fault strike
(WPA of 0�) has the widest distribution, suggesting that in the
presence of uncertainties it is the optimal orientation for ensuring
larger amounts of produced energy (see also Fig. 9).

Isotropic fault permeability results in the lowest distribution,
with high anisotropy along the strike resulting in the higher me-
dian and quartile values. Low fault permeability leads to larger
amounts of produced energy through the prolonging of the thermal
breakthrough. However as seen earlier (Fig. 9) this does not result
in higher NPV.
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3.2.4. NPV and produced cumulative energy
The relation between the produced amount of energy and the

generated NPV is depicted in Fig. 11. While higher rates do result in
larger amounts of produced energy this is not directly correlated to
the NPV. The required pumping energy is the controlling factor
between negative and positive NPV. For rates up to 90 kg/s we see a
strong clustering of the data and a linear increase of the NPV with
the cumulative produced energy. From 120 kg/s onward the spread
in the data increases. Notably, the WPA with the producer wells
either along the strike (WPA 0�) or downdip (WPA of 45� and 90�)
show a stronger correlation between increased generated energy
and increased NPV (Fig. 11e,j,o). For the other WPA orientations the
linear increase of NPV with the cumulative produced energy is only
maintained with the fault is isotropic (Fig. 11t,y).

3.2.5. Economic efficiency
The ratio between the generated NPV and the cumulative en-

ergy produced is analysed in Fig. 12. For well spacing of 600m
increasing the rates always results in an increased ratio. This in-
crease is minimal when theWPA is oriented along the high value of
the fault anisotropy (Fig. 12b,g,m). In this case the NPV per pro-
duced MWh is already high with low rates and increases only



Fig. 9. Distribution of the NPV for each well planar azimuth and the extreme values of injection temperature, fault permeability, perforation and temperature gradient below
Muschelkalk for the subset of data with a well spacing of 1200m and an injection-production rate of 160 kg/s. The black line indicates the median value and the dotted lines the
quartiles of the distribution.
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slightly with higher rates. With the samewell spacing and reducing
fault permeability to 5.34� 10�14m2 the NPV per produced MWh
increases when the rates increases up to 90 kg/s. Beyond 90 kg/s
diminishing returns are encountered: slight increases when the
WPA is favourably oriented with respect to the fault anisotropy
(Fig. 12g) and reduction of the value per MWh produced when the
orientation is unfavourable (Fig. 12b). Further reducing the fault
permeability amplifies this impact, therefore, 90 kg/s emerges as an
optimum production rate if fault permeability is not the highest.

With a well spacing of 1200m the NPV per produced MWh
exhibits a strong increase with increasing flow rates when the fault
permeability is highest and the fault permeability is isotropic.
Similarly to the 600m well spacing, this effect is minimized when
the WPA is oriented favourably with respect to anisotropy
(Fig. 12b,g,m). Increasing the rates seems to improve the NPV per
MWh more when the producer is positioned updip (Fig. 12m). A
fault permeability of 5.34� 10�14 only shows a slight increase of
value per MWh under all WPA when the fault permeability is
isotropic. For anisotropic fault permeability when the orientation of
theWPA is favourable the value per MWh increases with increasing
rate, but shows no improvement when increasing the rate from
120 kg/s to 160 kg/s (Fig. 12b,g,m). Lastly, the NPV per MWh for the
low fault permeability and the 1200m well spacing only reduces
with increasing rates.

4. Discussion

The results of this study show that - depending on the selected
criteria - gauging the general performance of the geothermal res-
ervoirs (lifetime, energy and NPV) results in different (sometimes
opposing) outcomes. As shown in Fig. 3, an increase in fault
permeability significantly reduces the lifetime of the reservoir
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whereas the NPV analysis of the same inputs (Fig. 7) represents a
notable increase for higher fault permeability values at favourable
operational conditions. This can be explained due to the unfav-
ourable connection between the two wells at higher fault perme-
ability that shortens the system's lifetime whereas the decrease in
the required pumping power may lead to more generated NPV.
Additionally, the pumping requirements are not high enough to
result in NPV reduction, despite the increased pumping pressure
needed for the lower permeability (see also Fig. 11).

It is observed that uncertainty in the thermal gradient inside
reservoir section has a minor influence on the reservoir lifetime
(see Fig. 3) in contrast to its influence on the NPV of the reservoir
(see Fig. 7) which is more significant. This effect can be attributed to
the importance of the buoyancy effect on the reservoir perfor-
mance. It is however, noteworthy to mention that larger thermal
gradients would be a manifestation of the lower permeability
which would impede the natural hydrothermal convection in the
system, which can also be linked to the lower NPV in such
reservoirs.

The analysis of the Kernel density in Fig. 8 shows that the in-
crease in the injection flow rate for a well spacing of 600m will
reduce the uncertainty associated with the predicted system life-
time. Contrary to this, a longer well distance for a given flow rate
results in a broader range in predicted reservoir lifetime (Fig. 8). In
the presence of uncertainty with regards to fault permeability and
anisotropy, oblique angles prove more resilient for thermal break-
through compared to directions aligned with the high anisotropy
axis (Figs. 5 and 6). This can be a result of the interaction between
the higher sweep efficiency with the main flow direction aligned
with the lower permeability axis compared to the lower pressure
impedance along the higher permeability direction of the anisot-
ropy. Favourable orientationwith regards to the anisotropy axis can



Fig. 10. Distribution of the produced cumulative energy for each of the sensitivity parameters, for the full dataset of 16,200 simulations. The dashed line indicates the median value
and the dotted lines the quartiles of the distribution.
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be beneficial with regards to NPV (Fig. 7), although it might result in
lower system lifetime (Fig. 3). Therefore, initial geological in-
dications of possible fault permeability anisotropy direction can be
of critical importance in designing the well configuration. Similar
importance to subsurface parameters for techno-economic de-
cisions have been highlighted for EGS projects [65]. Additionally,
placement of the production well updip is associated with reduced
NPV of the system due to the lower production temperature
encountered at shallower depths (Figs. 7 and 9).

Identifying and characterizing the presence of fault anisotropy is
crucial for the optimal orientation of the wells with regards to the
high permeability anisotropy axis. High fault permeability,
regardless of possible anisotropy on the fault, is associated with a
significant increase in NPV (Figs. 7 and 9), the uncertainty of which
can be further reduced by selecting a proper well placement
strategy in terms of orientation (Fig. 9) and spacing (Fig. 8). If
characterisation is not possible, results presented herein show that
an oblique angle (e.g. WPA of 45� and 225�) is the most robust well
configuration strategy to improve the prediction and reduce the
uncertainty of NPV, system lifetime and economic efficiency
(Fig. 9).

The NPV of the system increases with an increase in production
flow rate which is consistent with previous NPV studies of
geothermal systems [7,10,17,65]. However, the associated NPV
range significantly grows at higher flow rate (see Fig. 8) and higher
flow rates can also reduce the economic efficiency when perme-
ability is lower. While higher rates do result in larger amounts of
produced energy this is not directly correlated to the NPV (Figs. 8
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and 12), as it was previously modelled in faulted hydrothermal
systems with formation intervals acting as the main reservoir and
fluid pathway [7,66]. Therefore, for systems with the fault plane as
the main fluid pathway and in the presence of uncertainty,
decreasing the well spacing can lead to a reduced range in the
generated NPV, hence increasing decision making confidence
(Fig. 12). For shorter well spacing however, it is more important to
characterize fault anisotropy compared to when a large well
spacing (Fig. 12) is used.

Under the considered uncertainty ranges, there exists an opti-
mum flow rate and well spacing beyond which the economic effi-
ciency of the system can be significantly reduced (Fig. 12).
Production rates above 90 kg/s show diminishing returns with
regards to the generated NPV in most cases (Fig. 12). Larger well
spacing reduces the economic efficiency of the system which de-
creases with increasing rate for the low permeability cases
regardless of well orientation (Fig. 12). Significant improvements in
economic efficiency with increasing the production rate above
90 kg/s are only achieved when the wells are oriented favourably
with the anisotropy axis that exhibits higher permeability. This
improvement prevails also for larger well spacing.

The buoyancy effect is significant at lower flow rates at which
the forced convection effects become less dominant. With the
highest rates used in our study (160 kg/s) the differences between
positioning the producer updip (WPA of 270�) compared to
downdip (WPA of 90�) are negligible (Fig. 5). However, these dif-
ferences are significant for rates up to 90 kg/s and favour the
placement of the producer downdip as this combines the effect of



Fig. 11. Cumulative produced energy (MWh) against generated NPV for the combinations of injection and production rates and well planar azimuth. Data is coloured by the
required pumping energy and coded according to the fault anisotropy. The dataset is limited to a well spacing of 1200m.
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higher production temperatures due to the geothermal gradient
(Figs. 5 and 11). The modelling of the cold front position can inform
on howwe can better manage the resource when using the fault as
the main fluid pathway (Fig. 5). In the case of placing the producer
updip, the differences in the cold front position between high and
low rates (Fig. 5) aid in identifying the presence and significance of
density driven flow in retarding the cold front from reaching the
producer well. The results are consistent with the study carried out
by Bataill�e et al. (2006). While the economic efficiency is reduced,
placing the injector well downdip could help with retaining the
cold-water plume deeper when low rates are used, therefore pro-
longing system lifetime (Figs. 4 and 5). In this case, the cooled down
plume might exhibit a much larger extent with implications to
pressure dissipation and possible fault stability (Fig. 4).

Full factorial design studies such as the one presented here
further our understanding of system dynamics under uncertainty,
despite the efficient computation design (see section Reservoir
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model) remain computationally expensive due to the large number
of simulations required (16,200 simulations in this study). Recent
advances in reservoir simulation open new possibilities in terms of
comprehensive evaluation of uncertainties. The newly presented
DARTS simulator is highly efficient [67] in CPU based simulation
and is also developed to run on GPU, improving the computation
time by 8e10 times [68]. These developments open-up new pos-
sibilities for both extensive studies on uncertainty in heteroge-
neous, fluvial geothermal systems [22] but also for further
computational efficiency in optimisation studies [10].

Uncertainty related in the temperature gradient below a certain
depth have minor effects on the lifetime but can impact the NPV
since they directly affect the produced temperature. Previous
studies have highlighted the importance of thermal anomalies [69]
and high thermal conductivity of lithostratigraphic layers [70] to
the power output of geothermal systems. Our analysis shows that
the uncertainty related to the geothermal gradient in this study has



Fig. 12. NPV per cumulative energy produced (V/MWh) against the different flow rates for the combinations of fault anisotropy (columns), well planar azimuth (rows), fault
permeability (colour) and well spacing (line/symbol). The dataset shown here uses a perforation limited to 150m above and below the fault, an injection temperature of 50 �C and a
temperature gradient below the Muschelkalk of 0.003 �C/m.
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almost no effects on the system lifetime and minor effects in the
amounts of generated energy and NPV. This can be attributed to the
relatively low permeability of the formations and against the much
larger permeability of the fault as the main fluid pathway in our
943
study. The larger permeability of the fault compared with the for-
mation, also imply that the potential hydrothermal convections
inside the fault over geological timeframe as well as during the
project's lifetime (due to forced circulation) can significantly reduce
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the geothermal gradient, and therefore its influence on the overall
feasibility of the project. Nevertheless, since the fault has a limited
volume compared to a thick formation, the differences become
even less significant. Additionally, the uncertainty considered has a
small value range and only applies to the lower part of the domain,
which further reduces its impact on the system lifetime.

The analysis performed in this work shows that it is important
to identify the main anisotropy direction on a fault plane to better
position the wells (Figs. 5, Figs. 10 and 12). However, heterogeneity
combined with the anisotropy direction should be further explored
as the density effects might be affected by spatial heterogeneity
patterns. Previous studies on heterogeneity in formation reservoirs
have shown significant effects of correlation length [71] and
sequencing for the productive layers [7].

The results shown here have not considered the geomechanical
effects on the fault and the respective risk implications [72,73]. The
pressure distribution on the fault surface in terms of magnitude but
also direction could result in energy released in the form of a
seismic event which might change the hydraulic properties of the
fault [72,73]. Characterisation of these implications in the specific
reservoir conditions of the fault acting as the main fluid pathway
would require coupled Thermal-Hydraulic-Mechanical (THM)
modelling and should be pursued as a follow-up to complement the
results presented in this work.While THMmodelling is widely used
[74,75], it is more computationally expensive and might pose a
significant challenge for comprehensive uncertainty assessment as
presented in this work.

In this study, no sensitivity was performed with regards to the
permeability of the strata intersected by the fault due to the Rit-
teshoffen special geological situation. Notwithstanding, possible
high permeable zones might alter the results presented here as the
shape and extent of the cold front might be significantly different.
Additionally, it is important to also consider the fault angle. A fault
angle of 45� was investigated here, however, for thin fluid pathways
such as a fault plane steeper angles will accentuate this impact. The
quantification of this effect requires an additional study and should
be further investigated. Changes in the used fluid density, such as
the case of using CO2 as the geothermal fluid, might further
emphasize the relevance of density flow and are not uncommon in
geothermal systems [76].

The analysis presented here serves as an exploration of the
impact of uncertainties to the geothermal system performance in
terms of system lifetime, cold front position, energy output and
generated NPV. Nonetheless, the use of a large dataset opens up the
possibility to derive mathematical formulations for the above-
mentioned indexes. These mathematical formulations will be pre-
sented in a follow-up publication.

5. Conclusions

A study is carried out for a geothermal reservoir with the fault
plane acting as the main fluid pathway, focusing on the geothermal
system performance in terms of lifetime, amount of produced en-
ergy and generated NPV. The method presented in this work can
inform decision making, improve investment efficiency and outline
follow up studies for field development under subsurface and
operational uncertainty. Moreover, the method can be generalized
and used for different geothermal fields.

Reservoir parameters considered include fault permeability,
fault anisotropy and subsurface geothermal gradient, while oper-
ational parameters includewell positioning, well spacing, flow rate,
injection fluid temperature and perforation length. An extended
sensitivity analysis is carried out taking into account all discrete
combinations of the above-mentioned parameters in a full factorial
944
design study comprised of 16,200 3D Hydraulic- Thermal (HT)
reservoir simulations. The modelled system conceptually repre-
sents the Rittershoffen geothermal reservoir (NE France) and is
implemented in Finite Element Method (FEM).

Results of this study highlight the importance of the well
placement strategy for profitability of geothermal projects by
influencing the NPV for given reservoir and operational parameters.
Under uncertain conditions, oblique angles (WPA of 45� and 225�)
are consistently resulting in higher NPV and should be preferred if
characterization of the fault permeability and anisotropy is not
present. If fault permeability and anisotropy are known NPV results
can be further improved by aligning the wells to the high perme-
ability axis. Positioning of the production well updip leads to
reduced energy and NPV despite comparable system lifetime as a
result of lower production temperature.

A novel definition of the cold water front is introduced and its
analysis shows how to better manage the by monitoring the posi-
tion of the cold front between the twowells. TheWPA, well spacing
production rate and fault permeability and anisotropy have sig-
nificant effects on the fold front position. Conversely, the injection
temperature, perforation and temperature gradient in the deeper
layers show minor to no effects.

The produced cumulative energy scales more strongly with the
increase of well spacing compared to the increase in rates by
extending the system lifetime. However, the NPV does not scale
accordingly as higher rates and longer well spacing amplifies the
effects of other uncertainty parameters, resulting in a wider spread
of the generated NPV.

The shorter well spacing is more economically efficient
(V/MWh) and scales better with increasing production rates,
despite the lower amount of cumulative energy and revenue
generated compared to longer well spacing. Diminishing returns
are observed above 90 kg/s of production rate with regards to the
economic efficiency (V/MWh) and this effect is amplified as the
well spacing increases. Above this rate the economic efficiency is
either constant or drastically reduced depending on the combina-
tion of well configuration and fault permeability.

Permeability values below 5.34� 10�14m2 require more in-
depth analysis for well placement and spacing as they can result
in significant reductions in economic efficiency. Uncertainty related
to the temperature gradient below a depth of 1660m has minor
effects on the lifetime but can impact the NPV since it directly af-
fects the produced temperature.
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