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Complex numbers are important
because they remind us

that not everything in this world is real.
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SUMMARY

The interaction of an airfoil with incident turbulence is an important source of aerody-
namic noise in numerous applications, such as turbofan engines, cooling systems for
automotive and construction industries, high-lift devices on aircraft wings, and landing
gear systems. In these instances, turbulence is generally produced by elements that are
installed upstream of the wing profile and generate inflow distortions. A possible strat-
egy for the reduction of turbulence-interaction noise, also referred to as leading-edge
noise, is represented by the integration of porous media in the structure of the airfoil.
However, the physical mechanisms involved in this noise mitigation technique remain
unclear. The present thesis aims to elucidate these phenomena and, particularly, how
porosity affects the incoming turbulence characteristics in the immediate vicinity of the
surface. This problem has been addressed from different perspectives, namely from the
technological, experimental, and analytical ones.

An innovative design for a porous NACA-0024 profile fitted with melamine foam is
proposed. The noise reduction performance achieved with such a porous treatment is
evaluated through a novel version of the generalized inverse beamforming (GIBF) im-
plemented with an improved regularization technique. The algorithm is first applied to
different experimental benchmark datasets in order to evaluate its ability to reconstruct
distributed aeroacoustic sources and to assess its accuracy and variability in different
conditions. Results indicate that the implemented method provides an enhanced repre-
sentation of the distributed noise-source regions and higher performance in terms of ac-
curacy and variability if compared with other common beamforming techniques. GIBF
is then employed together with far-field microphone measurements to characterize the
leading-edge noise radiated by solid and porous NACA-0024 profiles immersed in the
wake of an upstream cylindrical rod at different free-stream velocities. A noise reduc-
tion of up to 2dB is found for frequencies around the vortex-shedding peak, with a trend
that is independent of the Reynolds number, whereas significant noise regeneration is
observed at higher frequencies, most probably due to surface roughness.

Subsequently, the flow-field alterations due to porosity in the stagnation region of
the airfoils are investigated by means of mean-wall pressure, hot-wire anemometry, and
particle image velocimetry measurements. The porous treatment mostly preserves the
integrity of the NACA-0024 profile’s shape but yields a wider opening of the jet flow that
increases the drag force. Moreover, porosity allows for damping of the velocity fluctu-
ations near the surface and has limited influence on the upstream mean-flow field. In
particular, the upwash component of the root-mean-square of the velocity fluctuations
turns out to be significantly attenuated in a porous airfoil in contrast to a solid one, re-
sulting in a strong decrease of the turbulent kinetic energy in the stagnation region. The
present effect is more pronounced for higher Reynolds numbers. The mean spanwise
vorticity close to the body appears also to be mitigated by the porous treatment. Further-
more, the comparison between the power spectral densities of the incident turbulent
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velocities demonstrates that porosity has an effect mainly on the low-frequency range of
the turbulent-velocity spectrum, with a spatial extent up to about two leading-edge radii
from the stagnation point. In addition, the vortex-shedding frequency peak in the power
spectrum of the streamwise velocity fluctuations close to the airfoil surface is found to
be suppressed by porosity. The present results show analogies with the outcomes of the
aeroacoustic analysis, highlighting the important role played by the attenuated turbu-
lence distortion due to the porous treatment of the airfoil in the corresponding noise
reduction.

An analytical model based on the rapid distortion theory (RDT) to predict the turbu-
lent flow around a porous cylinder is formulated with the aim of improving the under-
standing of the effect of porosity on turbulence distortion and interpreting the experi-
mental results. The porous treatment, characterized by a constant static permeability, is
modeled as a varying impedance boundary condition applied to the potential compo-
nent of the velocity that accounts for Darcy’s flow within the body. The RDT implemen-
tation is first validated through comparisons with published velocity measurements in
the stagnation region of an impermeable cylinder placed downstream of a turbulence
grid. Afterwards, the impact of porosity on the velocity field is investigated through the
analysis of the one-dimensional velocity spectra at different locations near the body and
the velocity variance along the stagnation streamline. The porous surface affects the in-
coming turbulence distortion near the cylinder by reducing the blocking effect of the
body and by altering the vorticity deformation caused by the mean flow. The former
leads to an attenuation of the one-dimensional velocity spectrum in the low-frequency
range, whereas the latter results in an amplification of the high-frequency components.
This trend is found to be strongly dependent on the turbulence scale and influences the
evolution of the velocity fluctuations in the stagnation region. The porous RDT model is
finally adapted to calculate the turbulence distortion in the vicinity of the porous NACA-
0024 profile leading edge. The satisfactory agreement between predictions and experi-
mental results suggests that the present methodology can improve the understanding of
the physical mechanisms involved in the airfoil-turbulence interaction noise reduction
through porosity and can be instrumental in designing such passive noise-mitigation
treatments.



SAMENVATTING

De interactie van een vleugelprofiel met inkomende turbulentie is een belangrijke bron
van aerodynamisch geluid in talrijke toepassingen, zoals turbofanmotoren, koelsyste-
men voor de automobiel en bouwindustrie, welvingskleppen op vliegtuigvleugels, en
landingsgestel-systemen. In deze gevallen wordt turbulentie over het algemeen veroor-
zaakt door elementen die stroomopwaarts van het vleugelprofiel zijn geïnstalleerd en
die verstoringen van de instroom veroorzaken. Een mogelijke strategie voor de vermin-
dering van turbulentie-interactieruis, ook wel "leading-edge noise"genoemd, is de inte-
gratie van poreuze media in de structuur van het aerodynamische vlak. De fysische me-
chanismen die een rol spelen bij deze geluidsverminderende techniek zijn echter nog
onduidelijk. Deze dissertatie heeft tot doel deze verschijnselen op te helderen en, in het
bijzonder, om vast te stellen hoe porositeit de inkomende turbulentiekarakteristieken in
de onmiddellijke nabijheid van het oppervlak beïnvloedt. Dit probleem is vanuit ver-
schillende invalshoeken benaderd, namelijk vanuit een technologische, experimentele
en analytische invalshoek.

In het proefschrift wordt een innovatief ontwerp voor een poreus NACA-0024 profiel
voorzien van melamine schuim gepresenteerd. De geluidsreductie die met een derge-
lijke poreuze behandeling wordt bereikt, wordt geëvalueerd met behulp van een nieuwe
versie van generalized inverse beamforming (GIBF) techniek met daarin een een ver-
beterde data regularisatie. Het algoritme wordt eerst toegepast op verschillende experi-
mentele referentiedatasets, teneinde zijn vermogen om gedistribueerde aeroakoestische
bronnen te reconstrueren te evalueren, en om zijn nauwkeurigheid en variabiliteit in
verschillende omstandigheden te beoordelen. De resultaten geven aan dat de geïmple-
menteerde methode een verbeterde representatie geeft van de gedistribueerde geluids-
brongebieden en hogere prestaties levert in termen van nauwkeurigheid en variabiliteit
in vergelijking met gangbare beamforming technieken. GIBF wordt vervolgens gebruikt
in combinatie met microfoonmetingen op afstand, om het geluid te karakteriseren dat
wordt uitgestraald door de voorrand van zowel impermeabele als poreuze NACA-0024
profielen, geplaatst in het zog van een stroomopwaards cilindrische staaf. De metingen
zijn verricht bij verschillende luchtstroomsnelheden. Een geluidsvermindering tot 2dB
wordt waargenomen voor frequenties rond de piek behorende bij de "vortex-shedding".
De afname is onafhankelijk is van het Reynoldsgetal. Een belangrijke geluidsbron bij
hogere frequenties wordt waargenomen, die hoogstwaarschijnlijk te wijten aan opper-
vlakteruwheid.

Vervolgens worden de veranderingen in het stromingsveld ten gevolge van porositeit
in het stagnatiegebied van de vleugelprofielen onderzocht door middel van wandruk-
metingen, warme-draadanemometrie en particle image velocimetry. Bij het gebruik van
de poreuze voorrand wordt de vorm van het NACA-0024 profie grotendeels behouden
l maar zorgt de wijdere opening van de jetstroming voor een hogere luchtweerstand.
Bovendien zorgt de porositeit voor demping van de snelheidsfluctuaties aan het opper-
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vlak. De porositeit heeft een beperkte invloed op het gemiddelde stroomopwaartse stro-
mingsveld. Het blijkt dat de opwaartse component van het kwadratisch gemiddelde van
de snelheidsfluctuaties aanzienlijk wordt gedempt in een poreus aerodynamisch vlak, in
tegenstelling tot een massief en niet-doorlatend vlak. Dit resulteert in een sterke afname
van de turbulente kinetische energie in het stagnatiegebied. De afname wordt groter
voor hogere Reynoldsgetallen. De gemiddelde vorticiteit over de spanwijdte dicht bij het
vleugelprofiel lijkt tevens te worden verminderd door de poreuze voorrand. Verder laat
de spectrale analyse van de vermogensdichtheden van de invallende turbulente snelhe-
den zien dat porositeit vooral effect heeft op de lage frequenties. Het verschijnsel wordt
waargenomen tot een afstand van twee keer de straal van de voorrang gerekend vanaf het
stagnatiepunt. Bovendien blijkt de piek in het vermogensspectrum van de luchtsnelheid
vlak boven het oppervlak die hoort bij het loslaten van de wervelingen te worden onder-
drukt. De huidige resultaten zijn analoog aan de uitkomsten van de aero-akoestische
analyse, waarbij de belangrijke rol van de gedempte turbulentievervorming als gevolg
van de poreuze staat van het aerodynamische vlak duidelijk werd.

Een analytisch model gebaseerd op de rapid distortion theory (RDT) om de turbu-
lente stroming rond een poreuze cilinder te voorspellen is ontwikkeld met als doel om
het inzicht in het effect van porositeit op turbulentievervorming te verbeteren en de ex-
perimentele resultaten beter te kunnen interpreteren. De poreuze buitenlaag, met zijn
constante statische permeabiliteit, wordt gemodelleerd als een variërende impedantie
randvoorwaarde toegepast op die component van de snelheid die hoort bij de Darcy
stroming in het poreuze medium. De RDT implementatie wordt eerst gevalideerd door
de resultaten te vergelijken met gepubliceerde snelheidsmetingen in het stagnatiege-
bied van een ondoorlaatbare cilinder, die stroomafwaarts van een turbulentierooster is
geplaatst. Daarna wordt de invloed van porositeit op het snelheidsveld onderzocht door
middel van het analyseren van de één-dimensionale snelheidspectra op verschillende
plaatsen nabij het vleugelprofiel en van de snelheidsvariatie langs de stagnatiestroom-
lijn. Het poreuze oppervlak beïnvloedt de inkomende turbulentievervorming nabij de
cilinderdoor het blokkerende effect van het object te verminderen en door de vervor-
ming van de wervelingendoor de gemiddelde stroming te veranderen. Het eerste ef-
fect leidt tot een verzwakking van het het laagfrequente gebied in het een-dimensionale
snelheidspectrum, terwijl het tweede resulteert in een versterking van de hoogfrequente
componenten. Deze trend blijkt sterk afhankelijk te zijn van de turbulentieschaal en dit
beïnvloedt de evolutie van de snelheidsfluctuaties in het stagnatiegebied. Het poreuze
RDT model wordt uiteindelijk aangepast om de turbulentievervorming in de nabijheid
van de poreuze NACA-0024 voorkant te berekenen. De redelijke overeenkomst tussen
voorspellingen en experimentele resultaten suggereert dat de nieuw ontwikkelde me-
thodologie een beter inzicht geeft in de fysische mechanismen die een rol spelen bij de
vermindering van het geluidsnivo als gevolg van de interactie tussen turbulentie en het
vleugelprofiel. Dit inzicht kan dan helpen bij het ontwerpen van optimale passieve ge-
luidsverminderende oppervlakken.
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1
INTRODUCTION

Art and science have their meeting point in method.

Edward G. Bulwer-Lytton

A possible strategy for the reduction of the noise generated by turbulence interacting with
a wing profile, also referred to as leading-edge noise, is represented by the integration of
a porous medium in the airfoil structure. After a description of the physical mechanisms
characterizing the leading-edge noise production, the main studies involving porosity for
sound mitigation are reviewed in this chapter. The objectives pursued in the thesis and the
provided contributions are finally stated.

Parts of this chapter are included in [1–3].

1
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1.1. NOISE REDUCTION CHALLENGE
Aerodynamic noise represents a critical problem involving a large number of sectors in-
cluding air and ground transportation, building cooling and ventilation systems, and
wind-energy production. Noise exposure affects humans causing several health prob-
lems, i.e. tinnitus, sleep disruption, cognitive and hearing impairment in children, and
cardiovascular disease [4–7]. According to the World Health Organization, more than
1.6 million healthy years of life are lost in western Europe as a consequence of envi-
ronmental noise [8]. Particularly, the inhabited areas in the vicinity of the airports are
among the most affected by this issue, considering also the ever–increasing demand for
flights. In 2017, approximately 3.2 million people suffered from aircraft-noise exposure,
and 1.4 million encountered sleep-disturbance problems around the 47 major European
airports [9].

Hence, numerous international organizations are implementing policies and strate-
gies to tackle this problem. One such example is represented by Regulation (EU) No
598/2014 [10], adopted by the European Union (EU) in 2014 and concerning the intro-
duction of noise-related operating restrictions, which also impact aircraft from non-EU
countries. More recently, a report published by the European Commission, Flightpath
2050 [11], outlined the EU’s vision for the future of aviation and highlighted the impor-
tant role of the aeronautic industry in reducing noise pollution. The challenging goal
set by this program is to achieve a 65% reduction in the effective perceived noise (EPN)
emissions of flying aircraft by 2050. A step-change in the existing noise-mitigation strate-
gies is therefore required in order to meet these targets.

Early turbofan Modern turbofan

Figure 1.1: Historical changes in the contribution to the effective perceived noise (EPN) level from the different
components of a turbofan engine. Taken from [12].

The investigation of the generation and propagation of flow-induced noise, a re-
search field commonly denoted as aeroacoustics, started about 70 years ago with the
work of Lighthill [13], triggered by the substantial noise emissions radiated from the
aeroengines, which, at that time, were characterized by single-stream high-speed hot
jets. In such configurations, the dominant noise source was represented by the jet mix-
ing with the cooler ambient air [12]. Considerable investments have been made during



1.1. NOISE REDUCTION CHALLENGE

1

3

the following years to improve the aeroengines’ design and to mitigate their noise. Mod-
ern turbofan engines involve a two-stream architecture with increasing values for the
bypass ratio. This makes it possible to significantly reduce the jet noise but it also results
in an increase in the relative contribution to the overall noise provided by the fan, as can
be observed in Figure 1.1.

Several fan-related noise generation mechanisms can be distinguished for a sub-
sonic flow, with both tonal and broadband components. Tonal noise is produced by
periodic interactions mainly linked to the blade-passing frequency and its harmonics.
For instance, the rotating blades induce force- and volume-displacement effects on the
flow (fan self-noise), whereas the downstream outlet guide vanes (OGVs) (see Figure 1.2)
exert a blockage effect on the momentum of the unsteady wake (fan-vane interaction
noise) [12]. Broadband noise arises from random fluctuating mechanisms occurring in
the engine, such as the scattering of the turbulent boundary layer on the rotor blade at
the trailing edge (rotor self-noise), the interaction of the vortices at the blade tip with
the boundary layer formed along the inlet duct (rotor casing boundary-layer interaction
noise), and the impingement of the turbulent wake of the fan with the OGVs (rotor-stator
interaction noise). The latter mechanism is typically the dominant broadband-noise
source in a turbofan engine. An extensive review of how the different turbomachinery
noise components can be predicted is provided by Moreau [14].

Figure 1.2: Detail of a high-bypass turbofan engine. The air flow supplied by the inlet is compressed by the fan
and directed through the outlet guiding vanes (OGVs) into the engine and outer path. Adapted from [15].

1.1.1. AIRFOIL-TURBULENCE INTERACTION NOISE

The noise generated by the impingement of the fan wake on the OGV represents the
typical application addressed in this thesis and will be investigated for an isolated wing
profile. The so-called airfoil-turbulence interaction noise, denoted also as leading-edge
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noise, involves numerous other sectors that have a high societal impact, such as cooling
systems for automotive and construction industries [16, 17], high-lift devices on aircraft
wings [18, 19], and landing gear systems [20, 21]. In these examples, turbulence is gener-
ally produced by elements that are installed upstream of the airfoil and generate inflow
distortions.

From a physical perspective, the turbulent eddies interacting with the leading edge
are subjected to a rapid deformation that scatters part of their kinetic energy into sound
[22]. A fundamental study on the noise emitted by this mechanism was performed by
Amiet [23], who proposed a theory to predict the far-field acoustic power spectrum pro-
duced by an airfoil immersed in a turbulent flow. In this case, the spanwise correlation
length and integral length scale of the upwash velocity fluctuations constitute the key
parameters for the prediction of the noise generated by the interaction with the incom-
ing turbulence.

Experimentally, the leading-edge noise generation process has been addressed by
several authors. Paterson and Amiet [24] measured the emitted far-field noise and un-
steady surface pressure field of a NACA-0012 profile that was installed downstream of
a turbulence grid and concluded that the prediction of incident turbulence-interaction
noise can be carried out if the inflow properties are sufficiently documented. Olsen and
Wagner [25] analyzed the broadband noise generated by the impingement of turbulence
on airfoils characterized by different shapes and observed that an increasing thickness
corresponded to reduced turbulence-interaction noise. Similar conclusions were drawn
by Oerlemans and Migliore [26], who performed wind tunnel tests for six different airfoils
at several angles of attack in a grid-generated turbulent flow. Moreau et al. [27] investi-
gated the effect of the angle of attack and airfoil shape by studying the noise emitted by
three different mock-ups (a flat plate, thin controlled-Diffusion airfoil, and NACA-0012
profile) interacting with a turbulent flow in a grid-airfoil configuration. The results of the
experiments confirmed the previously mentioned thickness effect, whereas the impact
of the angle of attack and camber was found to be limited. Devenport et al. [28] also con-
firmed the influence of the effects of these parameters by testing three airfoils in a wind
tunnel that was equipped with a turbulence grid.

Additional numerical investigations on this influence were also carried out by Gill et
al. [29] using computational aeroacoustics (CAA). The authors identified the stagnation
region as the area where dominant leading-edge noise generation mechanisms occur.
This region becomes larger with the increasing thickness of the airfoil, leading to a wider
area where the turbulence distortion takes place and consequently to a reduced gradient
for the variation of the upwash velocity fluctuations in the stagnation region. This effect
is believed to play an important role in the high-frequency noise mitigation experienced
by a wing profile due to the thickness effect. A similar approach has been adopted by
Kim et al. [30], who numerically investigated the inflow noise generated by the interac-
tion of a symmetric airfoil interacting with homogeneous, isotropic turbulence. They
observed that the above-mentioned high-frequency noise attenuation reduces with the
increasing Mach number as a consequence of the more significant relative contribution
of the streamwise turbulent-velocity components.

The effective distortion of the turbulent vortical structures at the leading edge must
be taken into account in order to obtain an accurate prediction of the leading-edge noise
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when the airfoil exceeds a minimum thickness [27, 31, 32]. In this regard, a useful analyt-
ical tool that can be considered for estimating the turbulence distortion around an airfoil
with a non-negligible thickness is the rapid distortion theory (RDT), formulated by Hunt
[33] and based on the work of Ribner and Tucker [34] and Batchelor and Proudman [35].

In his original work, Hunt [33] performed a wavenumber analysis to calculate the
homogeneous turbulent flow around a circular cylinder. Velocity spectra and variances
were estimated in the asymptotic cases where the turbulence scale is much smaller or
larger than the characteristic size of the body. The RDT predictions were shown in qual-
itative agreement with the results of Bearman [36], who experimentally investigated the
distortion of grid-generated turbulence approaching the stagnation region of a bluff
body. Goldstein [37] followed a similar methodology for modeling the turbulent flow
around an obstacle of arbitrary shape and extended the theory to account for compress-
ibility effects. Britter et al. [38] performed detailed comparisons between RDT asymp-
totic results and velocity measurements of grid-generated turbulence interacting with
a circular cylinder. This type of problem was also addressed by Durbin and Hunt [39],
who employed the RDT to calculate the surface pressure fluctuations of a round obsta-
cle for large-scale and small-scale turbulence. Further applications of the theory for ve-
locity and pressure calculations in turbulent flows approaching bluff bodies have been
reviewed by Hunt et al. [40].

More recently, Ayton and Peake [41] formulated an asymptotic model based on the
RDT to investigate the impingement of homogeneous isotropic turbulence on a thin el-
liptical solid body in a region close to the stagnation point. A method to compute the
turbulent pressure spectra for a location near the leading edge of the body and for a
location far from it was also proposed in this study. Moreover, Klettner et al. [42] stud-
ied the interaction of an array of solid circular cylinders characterized by a varying solid
fraction with the wake produced by an upstream cylinder using both unsteady viscous
simulations and inviscid RDT calculations.

1.1.2. POROUS MATERIALS FOR NOISE MITIGATION

Since acting on the turbulence intensity of the incident flow is typically unfeasible, one
possible leading-edge noise mitigation strategy is to make the airfoil less affected by lo-
cal disturbances. The usage of absorbing materials, e.g. porous media, as part of the
airfoil structure has the potential to achieve such a goal. The idea of applying poros-
ity for noise-attenuation strategies comes from the studies on the silent flight of owls
by Kroeger et al. [43], who described the feather structure at the trailing edge of the
owl wings as wing porosity (Figure 1.3) and classified this feature as one of the mech-
anisms responsible for silencing their flight. The beneficial sound-mitigation effects of
the porous treatment of a wing profile were first demonstrated by Lee [44], who numer-
ically investigated the influence that a porous leading-edge insert of a helicopter blade
had on turbulence-interaction noise. He observed that a far-field noise reduction of up
to 30% was possible due to the suppression of the pressure fluctuations at the blade sur-
face.

Geyer et al. [46, 47] manufactured numerous porous airfoils characterized by dif-
ferent materials and tested them with various grid-generated turbulent flows by means
of microphone array techniques. They focused their attention on the influence of the
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Figure 1.3: The three wing features that are thought to contribute to the owl’s silent flight capability: a comb
of stiff feathers along the wing leading edge; a soft, downy material distributed on the top of the wing; and a
flexible fringe at the wing trailing edge [45]. Image copyrights: Josh Cassidy/KQED. Content: Lehigh University.

parameters characterizing the porous media, observing how the noise-reduction perfor-
mance was strongly related to the material properties. Particularly, they found that lower
values of static air-flow resistivity could lead to more significant noise reduction but
also to noise regeneration at high frequencies, most likely associated with the increased
roughness due to the interaction of the airfoil boundary layer with the open pores of the
material. Subsequently, the leading-edge noise produced by the same porous airfoils
was investigated by Sarradj and Geyer [48] through symbolic regression tools. They ob-
served a dependency of the noise on the square of the turbulence intensity and from the
fifth to the sixth power of the flow velocity. The ratio of the integral length scale of the
incoming turbulent flow to the characteristic length of the porous structure, linked to
the static air-flow resistivity, was found to have a significant influence on the acoustic
frequency spectrum.

When porosity covers the full chordwise extent of the airfoil, a noticeable deteriora-
tion of the aerodynamic performance is expected, resulting in a decrease of the lift force
and an increase of the drag force, especially at high angles of attack [46, 49–51]. The
former effect is related to the communication between pressure and suction side of the
wing profile through the pores of the material, whereas the latter effect is linked to the
augmented surface roughness. Several researchers have already proposed technological
solutions for the implementation of porous materials in the design of a wing profile with
the aim of preserving its aerodynamic performance. Among them, Roger et al. [22, 52]
filled a NACA-0012 profile with steel wool to study the leading-edge noise reduction from
a grid-airfoil and cylinder-airfoil interaction. They found that a reduction ranging from
2.5dB to 6dB was achievable for the part of the frequency spectrum that was related to
the characteristic length of the porous medium. A similar approach for the inclusion of
porous materials in the structure of a thick airfoil has been proposed by Bampanis and
Roger [53], who designed a rigid exoskeleton coated with a metallic wire mesh where
melamine foam or metal wool could be fitted in. Likewise, a solid center plane was in-
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cluded to avoid cross-flow between pressure and suction side in order to maintain the
aerodynamic performance of the wing profile. Broadband-noise mitigation varying from
4dB to 6dB was observed in this case.

Additional research on the application of a porous treatment of the airfoil was per-
formed by Geyer et al. [54], who experimentally and numerically tested the effective-
ness of perforated leading-edge inserts for the attenuation of grid-generated turbulence-
interaction noise. A noticeable mitigation of up to 8dB was achieved for frequencies
ranging from 1kHz to 4kHz. Similar to previous investigations, noise regeneration oc-
curring at high frequencies for perforated leading-edge inserts with large pores was
found due to the increased surface roughness. A different design for a flow permeable
insert has been investigated by Avallone et al. [55] and Sinnige et al. [56] with the aim of
suppressing the noise produced by the interaction of a pylon with a propeller slipstream.
An attenuation of the tonal components of the emitted far-field noise was measured in
this case. Chaitanya et al. [57] studied the turbulence-interaction noise reduction ob-
tained by flat plates characterized by different extents of porous inserts. Notably, they
observed that the use of a single row of holes situated downstream of the leading edge al-
lows for a significant low-frequency attenuation without increasing the noise radiations
at higher frequencies. Ayton et al. [58] found that smoothly varying chordwise porosity
on a perforated flat plate can be beneficial for reducing the turbulent boundary-layer
trailing-edge noise thanks to the more significant destructive interference of the back-
scattered field generated by an impermeable leading edge [59, 60].

All the above-mentioned studies demonstrate the potential of the porous treatment
of an airfoil as a turbulence-interaction noise reduction technique. However, no defini-
tive explanation about the physical mechanisms involved in the noise mitigation for a
thick wing profile has been found yet. The main goal pursued in this manuscript is
to elucidate these mechanisms. One possible reason is linked to the dissipation of the
acoustic energy by the viscous and thermal losses occurring during the oscillatory fluid
motion in the pores of the material [61]. A second one is related to the hydrodynamic
absorption by the turbulent eddies due to the interaction with a penetrable surface. As
a consequence of this, the distortion experienced by the turbulence in the immediate
vicinity of the airfoil may be affected by the porous treatment. The study described in
this manuscript is based on the investigation of the latter mechanism.

1.2. THESIS OBJECTIVES AND OUTLINE
The methodology considered in the present research rests upon three research objec-
tives:

1. Perform detailed experiments to characterize the alterations in the distortion
of turbulence interacting with the airfoil due to porosity and the corresponding
noise attenuation;

2. Implement an accurate and robust acoustic beamforming technique for the lo-
calization and quantification of the noise sources generated by the impinge-
ment of a turbulent flow on a wing profile;

3. Develop an analytical model based on the RDT to predict the turbulent flow



1

8 1. INTRODUCTION

around a porous bluff body and apply it to interpret the experimental results
of the turbulence distortion in the vicinity of the airfoil.

Considering the above-defined research objectives, the thesis is organized as follows.

• In Chapter 2, the theoretical framework of the topics addressed in the rest of the
manuscript is discussed. Specifically, a brief overview of the linear acoustic the-
ory provides the basis for computing the sound propagation models considered
in acoustic beamforming techniques (objective 2). The use of aeroacoustic analo-
gies makes it possible to derive a formulation for calculating the noise generated
by a body that is immersed in a turbulent flow (objective 1). Finally, the governing
equations of the RDT are presented. These constitute the starting point of the an-
alytical model for the prediction of the distortion of turbulence interacting with a
porous bluff body (objective 3).

• In Chapter 3, the experimental setups and measurement techniques employed for
carrying out the different experiments (objective 1) are outlined. The facilities
where the measurements take place as well as the benchmark configuration that
is used for generating the turbulent flow are illustrated. The design and charac-
terization of a NACA-0024 airfoil integrated with porous media are then described
in detail. The measurement techniques include hot-wire anemometry, acoustic
far-field microphones, and particle image velocimetry (PIV).

• In Chapter 4, the implementation of an improved version of an existing acous-
tic beamforming technique (objective 2) is described. After a short overview of
the beamforming basic principles, the technique is validated through its applica-
tion to two experimental benchmark datasets in order to evaluate its performance
under different conditions. Subsequently, the noise sources produced by the im-
pingement of turbulence on solid and porous NACA-0024 profiles are character-
ized by means of far-field microphone measurements and acoustic beamforming
(objective 1).

• In Chapter 5, the results of the investigation of the turbulent flow interacting with
solid and porous airfoils (objective 1) are reported and discussed. The flow around
the NACA-0024 profiles is characterized to study the evolution of the boundary
layer. A specific focus is then put on the stagnation region with the aim of an-
alyzing the alterations in turbulence distortion triggered by porosity. The mea-
surements are compared with the results of numerical simulations. The influence
of the Reynolds number of the free-stream flow and the design elements of the
porous airfoil configuration on the velocity field is also evaluated.

• In Chapter 6, the distortion of homogeneous isotropic turbulence impinging on
a porous cylinder is calculated by means of the RDT (objective 3). The analytical
formulation of the porous RDT model is presented and its assumptions and lim-
itations are discussed. The implemented algorithm is validated through compar-
isons with published velocity measurements and is applied to a solid and porous
cylinder in order to investigate the impact of porosity on the turbulent field. Fi-
nally, the method is adapted to model the turbulence distortion in the vicinity of
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the leading edge of the porous NACA-0024 profile with the aim of interpreting the
outcomes of the experimental investigation (objective 3).

• In Chapter 7, the conclusions drawn from the different investigations as well as
the future perspectives and recommendations linked to the present research are
outlined.
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2
THEORY

Nothing in life is to be feared, it is only to be understood.
Now is the time to understand more, so that we may fear less.

Marie Curie

The theoretical framework required for the understanding of the topics addressed in the
manuscript is outlined in this chapter. First, the linear acoustic theory is briefly reviewed
in order to describe how sound waves are generated and how they propagate in a quies-
cent fluid considering different point-source models. Subsequently, the noise generated by
the interaction of a turbulent flow with a solid body is modeled by means of the aeroa-
coustic analogies. Finally, the linear theory describing the sudden changes in turbulence
experienced by a turbulent flow impinging on a bluff body, or rapid distortion theory, is
introduced.

Parts of this chapter are included in [1].
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2.1. LINEAR ACOUSTIC THEORY
This section briefly reviews the fundamental concepts at the basis of linear acoustics.
The formulation that follows is largely based on the work of Glegg and Deventport [2],
for which an interested reader is referred to.

2.1.1. ACOUSTIC WAVE PROPAGATION EQUATION AND SOLUTION
For a fluid in motion characterized by incompressible behavior, i.e. at low Mach num-
bers, and without heat transfer and variation of internal energy, the equations of conti-
nuity and momentum can be written as

∂ρ

∂t
+ ∂(ρui)

∂xi
=Q; (2.1)

∂(ρui)

∂t
+ ∂(−Pij +ρuiuj)

∂xj
= fi +Qui, (2.2)

where ρ is the fluid density, u is the flow velocity, P is the fluid stress tensor, and f is the
density of the force field acting on the bulk of the fluid, such as the gravitational one. In
this case, the mass source term Q [3] represents the rate of mass per unit volume that
is injected inside the control volume through a permeable boundary portion and adds
momentum by a quantity Qu. Moreover, the fluid stress tensor can be expressed as the
sum of the isotropic part −pI , where p is the hydrostatic pressure and I is the identity
matrix, and the deviatoric part τ, which contains the viscous stresses.

The present equations can be linearized by performing a decomposition of the
involved quantities into mean values, denoted with the symbol ,̄ and perturbations
around them, indicated with the subscript ′. This procedure will make it possible to de-
rive the sound-propagation model for the acoustic beamforming technique described in
Chapter 4. If the fluid is in a quiescent state, i.e. the mean velocity is zero, it follows that

p(x , t ) = p̄ +p ′(x , t );

ρ(x , t ) = ρ̄+ρ′(x , t );

u(x , t ) = ū +u′(x , t ) = u′(x , t ).

(2.3)

By substituting Equations (2.3) into Equations (2.1) and (2.2) and neglecting the higher-
order terms, the linearized continuity and momentum equations read

∂ρ′

∂t
+ ρ̄ ∂u′

i

∂xi
=Q; (2.4)

ρ̄
∂u′

i

∂t
+ ρ̄ ∂(uiuj)

∂xj
=− ∂p ′

∂xi
2 +

∂τ′ij
∂xj

+ fi. (2.5)

It is now possible to avoid the dependency on the acoustic velocity perturbation u′ by
subtracting the divergence of Equation (2.5) from the time derivative of Equation (2.4),
yielding

∂2ρ′

∂t 2 − ∂2p ′

∂xi
2 =− ∂ fi

∂xi
−

∂2τ′ij
∂xi∂xj

+ ∂Q

∂t
. (2.6)
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By explicating the density as a function of the pressure through the equation of state

p = p(ρ, s); (2.7)

p ′ =
(
∂p

∂ρ

)
s
ρ′+

(
∂p

∂s

)
ρ

s′ = c2
0ρ

′+
(
∂p

∂s

)
ρ

s′, (2.8)

s being the entropy, and by inserting Equation (2.8) into Equation (2.6), the inhomoge-
neous wave equation can be derived as

1

c2
0

∂2p ′

∂t 2 − ∂2p ′

∂xi
2 =− ∂ fi

∂xi
−

∂2τ′ij
∂xi∂xj

+ 1

c2
0

(
∂p

∂s

)
ρ

∂2s′

∂t 2 + ∂Q

∂t
, (2.9)

where c0 is the speed of sound. The left-hand side of Equation (2.9) is the d’Alembertian
operator applied to a pressure perturbation p ′ and the right-hand side represents all the
possible sound sources. In particular, the term ∂Q/∂t describes an unsteady mass in-
jection in the volume, while the term ∂2s′/∂t 2 indicates entropy fluctuations that, due
to thermal expansion in a process such as combustion or heat transfer, acts also as a
volume source. These two terms are both represented by monopole-like sources. The
term −∇ · f , which is associated with the fluctuating non-uniform force field, induces
dipole-like sources. The force density can also be used to represent the reaction force of
a rigid wall to unsteady aerodynamic forces, which, as will be discussed later, constitutes
the dominant sound source in numerous flows [2]. Finally, the term −∇·(∇·τ′) is associ-
ated with the fluctuating, non-uniform viscous stresses and represents the sound due to
the turbulence modeled by quadrupole-like sources. The discussion about monopole,
dipole, and quadrupole sources will be covered in greater details in Chapter 2.1.2.

Figure 2.1: A control volume of size V bounded by the surface Swith fluid in a quiescent state.

Equation (2.9) can be solved by using the Green’s function method [2]. The Green’s
function is the fundamental solution of the wave propagation equation and represents
the acoustic pressure that satisfies the wave equation for an impulsive point source lo-
cated at x s (see Figure 2.1) and emitting a sound pulse at time ts (ts < t ). For a listener
located at position x in space at time t , G(x , t |x s , ts ) is the solution of the following wave
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equation:
1

c2
0

∂2G

∂t 2 − ∂2G

∂xi
2 = δ(x −x s )δ(t − ts ), (2.10)

δ being the Dirac function. The pulse response should also satisfy the causality condi-
tions G = 0 and ∂G/∂t = 0 for ts < 0 since the pressure field observed at time t must
be caused by source signals that have been emitted at the earlier times ts . The Green’s
function is further determined by the linear boundary conditions that are imposed [2].
If these correspond to those of the acoustical field, G is denoted as tailored.

By replacing the source term in the right-hand side of Equation (2.9) with the general
source term q and using the Green’s theorem, it is possible to rewrite the equation in its
integral form:

p ′(x , t ) =
∫ t

t0

Ñ
V

q(y ,τ)G dV dτ−
∫ t

t0

Ï
S

[
p ′(y ,τ)

∂G

∂yi
−G

∂p ′(y ,τ)

∂yi

]
ni dSdτ

−


Ñ
V

[
p ′(y ,τ)

∂G

∂τ
−G

∂p ′(y ,τ)

∂τ

]
dV


τ=t0

,

(2.11)

n being the outward-pointing normal on the surface S enclosing the volume V where q
is non-zero (Figure 2.1). The second integral of the right hand side vanishes for a tailored
Green’s function, while the third one represents the effect of the initial conditions at τ=
t0. For a tailored Green’s function, and if t0 =−∞, Equation (2.11) becomes

p ′(x , t ) =
∫ t

−∞

Ñ
V

q(y ,τ)G dV dτ. (2.12)

2.1.2. POINT-SOURCE MODELS
The Green’s function for a quiescent fluid in free space is given by

G(x , t |x s , ts ) =
δ

(
t − ts − ||x−x s ||

c0

)
4π||x −x s ||

. (2.13)

where the term τ̂ = t − ||x − x s ||/c0 is called retarded time, || − || denoting the norm of
the vector. Equation (2.13) is an outward, traveling impulsive wave whose amplitude
is inversely proportional to the distance. The evaluation of the time integral can be per-
formed by using the sampling property of δ inside the Green’s function expression. Start-
ing from the expression for the acoustic pressure induced by a generic source distribu-
tion, it follows that

p ′(x , t ) =
Ñ
V

q
(

y , t − ||x−y ||
c0

)
4π||x − y || dV. (2.14)

If the source is acoustically compact, i.e. the source dimensions are smaller than the
wavelength of the emitted sound wave, it can be considered as a point source. The source
function for the compact source is

q(x , t ) = q̂(t )δ(x −x s ), (2.15)
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(b) Dipole-like source.
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(c) Quadrupole-like source.

Figure 2.2: Directivity patterns for different point-source models.

where q̂(t ) is the point-source strength. By substituting Equation (2.15) into Equation
(2.14) and by evaluating the volume integral, the expression for the acoustic pressure
induced by a point source in free field is derived as

p ′(x , t ) =
q̂

(
t − ||x−x s ||

c0

)
4π||x −x s ||

. (2.16)

This is an omnidirectional or monopole sound field and its directivity pattern is illus-
trated in Figure 2.2a. Thus, the pressure field satisfies the homogeneous wave equation,
obtained by considering the left-hand side of the equation equal to zero, everywhere ex-
cept at the source position. A monopole can be thought of as a pulsating sphere with a
vanishing radius but constant source strength. In the inhomogeneous wave equation,
both sources due to mass injection and entropy fluctuations feature a monopole-like
source behavior, with different expressions for the source strength.

For a point force in x s , the source term is q(x , t ) = −∇ · f , where f can be written
as f (x , t ) = F (t )δ(x − x s ). Since such a source can be formed by two adjacent opposite
monopoles, a point-force source is denoted as a dipole source (Figure 2.2b). The strength
q of the monopoles and the distance l between the two sources have to be such that
q(t ) l = F (t ), where l goes to zero and q increases in order to keep F constant. A dipole
can also be thought of as a small rigid sphere oscillating in the direction of the dipole
axis. From Equation (2.14), the equation for the dipole acoustic pressure can be derived
as

p ′(x , x s ,θF , t ) =− ∂

∂xi

[
F

4π||x −x s ||
]

= cosθF

4π

{
1

c0||x −x s ||
[
∂F

∂t

]
+

[
F

||x −x s ||2
]}

,
(2.17)

where F = ||F || and θF is the angle between observer direction and force. The square
brackets indicate that the function should be evaluated at the emission time t − ||x −
x s ||/c0.

Concerning the structure of the dipole field, several considerations can be made.
First, the dipole pressure is composed of two terms, one falling off with 1/r , where
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r = ||x − x s ||, and one with 1/r 2. The 1/r 2 term dominates the field close to the source
and is therefore indicated as the near field. At larger distances - in the far field -, the
pressure decades with 1/r , as for the monopole source in Equation (2.16). Second, the
dipole field has a non-uniform directivity. The pressure field has a cosθF dependence,
with zero pressure at 90° with respect to the dipole axis. Third, the far-field pressure of
the dipole (even for cosθF = 1) is much lower than the pressure of a single monopole
having the same strength q . This can be understood from the partial cancellation of the
two constituent monopoles. Thus, dipoles are less efficient than monopoles in free field
conditions.

As a combination of two monopoles leads to a dipole, a combination of two dipoles
yields a quadrupole, which models the sound generated by viscous stresses (Figure 2.2c).
Since such a source can be formed by two adjacent opposite dipole sources, a turbulent-
point source can be considered as a quadrupole source. Because the two dipoles can be
combined in different ways due to their asymmetry, the term quadrupole more appro-
priately designates a family of sound sources. Quadrupole sources will not be discussed
in this manuscript and, for more information, an interested reader can refer to [2].

2.1.3. HELMHOLTZ EQUATION IN THE FREQUENCY DOMAIN
The derivation of the wave equation and its fundamental solution has been carried out in
the time domain so far. Similar considerations can be made for the frequency domain by
computing the Fourier transform of the wave propagation equation. The homogeneous
Helmholtz equation is

∇2p̂ +k2p̂ = 0, (2.18)

where p̂ is derived from p ′(x , t ) = p̂e iωt and k = ω/c0 is the acoustic wavenumber, ω
being the angular frequency of the excitation. The inhomogeneous Helmholtz equation,
computed by adding the source terms to Equation (2.18), can be solved by the means of
the frequency-domain Green’s function, according to

(∇2 +k2)Gω(x −x s ) =−δ(x −x s ). (2.19)

Equation (2.19) is subjected to the Sommerfeld radiation boundary condition, which
ensures that waves are radiated and not absorbed by the sources. Hence, the radiated
energy scatters to infinity. The present condition can be expressed as

lim
r→+∞r

(
∂p ′

∂t
+ c0

∂p ′

∂r

)
= 0. (2.20)

By applying Equation (2.20), the fundamental solution of the non-homogeneous
Helmholtz equation can be derived as

Gω(x −x s ) = e i k||x−x s ||

4π||x −x s ||
. (2.21)

Subsequently, the expression for the acoustic pressure given by a monopole in free-
field conditions in frequency domain is

pmono(x , x s ) = amono

4π||x −x s ||
e i k||x−x s ||, (2.22)
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where amono is the complex source amplitude of the source, x is the receiver position,
and x s is the source position. A similar expression can be derived also for a dipole source
as

pdip(x , x s ) = cdipadip

4π||x −x s ||
(x −x s ) · (cosθF , sinθF ,0)

||x −x s ||2
(−1+ i k||x −x s ||)e i k||x−x s ||, (2.23)

where cdip is a reduction coefficient which takes into account the lower radiation effi-
ciency of the dipole with respect to the monopole [4] and θF determines the angle of the
dipole orientation. Equations (2.22) and (2.23) can be used to model the sound propaga-
tion between source and receiver in noise-localization techniques, as will be illustrated
in Chapter 4.1.

2.2. AEROACOUSTIC ANALOGIES
The linear acoustic theory presented in Chapter 2.1 provides a valid framework to under-
stand the generation and the propagation of sound waves in a quiescent fluid. How this
theory can also be transposed to model the noise generated by a turbulent flow through
the aeroacoustic analogies is the topic of the present section.

2.2.1. LIGHTHILL’S ANALOGY
The concept at the basis of the analogy of Lighthill [5] is that the flow mechanisms re-
sponsible for the sound emitted by a turbulent flow can be represented, from the lis-
tener’s point of view, by equivalent sources placed in a quiescent uniform medium. This
approach has proven to be effective especially for low-Mach number applications. The
mathematical formulation of the analogy is reported hereafter.

In absence of external forces acting on the flow and mass injecting in the control vol-
ume, Equation (2.6) may be rewritten in function of the density perturbation by adding
the term −c2

0∇2ρ′ on both sides of the equation:

∂2ρ′

∂t 2 − c2
0
∂2ρ′

∂xi
2 = ∂2Tij

∂xi∂xj
(2.24)

with Tij = ρuiuj −τij + (p ′− c2
0ρ

′)δij, (2.25)

where T is denoted as Lighthill’s stress tensor. In this case, the reference state (ρ̄; p̄)
refers to a uniform medium at rest that is assumed to be far from the unsteady flow
producing sound.

For high Reynolds numbers, the contribution of the viscous forces can be neglected
and with the assumption of incompressible and isentropic flow, Lighthill’s stress tensor
can be approximated as Tij ≈ ρuiuj. For an unbounded domain, Equation (2.24) can be
then solved by means of the free-field Green’s function in Equation (2.13), resulting in

ρ′(x , t ) = ∂2

∂xi∂xj

Ñ
V

Tij

4πc2
0 ||x − y || dV. (2.26)

Equation (2.26) indicates that, at low-Mach numbers, i.e. when the assumption of in-
compressibility is valid, free isentropic turbulent flows without solid bodies can be de-
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scribed as a quadrupole-like source related to the fluctuating stresses. The present for-
mulation can be further simplified by introducing the concept of acoustic compactness.
A source region is defined acoustically compact when its size l is much smaller than the
acoustic wavelength λ = c0/ f , hence l/λ = Hel ¿ 1, Hel being the non-dimensional
Helmholtz number. Under this condition, the source region can be considered as a
single-point source and the sound field at the observer’s location has a characteristic gra-
dient length that is imposed by the plane wave behavior at the same position, resulting in
the approximation ∂/∂xi ≈−∂/(c0∂t ). In this case, the homogeneous wave-propagation
equation reduces to the Laplace equation describing an incompressible potential flow.

2.2.2. CURLES’S ANALOGY
Equation (2.26) corresponds to an acoustic field in absence of solid boundaries. In pres-
ence of a solid and stationary surface S in the control domain, the solution of Equation
(2.24) can be expressed by [6]

ρ′(x , t ) = 1

c2
0

∫ t

−∞

Ñ
V

∂2Tij

∂yi∂yj
G dV dτ− c2

0

∫ t

−∞

Ï
S

(
ρ′ ∂G

∂yi
−G

∂ρ′

∂yi

)
ni dSdτ, (2.27)

where n is the outward-pointing normal on the surface S. The first term in the right-
hand side of the equation indicates the incident acoustic field, while the second one is
linked to the scattered acoustic field given by the surface response and vibration. The
incident-field integral can be reformulated by performing an integration by parts as∫ t

−∞

Ñ
V

∂2Tij

∂yi∂yj
G dV dτ=

∫ t

−∞

Ñ
V

Tij
∂2G

∂yi∂yj
dV dτ

+
∫ t

−∞

Ï
S

{(
−∂ρui

∂τ
− c2

0
∂ρ′

∂yi

)
G − [

ρuiuj +
(
p ′− c2

0ρ
′)δij +τij

] ∂G

∂yj

}
ni dSdτ.

(2.28)

The terms −∂ρui/∂τ and ρuiuj inside the surface integral can be assumed equal to zero
for a rigid and impermeable body.

Furthermore, if the free-field Green’s function is applied and Equation (2.28) is sub-
stituted into Equation (2.27), Curle’s solution to the Lighthill’s equation for an incom-
pressible and isentropic flow can be derived as [7]

ρ′(x , t ) = ∂2

∂xi∂xj

Ñ
V

ρuiuj

4πc2
0 ||x − y || dV − ∂

∂xi

Ï
S

p ′ni

4πc2
0 ||x − y || dS. (2.29)

The outcome of the analysis carried out by Curle is that, when a surface is immersed
in a turbulent flow, a second term in addition to the Lighthill’s stress tensor contributes
to the radiated sound. Physically, this term is a distribution of dipoles that represents
fluctuating forces acting on the fluid from the solid body and accounts for reflection and
diffraction effects. Hence, the sound field is seen as a sum of a volume distribution of
quadrupoles and a surface distribution of dipoles in a medium at rest. Moreover, if the
solid body is considered acoustically compact, the surface integral reduces to a compact
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dipole, which, at low Mach numbers, dominates over the volume integral. Therefore,
Equation (2.29) can be rewritten as

ρ′(x , t ) ≈ xi

4π||x −x s ||2c3
0

 ∂

∂t

Ï
S

p ′ni(y)dS


t=τ̂

. (2.30)

From Equation (2.30), it is possible to derive a scaling law for the dipole source term con-
sidering (i) that the force on the surface typically scales with the square of the mean flow
velocity around the body [2], i.e. the surface integral is proportional to ρ̄ū2 AS , AS being
the surface area of the body, and (ii) that the timescale of the velocity fluctuations can be
estimated by the ratio of the typical turbulence dimension L to the mean flow speed. By
defining the acoustic intensity of the far field Ir as Ir = p2

rms/ρ̄c0, prms = |p ′|/p2 being
the root mean square (r.m.s.) of the pressure fluctuations, it follows that

Ir ∝
ρ̄ū6 A2

S cosθF
2

(4π||x −x s ||)2c3
0 L2

. (2.31)

As a consequence of Equation (2.31), when an acoustically compact rigid body is im-
mersed in a turbulent flow, the resulting noise is expected to scale as the sixth power of
the mean flow velocity.

2.3. RAPID DISTORTION THEORY
As mentioned in Chapter 1.1.1, the distortion of turbulence in the interaction with a thick
airfoil can have a significant effect on the corresponding leading-edge noise. Indeed, it
follows from Equation (2.30) that the flow noise radiated by a wing profile is directly
related to the pressure fluctuations on its surface. These are, in turn, affected by the
changes that turbulence experiences close to the body. The investigation of such modi-
fications can, therefore, shed light upon the generated noise and, when porous materials
are integrated into the volume of the airfoil, upon the sound-mitigation mechanism as-
sociated with this technology.

In view of the above, the RDT allows calculating the turbulent flow around a bluff
body when this distortion occurs rapidly and will be employed in Chapter 6 to derive an
analytical model that predicts the alterations in the turbulent flow due to porosity. The
present section aims to briefly introduce the analytical framework at the basis of such a
theory.

Figure 2.3 depicts the typical problem that is addressed by the RDT, where a two-
dimensional isolated bluff body is immersed in a flow characterized by weak turbulence.
Different flow regions can be identified: an outer region (E) where the normal and shear
stresses are negligible compared with the inertial forces, a thin region (B) in correspon-
dence with the boundary layer developing at the surface S, and a separated region (W )
in the wake of the body where large velocity fluctuations occur. The reference system
is defined as follows: the x-axis is aligned with the streamwise direction, the z-axis is
aligned with the spanwise direction, and the y-axis is oriented in the normal direction
in order to form a right-handed coordinate system with the two previous axes, with the
origin set at the body center.
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Figure 2.3: Schematic of the regions of flow surrounding a bluff body and the relevant dimensions represented
by the body characteristic length and the scale of the incident turbulence. The different regions characterizing
the flow field and the spatial reference systems considered in the present study are indicated. Adapted from
[8].

2.3.1. ASSUMPTIONS OF THE THEORY
The RDT rests upon the following assumptions:

• the incoming turbulence is assumed to be weak:

u′∞
ū∞

¿ 1, (2.32)

u′∞ being the turbulence intensity and ū∞ being the mean value of the streamwise
component of the upstream velocity;

• the Reynolds number based on the intensity of the upstream turbulence and tur-
bulent integral length scale is assumed to be large:

u′∞Lx

ν
À 1, (2.33)

where Lx is the streamwise integral length scale and ν is the kinematic viscosity of
the fluid;

• the time taken for the flow to be distorted, TD , is much smaller than the timescale
of turbulence, TL . The former can be estimated as the ratio of the characteristic
dimension of the cylinder, i.e. its radius a, to the mean value of the upstream ve-
locity, i.e. TD = a/ū∞, while the latter is the time taken for a fluid element to pass
through a large eddy of scale Lx , i.e. TL = Lx /u′∞, and amounts to approximately
the time for the velocity autocorrelation of this element to be reduced to 1/3 [9].
Therefore, the present assumption may be rewritten as

u′∞
ū∞

¿ Lx

a
. (2.34)
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This equation does not need to be verified locally for every turbulence scale but
rather constitutes an average criterion for the application of the linear theory [10].

Under the above conditions, the flow in the region (E) of Figure 2.3 is only slightly af-
fected by the velocity fluctuations generated in the region (B) and (W ) and can be repre-
sented by the solution of a well-posed boundary value problem determining the changes
in a given fluctuating-velocity field [8].

2.3.2. GOVERNING EQUATIONS

The linearized momentum equations for an incompressible flow read1

∂u′
i

∂t∗
+ ūj

∂u′
i

∂x∗
j

+u′
j
∂ūi

∂x∗
j

=− 1

ρ∗
∂p∗

∂x∗
i

. (2.35)

By taking the curl of Equation (2.35) and considering the continuity equations

∂ūi

∂x∗
i

= 0 and
∂u′

i

∂x∗
i

= 0, (2.36)

the dependence on pressure is avoided and the dimensionless linearized vorticity equa-
tions under the RDT assumptions can be derived as [8]

∂ωi

∂t
+Uj

∂ωi

∂xj
+uj

∂Ωi

∂xj
+

{
uj
∂ωi

∂xj

}
=ωj

∂Ui

∂xj
+Ωj

∂ui

∂xj
+

{
ωj
∂ui

∂xj

}
, (2.37)

where U = ū/ū∞, u = u′/ū∞, and
(
x, y, z, t

)= (
x∗, y∗, z∗, t∗ū∞

)
/a. Ω and ω are the cor-

responding vorticity terms and are defined asΩ=∇×U andω=∇×u. If Equation (2.32)
is satisfied, the term in braces in the left-hand side of Equation (2.37), which represents
the advection of the turbulence vorticity by the fluctuating velocity, is negligible. Like-
wise, the condition expressed by Equation (2.34) enables neglecting the term in braces in
the right-hand side of Equation (2.37), which defines the rate of stretching and rotation
ofω by the fluctuating-velocity gradients. This is a consequence of the random variation
of u during the period of the distortion given by TL [8].

For bluff-body flows such as that around a circular cylinder, the irrotational compo-
nent of U has typically the most substantial effect on turbulence and it is thus possible
to assume

Ω= 0 (2.38)

in Equation (2.37). The present assumption is also verified by the order-of-magnitude
analysis carried out by Hunt [8]. The mean velocity field can then be determined as
the solution to a potential flow problem subjected to appropriate boundary conditions.
Since the upstream velocity U∞ is specified, only one condition needs to be imposed. For
an impenetrable cylinder, the normal component of the incident velocity must vanish at
the wall:

u ·n = 0 on S, (2.39)

1In this subsection, the superscript ∗ for x , t , p, and ρ denotes dimensional quantities.
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n being the outward-pointing normal to the body surface S. The resulting potential
flow around a solid cylinder will be described in Chapter 6.2.1. Subsequently, ω can
be derived from Cauchy’s equation as a function of its upstream value ω∞ [11] and the
vorticity distortion tensor γ:

ωi
(
x, y, z, t

)= γij
(
x, y

)
ω∞,j

(
x, y −∆y , z, t −∆T

)
. (2.40)

∆y is the deviation of a fluid particle in the y-direction as it travels around the body and
is expressed by ∆y = y +Ψ, Ψ being the streamfunction of the irrotational mean flow,
while ∆T is the drift function [12] defined as

∆T =
∫ x

−∞

(
1

Ux (x ′, y ′)
−1

)
d x ′ where Ψ(x ′, y ′) =Ψ(x, y). (2.41)

Analytical formulations for ∆T and ∆y as functions of Ψ for the flow around a circular
cylinder are available and will be discussed in Chapter 6.3. In this case, γ can be ex-
pressed as a function of U and the derivatives of ∆T along x and y [8]:

γij =
Ux −∂∆T /∂y 0

Uy 1+∂∆T /∂x 0
0 0 1

 . (2.42)

Once U and ω are known, u may be calculated by expressing its deviation from the
upstream value in terms of a scalar velocity potential φ and a vortical streamfunctionψ,
specified by the gauge condition ∇·ψ= 0 [13], such that

∆u = u −u∞ =−∇φ+∇×ψ. (2.43)

This Helmholtz decomposition of the velocity field is at the basis of the porous RDT
model that will be described in Chapter 6. A new set of governing equations for the
problem can now be derived by substituting Equation (2.43) into Equation (2.1) to give

∇2φ= 0 (2.44)

and into Equation (2.37) to give

∇2ψ=−∆ω=−(ω−ω∞). (2.45)

For Equation (2.44), the boundary conditions expressed by Equation (2.39) and by the
imposition of the upstream velocity are satisfied separately, resulting in

∇φ·n = u∞ ·n on S (2.46)

and
|∇φ|→ 0 as x2 + y2 →∞, (2.47)

while the same conditions applied to Equation (2.45) yield

(∇×ψ) ·n = 0 on S (2.48)
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and
|∇×ψ|→ 0 as x2 + y2 →∞. (2.49)

Besides, an additional boundary condition has to be imposed on ψ in order to satisfy
the gauge condition everywhere:

∇·ψ= 0 on S and as x2 + y2 →∞. (2.50)

Four partial differential equations have then to be solved simultaneously: the Laplace
equation for φ in Equation (2.44) and the three Poisson equations for ψ in Equation
(2.45). More efficient approaches to solve the RDT equations have been proposed, for
instance, by Goldstein [14], but it will be argued in Chapter 6.2.4 that the decomposition
of the velocity field proposed in Equation (2.43) provides a better framework to account
for porosity.

2.3.3. FOURIER ANALYSIS
If the upstream turbulence is homogeneous and stationary in time, the velocity field
shall be described by means of spatial Fourier analysis in terms of the velocity distortion
tensor M :

ˆ̂ui =
∫ ∞

−∞
Mij(x, y ;κ) ˆ̂u∞,j(κ)dκ2, (2.51)

where κ= (κ1,κ2,κ3) is the wavenumber vector made dimensionless by the cylinder ra-
dius a and ˆ̂u∞ is the spatial Fourier transform of the upstream velocity coming from(

u∞,i

ω∞,i

)
(x, y, z, t ) =

Ñ ∞

−∞
e i (κ1x+κ2 y+κ3z+σt )

( ˆ̂u∞,i
ˆ̂ω∞,i

)
(κ)dκ1 dκ2 dκ3. (2.52)

In Equation (2.52), σ=−κ1 as a result of the application of Taylor’s hypothesis. Near the
body, the turbulence becomes inhomogeneous in the x and y directions but remains
homogeneous in the z direction since the mean velocity is invariant along z. Therefore,
following the decomposition of the velocity field in Equation (2.43), the Fourier analysis
on φ andψ yields(

φ

ψi

)
(x, y, z, t ) =

Ï ∞

−∞
e i (κ3z−κ1t )

(
ˆ̂φ
ˆ̂ψi

)
(κ)dκ1 dκ3. (2.53)

Equations (2.44) and (2.45) can now be rewritten as{
∂2

d x2 + ∂2

d y2 −κ2
3

}
ˆ̂φ= 0 (2.54)

and {
∂2

d x2 + ∂2

d y2 −κ2
3

}
ˆ̂ψi =−

[
ˆ̂ωi −δij

∫ ∞

−∞
e i (κ1x+κ2 y) ˆ̂ω∞,j dκ2

]
, (2.55)

respectively, where ∂/∂z = iκ3 due to the homogeneity in the z direction and δ is the
Kronecker delta. From Equation (2.40), it follows that

ˆ̂ωi = γij(x, y)e iκ1(∆T +x)
∫ ∞

−∞
e iκ2(y−∆y ) ˆ̂ω∞,j dκ2. (2.56)
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Two new variables can be introduced in order to further simplify the governing equa-
tions:

ˆ̂φ(x, y,κ1,κ3) =
∫ ∞

−∞
βj(x, y,κ) ˆ̂u∞,j(κ)dκ2; (2.57)

ˆ̂ψi(x, y,κ1,κ3) =
∫ ∞

−∞
αij(x, y,κ) ˆ̂ω∞,j(κ)dκ2. (2.58)

The tensorα is the turbulent streamfunction, while the vectorβ is the turbulent-velocity
potential. Substituting Equation (2.57) into Equation (2.54), and Equations (2.58) and
(2.56) into Equation (2.55) yields{

∂2

d x2 + ∂2

d y2 −κ2
3

}
βj = 0; (2.59)

{
∂2

d x2 + ∂2

d y2 −κ2
3

}
αij =−Ω?ij with Ω?ij =

[
γij e i (κ1∆t−κ2∆y ) −δij

]
e i (κ1x+κ2 y).

(2.60)
Ω? is a known function that tends to zero as x →−∞ or y →±∞ since ∆T ,∆y → 0 and
γ→ δ. For a formal statement of the problem, the boundary conditions need to be re-
formulated in terms of α and β. In Chapter 6.2, these will be derived for the case of a
solid and porous circular cylinder.

Considering that ˆ̂u = −∇ ˆ̂φ+∇× ˆ̂ψ+ ˆ̂u∞, it follows from Equations (2.57) and (2.58)
that

ˆ̂ui =
∫ ∞

−∞

{(
M (s)

ij +M (∞)
ij

)
ˆ̂u∞,j +aij ˆ̂ω∞,j

}
dκ2, (2.61)

where

M (s)
ij =−

(
∂βj

∂x
,
∂βj

∂y
, iκ3βj

)
; M (∞)

ij = δije
i(κ1x+κ2 y);

aij =
(
∂α3j

∂y
− iκ3α2j, iκ3α1j −

∂α3j

∂x
,
∂α2j

∂x
− ∂α1j

∂y

)
.

(2.62)

It is now convenient to expressα in terms of ˆ̂u∞. It follows from the definition of vorticity
that ˆ̂ω∞,i = εijk

(
∂ ˆ̂u∞,k /∂xj

)= εijk
(
iκj ˆ̂u∞,k

)
, εijk being the Levi-Civita symbol. By defining

M (d)
il = iaijεkjlκk, (2.63)

Equation (2.51) is finally recovered with the notation

M =M (s) +M (d) +M (∞). (2.64)

2.3.4. SPECTRA AND VARIANCES
The solutions for M can then be used to calculate the two-dimensional spectra Ψij, the
one-dimensional spectraΘij, and the variances at two points uiuj(x, y) near the body as
a function of the three-dimensional spectrumΘ∞ of the upstream turbulence:

Ψij(x, y ;κ1,κ3) =
∫ ∞

−∞
Mil(x, y ;κ)† Mjm(x, y ;κ)Θ∞,lm(κ)dκ2; (2.65)
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Θij(x, y ;κ1) =
∫ ∞

−∞
Ψij(x, y ;κ1,κ3)dκ3; (2.66)

uiuj(x, y) =
∫ ∞

−∞
Θij(x, y ;κ1)dκ1, (2.67)

where the symbol † denotes the complex conjugate. For isotropic turbulence, Θ∞ may
be represented by the von Kármán spectrum normalized in terms of the r.m.s. incident
turbulent velocity and the cylinder characteristic dimension [15]:

Θ∞,ij(κ) = 55g1 (a/Lx )
2
3 k2

36π [g2 (a/Lx )2 +k2]
17
6

[
δij −

κiκj

k2

]
, (2.68)

with k2 = κ2
1 +κ2

2 +κ2
3 = |κ|2 and g1 and g2 that are computed through the gamma func-

tion, namely g2 = πΓ2(5/6)/Γ2(1/3) = 0.5578 and g1 = g 5/6
2 /π = 0.1957. The turbulence

distortion can then be fully predicted by calculating M(x, y ;κ) at each point around the
body and for each wavenumber component. In Chapter 6, the RDT will be applied to
calculate the velocity tensor for a solid and porous cylinder.
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3
EXPERIMENTAL SETUP

The true method of knowledge is experiment.

William Blake

This chapter has the objective to introduce the main tools and techniques that are em-
ployed for carrying out the measurement campaigns presented in the thesis. The experi-
ments take place in two vertical open-jet wind tunnels that are briefly illustrated. The tur-
bulent flow interacting with the wing profile is produced by placing an upstream cylindri-
cal rod, in the so-called rod-airfoil configuration. The integration of porosity into the air-
foil structure is performed by fitting melamine foam in a permeable hard-plastic exoskele-
ton with the shape of a NACA-0024 profile. The porous parameters and sound-absorbing
behavior of the melamine foam are characterized by means of impedance tube measure-
ments. Finally, a description of the different experimental setups is provided. These in-
clude hot-wire anemometry for the qualification of the nozzle-flow and the investigation
of the flow field around the airfoils, microphone-array acquisitions for the study of the
far-field noise emissions, and PIV for the flow-field visualization.

Parts of this chapter are included in [1–5].
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3.1. EXPERIMENTAL FACILITIES
The experimental work described in this manuscript is carried out in two different facili-
ties, namely the JAFAR anechoic chamber of the von Karman Institute for Fluid Dynam-
ics (VKI) and the A-tunnel facility of Delft University of Technology (TUD).

3.1.1. VKI JAFAR FACILITY
The JAFAR testing facility has been originally developed by Schram [6] and subsequently
adapted by de Santana [7] and Guariglia et al. [8], and consists of a vertical open-jet
wind tunnel situated in a 4m× 3m× 4m semi-anechoic room equipped with acoustic
absorbing melamine foam. The chamber has a cutoff frequency of 200Hz, i.e. free–field
conditions apply for higher frequencies [9]. A sketch of the facility is illustrated in Fig-
ure 3.1. The circuit is initially fed by pressure at 35bar. An electrical ball valve with a
safety return battery is employed to turn on and off the system. The pressure is subse-
quently decreased by a pilot-controlled pressure regulator and flow enters a buffer tank
set at 10bar. The volume of the tank is 500l, leading to a residence time of the flow of
approximately 3.5s.

Figure 3.1: Sketch of JAFAR facility of VKI. Adapted from [8].

A pressure line is directed from the buffer tank to the silencer and is equipped with
pressure regulators that allow for a variation of the mass-flow rate. The silencer has the
function to provide an anechoic termination for the outlet nozzle by mitigating the noise
generated by the air supply system and preventing spurious acoustic excitations of the
flow [8]. A 0.3m-diameter duct that guides the flow into the anechoic chamber is placed
downstream of this component. A circular-to-rectangular contraction designed by De
Santanta [7] adapts the circular geometry of the upstream duct to the desired rectangular
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geometry of the exhaust nozzle. The contraction ratio is 2.35 to 1 and the outlet nozzle
exit has a span of s = 0.200m and a width of l = 0.150m. The qualification of the nozzle
flow will be described in Chapter 3.5.1. Finally, the flow from the jet is extracted by an
exhausting fan placed at the top of the chamber.

3.1.2. TUD A-TUNNEL FACILITY

The A-tunnel facility is a vertical open–jet wind tunnel that is situated in an anechoic
chamber equipped with Flamex Basic acoustic absorbing foam and is characterized by
a cutoff frequency of 250Hz. A sketch showing the side view of the facility is illustrated
in Figure 3.2, while a detailed description of its design and main features is provided by
Merino-Martínez et al. [10].

Figure 3.2: Sketch of the A-Tunnel facility of TUD and the outlet nozzle and exit plane employed for the mea-
surements. The side view of the facility (adapted from [10]) includes the settling chamber (1), contraction (2),
open-jet test section (3), and fans and collector room (4). The distances are expressed in mm.

The outlet nozzle of the wind tunnel is flush-mounted at the exit of the contraction.
It has a height of 1m and features a rectangular exit plane with a contraction ratio of 42
to 1, a span of s = 0.250m, and a width of l = 0.400m. A sketch of the nozzle is depicted in
Figure 3.2. The maximum velocity that can be reached with this configuration is 72ms−1

[10]. The qualification of the nozzle flow will be described in Chapter 3.5.2.

3.2. ROD-AIRFOIL CONFIGURATION
The experimental setup considered in the turbulence-interaction noise investigation in-
volves a thick NACA-0024 airfoil immersed in the turbulent wake of an upstream cylin-
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(a) Rod-airfoil configuration installed in the JAFAR facility of VKI.

(b) Rod-airfoil configuration installed in the A-Tunnel facility of TUD.

Figure 3.3: Sketch of the experimental setups employed for airfoil-turbulence interaction noise measurements.
The red arrows denote the coordinate axes of the reference system.

drical rod. In this arrangement, first proposed by Jacob et al. [11] as an aeroacoustic
benchmark problem and addressed experimentally in several studies [7, 12–14], the air-
foil undergoes a broadband perturbation dominated by a shedding frequency, similar
to turbomachineries (e.g. the interaction between turbofan wake and OGVs discussed in
Chapter 1.1), helicopter rotors, landing-gear applications, ventilating systems, and high-
lift devices [15].

Figure 3.3a shows a sketch of the rod-airfoil configuration installed in the VKI JAFAR
facility. Two side plates guide the flow from the outlet nozzle and support the d = 0.020m
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diameter rod and NACA-0024 profile, separated from each other by a distance of 0.174m
(x/d = 8.20). The airfoil chord is c = 0.157m (c/d = 7.85) and the maximum thickness is
approximately t = 0.038m (t/d = 1.90). This value is designed in order to have the same
radius for airfoil leading edge and rod.

Given the relatively low aspect ratio s/c = 1.27 of the airfoil, some precautions are
taken to minimize the risk of contamination of the acoustic field by corner effects. In-
deed, the junctions between airfoil and side plates are filled with a rounded fillet of clay
with a radius approximately equal to 0.003m that has the primary function to avoid gap
noise [16]. Moreover, the thickness of the incoming boundary layer over the side plates
is less than 0.002m and is characterized by a turbulence intensity well below that of the
incoming turbulence in the main stream.

The same rod-airfoil configuration installed in the JAFAR facility is adapted to be
placed on the A-Tunnel outlet nozzle. A sketch of the setup is depicted in Figure 3.3b.
Both NACA-0024 airfoil and cylindrical rod are held in place by Plexiglass side plates
rigidly connected to the nozzle. The distances between rod and airfoil (0.174m) and
between outlet-nozzle exit and rod (0.040m) are kept unchanged for comparison pur-
poses. Nevertheless, an additional component is required to adapt the 0.200m of the
airfoil span to the 0.250m of the exit plane width. A 3D-printed hard-plastic extension
having the same shape as the NACA-0024 profile and a span of 0.050m is manufactured
to achieve this goal. Also in this case, clay is employed at the junctions between wing
profile and side plate and between wing profile and hard-plastic extension in order to
minimize gap noise.

The following reference system, indicated by the red arrows in Figure 3.3, is adopted
for the presentation of the results: the x-axis is aligned with the flow direction, the z-
axis is aligned with the spanwise direction of the airfoil, and the y-axis is oriented in the
normal direction in order to form a right-handed coordinate system. The origin is set at
the midspan leading edge of the airfoil mock-up.

3.3. DESIGN OF THE AIRFOILS
The same manufacturing technique is used to design the solid and porous versions of the
airfoil. For both of them, a hard-plastic exoskeleton with a thickness of 0.002m preserves
the structural integrity of the model. This is made of two components, one per each side
of the airfoil surface, that are glued together at the leading edge and trailing edge. The
porous airfoil exoskeleton features hexagonal openings throughout its surface, with a
side-to-side length of 0.004m and an equivalent open area ratio of 80% to allow for the
penetration of the air flow into the inner region. Figure 3.4 illustrates a schematic of this
component. The volume of the airfoil is filled with melamine foam. A hard-plastic im-
penetrable center-plane avoids the cross-flow between the two sides of the wing profile.
However, its extent does not cover the first 6.4% of the chord (one leading-edge radius)
in order to enable the air-flow to penetrate at the stagnation point. Moreover, both air-
foils are coated with the same metallic woven wire mesh, which protects the materials
and guarantees an adequate quality surface roughness. This is characterized by an aper-
ture of 0.198mm, a wire diameter of 0.056mm, and an open area ratio of 60.8%. Figure
3.5 provides a sketch of the different parts of the porous airfoil.

Furthermore, a third airfoil just made of melamine foam is designed with the aim of
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investigating the acoustic influence of exoskeleton and wire mesh. The melamine foam
is cut in the shape of a NACA-0024 and glued on the solid center-plane, without any
other hard-plastic component. Although this design does not represent a technological
solution for the implementation of a porous material in the structure of the airfoil, it con-
stitutes a basis of comparison for the study of the physical mechanisms involved in the
flow field alterations due to the porous treatment. A picture of the three manufactured
prototypes is shown in Figure 3.6.

Figure 3.4: Structure of the permeable exoskeleton exhibiting the hexagonal openings and static-pressure
ports.

Figure 3.5: Representation of the porous NACA-0024 profile featuring solid center-plane, hard-plastic exoskele-
ton, metallic wire mesh, and static-pressure ports.

Finally, the solid and porous airfoils are equipped with 35 static pressure sensors dis-
tributed along both sides of the airfoils, at corresponding streamwise locations (Figure
3.5). The transducers are placed at the corners of the hexagonal openings in the midspan
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Figure 3.6: Pictures of the solid (on the left), melamine (in the middle), and porous airfoils (on the right) man-
ufactured at VKI.

of the exoskeleton, thereby minimizing the alterations in the local open area ratio, as
shown in Figure 3.4. The x-coordinates of the sensors range from 1% to almost 80% of
the chord. Furthermore, an additional measurement position is designed at the airfoil
leading edge in order to acquire the stagnation pressure. The ports are then connected
to an in-house signal conditioning and acquisition device for the evaluation of the mean
wall-pressure distributions and data are acquired at a sampling frequency of 500Hz for
15s.

3.4. CHARACTERIZATION OF THE POROUS MEDIUM
In the present section, the main parameters defining a porous medium are listed and
presented. Moreover, the experimental setups considered for the characterization of
the porous material properties and the analysis of its sound-absorbing behavior are de-
scribed. The measurements are conducted in collaboration with Centre de Transfert de
Technologie du Mans (CTTM) and Laboratoire d’Acoustique de l’Université du Maine
(LAUM). The results of the experiments have been used to calibrate and validate the
direct hybrid LES/CAA method implemented by Satcunanathan et al. [17] in the frame-
work of a collaboration between VKI and RWTH Aachen University.

3.4.1. JOHNSON-CHAMPOUX-ALLARD-LAFARGE MODEL
The Johnson-Champoux-Allard-Lafarge (JCAL) model describes visco-inertial and ther-
mal dissipative effects inside a porous medium with a rigid frame. According to the
model, the six parameters that are necessary to fully characterize the material are

• the static air-flow resistivity, σ, which is described by the relationship known as
Darcy’s law [18] and corresponds to the ratio of a pressure difference ∆p across a
sample of porous material in the presence of a static fluid flow through it to the
product of the flow velocity and sample thickness;

• the porosity, φ, defined as the ratio of the accessible pore volume (since those
pores that are closed and not accessible are not expected to have an influence on
the acoustic and aerodynamic characteristics) to the total volume;

• the tortuosity, α∞, which takes into account the sinuous fluid paths through the
porous material;
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• the viscous characteristic length, Λ, introduced by Johnson et al. [19], which con-
siders the medium- and high-frequency viscous and inertial effects;

• the thermal characteristic length,Λ′, defined by Champoux and Allard [20], which
expresses the thermal exchanges between porous material frame and pore satu-
rating fluid at medium- and high-frequencies;

• the thermal permeability, k ′
0, introduced by Lafarge et al. [21], which models the

thermal exchanges between porous material frame and saturating fluid at low fre-
quencies.

Besides these, another property used to define a porous medium is the static viscous
permeability, k, which is directly linked to σ by the relationship k = µ/σ, µ being the
dynamic viscosity of air.

An expression to describe the complex density ρe of a porous material with a rigid
frame having arbitrary pore shapes can be derived through the knowledge of the six pa-
rameters of the JCAL model as [19]

ρe (ω) = ρ0α∞
φ

[
1+ σφ

iωρ0α∞

√
1+ i

4α2∞µρ0ω

σ2Λ2φ2

]
, (3.1)

where ρ0 and µ are the density and dynamic viscosity of the incompressible Newtonian
fluid the material is saturated with, respectively. Similarly, a formulation for the dynamic
bulk modulus for the same kind of porous material is [21]

Ke (ω) = γp0

φ

γ− (
γ−1

)[
1− i

φκ

k ′
0cPρ0ω

√
1+ 4k ′

0cPρ0ω

κΛ′2φ2

]−1


−1

, (3.2)

where p0, γ, κ, and cP are the mean pressure, heat-capacity ratio, thermal conductivity,
and specific heat of the fluid, respectively. Consequently, it is possible to determine the
phase velocity ce and characteristic impedance Zc e from ρe and Ke :

ce =
√

Ke (ω)

ρe (ω)
Zc e =

√
Ke (ω)ρe (ω). (3.3)

ce and Zc e will be employed in Chapter 3.4.3 to derive the absorption coefficient of the
melamine foam predicted by the JCAL model.

3.4.2. STATIC AIR-FLOW RESISTIVITY TEST
The first experimental campaign for the characterization of the porous media included
in the porous airfoil involves the determination of the static air-flow resistivity using
the measurement unit of the standard ISO 9053-1:2018, which is depicted in Figure 3.7.
The measurements have been performed in collaboration with J. Golliard from CTTM.
σ is retrieved by measuring the pressure gradient ∆p on both sides of a sample through
which a stabilized flow with a volumetric rate Qv passes:

σ= ∆pSS

Qv L
, (3.4)
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Figure 3.7: Schematic showing the static airflow resistivity measurement unit following the standard ISO 9053-
1:2018.

where SS is the cross-section area of the sample and L is its length. Three cylindrical
samples of melamine foam with a diameter of 44.5mm and a thickness of 15.5mm are
considered due to the anisotropic and inhomogeneous nature of the material. Further-
more, one additional sample composed of the hard-plastic exoskeleton (2.0mm thick)
coated with the metallic woven wire mesh (0.2mm thick) and characterized by the same
diameter is prepared to analyze the combination of the two layers.

The values of the static air-flow resistivity measured for the different samples are

• Melamine sample 1: σ= 9215Pasm−2 ±700Pasm−2;

• Melamine sample 2: σ= 8600Pasm−2 ±700Pasm−2;

• Melamine sample 3: σ= 8233Pasm−2 ±700Pasm−2;

• exoskeleton + wire mesh sample: σ≈ 0Pasm−2.

The retrieved parameters for the porous media are in agreement with the typical values
associated with the melamine foam (σ = 8000Pasm−2 - σ = 12000Pasm−2). Regarding
the fourth sample, the pressure acquired by the measurement unit is below the sensi-
tivity of the transducers. For this reason, the static air-flow resistivity of these materials
can be approximated to zero. This assumption is verified by further measurements con-
ducted at LAUM on the same samples showing an estimation for the normalized pres-
sure difference of ∆p/ρ0c0U = 0.012, U being the flow velocity.

3.4.3. SOUND ABSORPTION ANALYSIS
The analysis of the sound-absorbing behavior of the porous material is performed by
means of an impedance tube. The measurements have been carried out in collaboration
with J. Golliard from CTTM. The corresponding setup is depicted in Figure 3.8 (configu-
ration A). A loudspeaker is placed at one side of the tube, whereas the sample of the test
material is at the opposite one. A standing wave pattern is generated from a broadband,
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Figure 3.8: Configurations of the impedance tube for the determination of the sound-absorbing behavior (A)
and characterization of the porous parameters (B) of the melamine foam. The distances are expressed in mm.

stationary noise signal being the result of a forward traveling sound wave and a back-
ward, or reflected, sound wave. The frequency of the sound signal is kept lower than the
cutoff frequency of the tube to assure the generation of plane propagating waves. Two
fixed phase-calibrated microphones are located at two different positions along the tube
wall (see Figure 3.8).

The above-mentioned method, labeled as 2p method [22, 23], is based on the esti-
mation of the transfer function between the microphones. The determination of this
quantity allows for the mathematical separation of the incident and reflected waves,
leading to the anechoic-reflection coefficient of the sample for the same frequency band
as that characterizing the broadband signal. Indeed, since the mathematical problem
of a sound wave propagating in a duct can be considered one-dimensional for frequen-
cies up to the cutoff frequency, the total sound pressure at any point in the tube can be
expressed by

p(x) = Ae−i kx +Be i kx , (3.5)

A and B denoting pressure coefficients. The transfer function between the two micro-
phones in the tube, indicated by the subscripts 1 and 2, is

H12 = p(x2)

p(x1)
= Ae−i kx2 +Be i kx2

Ae−i kx1 +Be i kx1
= e−i kx2 +Re i kx2

e−i kx1 +Re i kx1
, (3.6)

where R = B/A is the pressure reflection coefficient of the material. Solving for R yields

R = e−i kx2 −H12e−i kx1

H12e i kx1 −e i kx2
. (3.7)

It is now possible to derive the expressions for the normalized impedance Ẑ and for the
sound-absorption coefficient α, which indicates the amount of sound absorbed by the
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porous material, as

Ẑ = 1+R

1−R
; α= 1−R2. (3.8)

For the experimental campaign, the three melamine samples employed in the static
air-flow resistivity test are considered. In addition, a fourth sample made of melamine
foam and the combination of hard-plastic exoskeleton and metallic woven wire mesh is
studied. A white noise signal is emitted by the loudspeaker with a frequency range of
50Hz-5kHz, while the range considered for the acquisition is 80Hz-4.3kHz. The sam-
pling frequency is set to 51.2kHz.

1 2 3 4 5
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Figure 3.9: Sound absorption coefficient for the three samples of melamine foam and a sample including
melamine foam, hard-plastic exoskeleton, and woven wire mesh compared to the JCAL model fitted to the
experimental data.

The results of the sound-absorption coefficient for the four samples are depicted in
Figure 3.9. These are compared with the analytical prediction of the JCAL model that is
computed from Zc e through

α= 1−
(

Zs −Z0

Zs +Z0

)2

, (3.9)

where Z0 = ρ0c0 and Zs is the complex characteristic acoustic impedance defined as
Zs =−i Zc e cot(kL) according to the fluid equivalent model [24]. Equation (3.9) is derived
from Equation (3.8) considering Ẑ = Zs /Z0. The procedure to determine the porous
parameters involved in the calculation of ρe and Ke (Equations 3.1 and 3.2) from the
experiments will be discussed in the following section. The JCAL prediction exhibits a
satisfactory agreement with the measurements of the three samples of melamine foam,
especially at lower frequencies. The negative bumps that can be observed in the ex-
periments in the range 2.5kHz-3kHz are not present in the model and are attributable
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to resonance phenomena occurring in the impedance tube due to its finite length. In-
deed, the absorption is a consequence of the acoustic attenuation by the porous layer,
the reflection and transmission at the first fluid-porous layer, and the interaction with
the solid back plate, the latter of which is not accounted for in the prediction. Moreover,
the effect of the additional layers results in a shift of the bump to lower frequencies and
in enhanced values of α, which deviate further from the JCAL model due to the increase
in the sample thickness.

DETERMINATION OF MELAMINE FOAM PARAMETERS

The impedance tube in Figure 3.8 is set up for a second measurement with four phase-
calibrated microphones (configuration B) in order to determine the porous model pa-
rameters through the inverse method developed by Niskanen et al. [25]. The character-
ization is carried out in collaboration with J.-P. Groby and Y. Aurégan from LAUM. The
technique consists of fitting the JCAL model describing the porous medium to the mea-
surement of the scattering matrix, which contains the anechoic reflection, R, and ane-
choic transmission, T ′ = Te i kL , of the material. The statistical inversion is performed in
the Bayesian framework and provides additional information on the uncertainty of the
parameters. With reference to Figure 3.8, T ′ and R can be expressed by [26]

T ′ = p−
o p+

i −p+
o p−

i

(p+
i )2 − (p−

i )2 ; R = p+
o p+

i −p−
o p−

i

(p+
i )2 − (p−

i )2 . (3.10)

The measurements are conducted for one of the three samples of melamine foam
and for the same sample but inverted in order to further investigate the inhomogeneity
and anisotropy of the porous material. The considered excitation signal is a logarithmic
swept sine over the frequency range of 100Hz-4.3kHz in order not to overcome the cutoff
frequency of the tube (∼ 5kHz).

The porous parameters obtained from the characterization and uncertainty com-
puted from the statistical inversion are listed in Table 3.1. The deviations experienced by

Sample Inverted sample

φ [-] 9.85×10−1 ±8.05×10−3 9.89×10−1 ±6.44×10−3

α∞ [-] 1.01±1.05×10−2 1.02±1.72×10−2

Λ [m] 1.28×10−4 ±6.10×10−6 1.36×10−4 ±1.10×10−5

Λ′ [m] 1.82×10−4 ±2.45×10−5 2.11×10−4 ±2.05×10−5

k0 [m2] 1.41×10−9 ±9.54×10−12 1.41×10−9 ±1.03×10−11

k ′
0 [m2] 2.31×10−9 ±1.60×10−10 2.48×10−9 ±1.36×10−10

Table 3.1: JCAL model parameters characterizing a sample of the melamine foam fitted into the porous airfoil.
The uncertainties are estimated from the statistical inversion.

the parameters for the different sample configurations fall within the uncertainty range.
A significant mismatch between the value of k0 computed by the inverse method and the
corresponding static viscous permeability obtained from the measured static air-flow
resistivity (≈ 2.08×10−9 m2) can be however observed. The origin of this discrepancy
requires further investigations to be clarified, although the relatively satisfactory match
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seen for the absorption coefficient in Figure 3.9 suggests that the value of k0 listed in
Table 3.1 is closer to the real value of the melamine foam. Finally, additional measure-
ments for the study of the effects of flow on the anechoic transmission and reflection of
the sound waves in the porous media are presented in Appendix B.

3.5. NOZZLE-FLOW QUALIFICATION
The qualification of the nozzle flow is outlined separately for the VKI JAFAR facility and
the TUD A-Tunnel facility.

3.5.1. JAFAR FACILITY
The experiments in the JAFAR facility are carried out at a free-stream flow velocity of
U∞ = 30ms−1 that corresponds to a Reynolds number based on the rod diameter of
Red = 4.1×104. This velocity is measured at the airfoil leading-edge height (x = 0) in the
absence of the rod using a Prandtl probe. Additional information about the methodology
followed for the quantification of the reference velocity is provided in Appendix A.1. The
wing profile is set at a 0° angle of attack, which is verified by the mean wall-pressure
distribution.

Figure 3.10: Carriage system installed in the JAFAR facility for the automatic movement of the hot-wire L-
shaped probe within the y z plane for the qualification of the facility.

Profiles of the mean velocity, Ū , and root-mean-square (r.m.s.) of the velocity fluc-
tuations, U ′, are obtained at the nozzle exit with a single hot-wire L-shaped probe. This
is connected to an in-house anemometer and installed in a carriage system, depicted in
Figure 3.10, which enables automatically moving the sensor within the y z plane. The
system is moved by two EPOS-controlled brushless DC electric motors and is character-
ized by an accuracy of 0.1mm. The static calibration of the hot-wire is performed in-situ
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on a daily basis, using a Prandtl tube to measure the reference velocity. The maximum
frequency response of the anemometer, estimated through a dynamic calibration of the
Wheatstone-bridge components, is found to be fmax ≈ 12.5kHz. All the measurements
are corrected in order to take into account the temperature variations during the tests
by following the method proposed by Bruun [27], as will covered in greater detail in Ap-
pendix A.2.

The data are acquired through a National Instruments (NI) cDAQ 9234 card having a
dynamic range of±5V and a resolution of 24 bits. An analogical anti-alias filter is embed-
ded in the card and provides an automatic value of the cutoff frequency depending on
the selected sampling frequency. In this case, the sampling frequency is set to 51.2kHz,
which leads to an anti-aliasing filter set to 25.6kHz, and the acquisition time to 5s in
order to keep the maximum relative statistical uncertainty below 0.4% for the mean ve-
locity in the potential core of the jet (see Appendix A.3).
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(a) Mean velocity profile.
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(b) Turbulence intensity profile.

Figure 3.11: Velocity profiles at x/d =−10.65, corresponding to x =−0.213m, at the airfoil midspan.

Figure 3.11 presents the dimensionless mean velocity, Ū /U∞, and turbulence inten-
sity, U ′/U∞, along the y-axis at z = 0. The probe is placed 0.001m downstream of the
nozzle exit in the streamwise direction, corresponding to x/d = −10.65. The cylindri-
cal rod is removed to allow for the movement of the sensor. The mean velocity remains
within 4% of U∞ across the potential core of the jet, whereas an increase of up to 9%
in U∞ can be observed in proximity to the outlet-nozzle edges. The sharp transition in
the velocity between potential core and no-flow region indicates a limited width for the
shear layer, as would be expected at such a short distance from the outlet-nozzle exit.
In Figure 3.11b, the turbulence intensity is found to be about 0.4% in the potential core
of the jet. Finally, the peaks in turbulence intensity are located in the two shear layer
regions and amount to almost 10%, with an uncertainty below 1.4% (see Appendix A.3).
A more extensive analysis of the nozzle flow is reported in Appendix A.4. Finally, the
present results are used as boundary conditions for the numerical prediction of the flow
field by means of LES for the same experimental setup performed by Satcunanathan et
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al. [17]. The LES results will be evaluated in Chapter 5.4 to supplement the experimen-
tal measurements and provide complementary information about the description of the
different turbulent-velocity components.

3.5.2. A-TUNNEL FACILITY

The experiments in the A-tunnel facility are carried out at free-stream flow velocities
of U∞ = 20ms−1, U∞ = 30ms−1, and U∞ = 40ms−1, which correspond to a Reynolds
number based on the rod diameter of Red = 2.7×104, Red = 4.1×104, and Red = 5.4×104,
respectively. The flow velocity is measured through a Pitot-static tube connected to a
Mensor DPG 2400 pressure gauge and characterized by an accuracy of 0.03% of the read
value.

The full qualification of the outlet nozzle has been already performed by Merino-
Martínez et al. [10]. In that case, the mean velocity in the streamwise was found to be
uniform within 0.6% independently of the free-stream velocity, while the turbulence in-
tensity of the clean flow was below 0.1% for free-stream velocities higher than 20ms−1.

3.6. FLOW FIELD CHARACTERIZATION
The investigation of the boundary layer around the solid and porous airfoil configura-
tions and the stagnation region surrounding their leading edge is conducted in the JA-
FAR facility using the same hot-wire anemometer and acquisition system employed for
the nozzle-flow qualification (see Chapter 3.5.1). In this case, the carriage system is ro-
tated in order to enable moving the probe along the x-direction. The wire is mounted on
a straight probe oriented perpendicularly to the flow direction. The sampling frequency
is kept at 51.2kHz, while the acquisition time is extended to 10s in order to ensure statis-
tical convergence in the computation of the velocity power spectral density (PSD) of the
incident velocity fluctuations. This quantity is processed by means of the Welch method
[28], with blocks of 213 samples windowed using a Hanning weighting function that is
characterized by 50% data overlap, thus providing a frequency resolution of 6.25Hz.
The same parameters are employed to compute the PSD from the LES data described
in Chapter 5.4. Furthermore, the temperature variations are corrected by following the
model proposed by Bruun [27] (see Appendix A.2).

Figure 3.12 shows the coordinates of the measurement positions considered for the
characterization of the boundary layer. Nine chordwise coordinates are chosen along
the wing profile. The traverses are designed at z = 0.1 s in order to avoid the influence
of the static-pressure port on the measurement points close to the airfoil surface. As the
wing profile is symmetric and installed with an angle of attack of 0°, only one surface is
investigated. The x-axis locations along the airfoil correspond to the 2%, 5%, 10%, 20%,
30%, 40%, 50%, 62.5%, and 75% of the chord. 30 measurement positions are considered
in the y-direction for each traverse, resulting in 270 points in total. The distance between
the points is variable and the step is 0.5mm, 1mm, and 4mm for respectively the first
7.5mm, the following 10mm, and the last part as shown in Figure 3.12.

Furthermore, an additional traverse made of 35 measurement points is designed at
x/c = 1.05 in order to characterize the wake of the airfoils. Indeed, the integration of
the mean velocity profile Ū at this location provides an estimation of the zero-lift drag
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Figure 3.12: Traverses designed for the characterization of the airfoil boundary layer by means of hot-wire
anemometry consisting of 55 points at z = 0.1 s. The distance between the points is 4.0mm, 1.0mm, and
0.5mm for respectively the first 50mm (5rLE ), the following 10mm (1rLE ), and the final 10mm (1rLE ) of the
traverse, while the minimum distance of the probe from the surface ranges from 0.5mm to 0.8mm.
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Figure 3.13: Traverse designed for the characterization of the stagnation streamline by means of hot-wire
anemometry in the JAFAR facility consisting of 55 points at z = 0.1 s. The distance between the points is 2.0mm,
1.0mm, and 0.5mm for respectively the first 50mm (5rLE ), the following 10mm (1rLE ), and the final 10mm
(1rLE ) of the traverse, while the minimum distance of the probe from the surface is 0.5mm.

coefficient Cd and, therefore, the loss in the aerodynamic performance experienced by
the porous airfoil with respect to the solid one. For sufficiently high Reynolds numbers,
the shear stresses acting on the airfoil surface can be considered negligible, yielding

Cd =
∫ ∞
−∞ρŪ (y)

[
Ū∞−Ū (y)

]
d y

t 1
2ρŪ 2∞

, (3.11)

where Ū (y) is assumed to be independent from the spanwise direction. For practical cal-
culations, the integration is performed from y = 0 to y = 0.3c and the result is multiplied
by a factor 2 assuming symmetry in the velocity profile.
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Likewise, Figure 3.13 illustrates the measurement positions of the single traverse ac-
quired along the stagnation streamline. The x-coordinate is normalized by the leading-
edge radius, rLE . Also in this case, the traverse is considered at z = 0.1 s. 55 locations
are designed, with the probe moving in the streamwise direction from the upstream flow
region towards the airfoil leading edge. The distance between consecutive measurement
points varies from 2.0mm, to 1.0mm, and finally to 0.5mm as shown in Figure 3.13. For
both experimental campaigns, the minimum distance of the probe from the surface less
than 0.5mm is evaluated using a dummy sensor having the same geometry as the hot-
wire probe. In this way, it is possible to optically determine the exact position at which
the prongs of the sensor touch the surface of the airfoil at the leading edge without harm-
ing the actual probe.

3.7. ACOUSTIC FAR-FIELD MEASUREMENTS SETUP
The far-field acoustic measurements are carried out in the A-tunnel facility with the
solid, porous, and melamine airfoil configurations. A microphone array consisting of 64
G.R.A.S. 40 PH analog free-field microphones with integrated constant-current power
amplifiers is employed for the experiments. Each microphone features a diameter of
0.007mm and a length of 0.059mm, and is characterized by a flat frequency response
within ±1dB from 50Hz to 5kHz and within ±2dB from 5kHz to 20kHz. The transduc-
ers are connected to a data acquisition system consisting of 4 NI PXIe-4499 Sound and
Vibration Modules having a 24 bits resolution and a 204.8kHz maximum sampling rate.
The boards are controlled by a NI RMC-8354 computer via a NI PXIe-8370 board. All
the microphones are calibrated in amplitude using a G.R.A.S. 42AA pistonphone, which
emits a sinusoidal wave of 114dB at 250Hz. The relative phase responses of the micro-
phones are also calculated using a clapping device that generates an impulse broadband
sound. This approach allows for the estimation of the phase difference between the ex-
pected received signal and the actual recorded signal by each microphone, using the
center microphone as the reference. The calibration can be performed for all the fre-
quencies of interest. Additional information about the present setup can be found in
[29].

The structure of the phased microphone array features a 1m× 2m steel perforated
plate with square holes arranged in a regular grid pattern to fit the microphones. The
plate is characterized by a total of 8450 perforations with dimensions of 0.01m×0.01m
that provide as many potential positions for the microphone. The thickness of the plate
is 0.004m, leading to an approximate open area ratio of 51%. The present design offers a
compromise solution between minimization of the acoustic reflections and robustness
of the array structure [10]. The array is installed in a rectangular steel frame structure
that can be easily moved inside the anechoic room and whose borders are equipped with
acoustic absorbing foam. Each G.R.A.S. microphone is located within a holder made of
a hollow threaded metal rod having an outer diameter of 0.010m and an inner diameter
of 0.008m. This can be tightly mounted to the array through a couple of M10 nuts, as
can be observed in Figure 3.14a.

The microphone distribution for airfoil-turbulence interaction noise measurements
extends for 1m in the z-direction and 2m in the x-direction, and features 64 micro-
phones arranged on a 7-arm spiral array [30] with 9 microphones on each arm and an
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(a) Detail of the G.R.A.S. microphone holding system and steel perforated
plate. Taken from [10].
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(b) Distribution of microphones in the array as
seen from behind.

Figure 3.14: Experimental setup for turbulence-interaction noise measurements. The 64-microphone array is
placed at 1m from the rod-airfoil configuration.

additional transducer placed at the center of the array. A schematic of the relative po-
sitions of the microphones with respect to the rod-airfoil configuration is depicted in
Figure 3.14b. Considering the coordinate reference system introduced in Figure 3.3, the
center microphone is located at (x, y , z) = (0.137m, 1.000m, −0.012m). In this configu-
ration, the microphones are placed outside of the shear layer of the jet.

For each measurement, a sampling frequency of 50kHz and 60s of recording time
are considered. The acoustic data are averaged in time blocks of 213 samples, giving
a frequency resolution of 6.10Hz, and windowed using a Hanning weighting function
with 50% data overlap, following Welch’s method [28].

3.8. PARTICLE IMAGE VELOCIMETRY SETUP

Stereoscopic time-resolved PIV experiments are conducted in the A-Tunnel facility for
solid, porous, and melamine airfoil configurations. The measurements are taken on a
plane at the midspan of the wing profiles, centered in the stagnation region. A sketch of
the experimental setup is depicted in Figure 3.15. Two Photron Fastcam SA 1-1 having a
sensor of 1024px×1024px and a pixel pitch of 20µm are employed with a separation time
between the camera exposures of 185µs. The cameras are equipped with Nikon NIKKOR
105mm focal distance macro-objectives set at f# = 5.6. Seeding is produced by a SAFEX
Twin-Fog Double Power fog generator with a glycol-based solution. The generated mean
drop diameter is 1µm. The laser sheet is obtained through laser pulses with a wavelength
of 527nm and energy of 30µJ per pulse that are generated by a Quantronix Darwin Duo
527-80-M double cavity Nd:YLF system using a spherical and a cylindrical optical lens,
resulting in an approximate thickness of 1mm.
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Parameter Quantity

Image rate 2.7kHz
Pulse separation time 185µs

Acquisition sensor 1024px×1024px
Field of view 58mm×58mm

Distance obj-FOV 0.6m
Pixel pitch 20µm

Magnification factor 0.34
Particle image size at f# = 5.6 0.5px

Digital resolution 17.7pxmm−1

Interrogation window 32px×32px
Overlap factor 75%

Spatial resolution 1.81mm×1.81mm
Vector spacing 0.45mm×0.45mm

Pixel displ. at U∞ = 30ms−1 10px

Table 3.2: Stereoscopic time-resolved PIV parameters. Figure 3.15: PIV measurement setup.

Data are acquired at a sampling frequency of 2.7kHz for 1s, corresponding to ap-
proximately 300 cycles of vortex shedding from the upstream rod at Red = 4.1×104. A
LaVision high-speed controller ensures the synchronization between image acquisitions
and laser pulses. The field of view (FOV) has a dimension of 58mm×58mm and a digital
resolution of 17.7pxmm−1, as shown by the raw image depicted in Figure 3.16. The cal-
ibration is done by acquiring static images of a plate situated in the FOV and equipped
with a millimeter paper from both cameras. A mask is applied to neglect the region in
the vicinity of the airfoil surface due to the high number of invalid points detected by
the commercial software Davis 8.4 by LaVision and generated by laser light reflections,
especially in the melamine configuration case. The mask also includes the shadow shed
by the airfoil leading edge. Elsewhere, invalid points are either interpolated in time or
reconstructed from adjacent points with the smoothn function by Garcia [31], which is
based on a penalized least squares method. The processing of the raw images is per-
formed with Davis 8.4 employing a multi-pass cross-correlation approach [32] with a
final interrogation window of 32px×32px and 75% overlapping.

Furthermore, the time super-sampling algorithm by Scarano et al. [33] is used with
a factor 3, leading to a final sampling frequency of 8.1kHz. The super-sampling model
is based on Taylor’s frozen-turbulence approximation between two consecutive vector
fields in time. The assumption is valid within timescales that are smaller than the flow-
dissipation ones. This technique is suitable for investigating datasets where the domi-
nant motion is aligned with the measurement plane. The resulting time step of the PIV
measurements ∆Ts is equal to ∆Ts =∆T /Ss , where ∆T is the original time separation be-
tween two images in a couple and Ss is the super-sampling factor. The typical scales
of fluctuations reconstructed in the flow can be observed in Figure 3.16, which depicts
the time evolution of the streamwise velocity component at a location upstream of the
airfoil for Red = 4.1×104.
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Figure 3.16: Raw PIV image sample (on the left) and time evolution of the streamwise velocity component
extracted at (x/RLE , y/RLE ) = (−4, 0) (on the right) related to the solid airfoil configuration at Red = 4.1×104.

The maximum frequency that can be inspected is however limited by the low-pass
filtering effect of PIV, due to the averaging over the interrogation windows [34]. This fre-
quency can be estimated by comparing the convection velocity with the resolution of
the employed interrogation window and it puts a limitation on the size of turbulent ed-
dies and frequencies that can be analyzed, which may be below the Nyquist one. In the
present case, the maximum frequency to avoid spurious results is found to be approxi-
mately 0.9kHz. This value represents the upper limit at which the PSD of the turbulent
velocity obtained by the PIV measurements will be presented in Chapter 5.4. The PSD
is computed using the Welch method [28], with blocks of 29 samples windowed using a
Hanning weighting function that is characterized by 50% data overlap, thus providing a
frequency resolution of 15.8Hz. The main PIV parameters are listed in Table 3.2.

PIV MEASUREMENT UNCERTAINTY

The uncertainty on PIV measurements is made of random and systematic errors. The
main sources of systematic errors are typically peak-locking, particle slip, calibration
errors, and finite spatial resolution.

• Peak-locking is due to the tendency of calculating velocity towards integer dis-
placements caused by situations in which the particle image size is smaller than
the camera pixel. According to Raffel et al. [35], a possible way to minimize this
source of error is to keep the particle image larger than 2px. In the present exper-
iments, the particle size at the indicated magnification factor is found to be about
0.5px. In order to avoid peak-locking issues, de-focusing of the particles has been
carried out to reach a 1.5−2px particle diameter in the camera sensor [36].

• Particle slip [37] is a physical effect linked to the inertia of the seeding particles
that may experience a lag with the flow. It can be estimated as the response time
τslip related to the tracer particle multiplied by the particle acceleration. Given the
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τslip ≈ 0.5µs of the employed seeding, this phenomenon is expected to provide a
negligible contribution to the overall uncertainty. For instance, the maximum es-
timated acceleration of the flow field at Red = 4.1×104 amounts to approximately
5600ms−2, corresponding to an uncertainty of 0.01% of the free-stream velocity.

• Calibration errors arise from the third-order polynomial mapping function that is
generated to relate the pixel dimension to a geometrical coordinate. In the present
case, LaVision’s self-calibration routine is applied to eliminate any potential mis-
alignments in the original calibration. The uncertainty associated with the calibra-
tion errors is verified automatically with Davis 8.4 and corresponds to a residual
error in the flow field of about 0.05px.

• The finite spatial resolution is linked to the transfer function of the PIV correlation
algorithm for scales ranging from the FOV to the interrogation window. The non-
resolved smaller scales may, in turn, affect the measurement of the larger ones by
introducing additional noise and aliasing. This issue can be tackled by using an
iterative cross-correlation algorithm, which has proven to increase spatial resolu-
tion [38]. For the present study, structures with 1mm scale length can be recon-
structed with a 68% confidence level.

Random errors are mainly due to the cross-correlation algorithm on which the PIV is
based. Indeed, the cross-correlation analysis cannot provide an accurate representation
of the stochastic nature of turbulence. An estimation of this error is based on the work of
Westerweel [39] and amounts to 0.1px. Moreover, the convergence of statistic quantities
depends on the number of uncorrelated data points being processed. The present aspect
will be further discussed in Appendix C.

The overall systematic and random components of PIV uncertainty can be approxi-
mately determined with Davis 8.4. The built-in method is based on correlation statistics
and evaluates the differences in the correlation peaks computed from a pair of interroga-
tion windows that are mapped back onto each other [40]. The uncertainty is provided for
individual instantaneous velocity vectors and is quantified through propagation tech-
niques [41]. Results indicate a maximum uncertainty on the velocity of 0.05U∞ in the
streamwise component and 0.04U∞ in the upwash one at Red = 4.1×104. Similar val-
ues are retrieved also at Red = 2.7×104 and Red = 5.4×104.
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4
ACOUSTIC BEAMFORMING

DEVELOPMENT AND APPLICATION

We like no noise unless we make it ourselves.

Marie de Rabutin-Chantal, marquise de Sevigne

In this chapter, the implementation of an improved version of an existing acoustic beam-
forming technique, namely the generalized inverse beamforming (GIBF), is presented.
After a brief overview of the beamforming basic principles, the GIBF algorithm is ap-
plied to two experimental benchmark datasets featuring trailing-edge noise and loud-
speaker measurements. The ability of the method in reconstructing distributed aeroa-
coustic sources and its accuracy and variability in different testing conditions are eval-
uated. Subsequently, GIBF is employed together with far-field microphone measurements
to extensively characterize the turbulence-interaction noise radiated by the solid, porous,
and melamine NACA-0024 profiles immersed in the wake of the cylindrical rod at different
free-stream velocities.

Parts of this chapter are included in [1–5].
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4.1. BASICS OF BEAMFORMING
The basic principles of acoustic beamforming, as well as the main tools to evaluate and
interpret a typical sound map, are outlined in this section.

4.1.1. DELAY-AND-SUM PRINCIPLE

Figure 4.1: Visual description of the D&S principle with two potential sources and four microphones.

The principle of acoustic imaging techniques is best introduced through a descrip-
tion of the basic delay-and-sum (D&S) method [6–8]. The block diagram in Figure 4.1
illustrates the case of two-point sources situated in front of a linear microphone array,
for which the D&S principle can be summarized in four steps as follows.

• The sound emitted by each source reaches every microphone of the array follow-
ing different paths.

• The acquired signals are similar in waveform but exhibit different phases that are
proportional to the travel distances. The time delays∆n can be computed from the
speed of sound and the distance between microphones and sound sources. In the
diagram in Figure 4.1, the beamformer targets the point where Source 1 is located.

• Subsequently, the signal of each microphone is shifted to account for the differ-
ent relative ∆n depending on the focus point. As a consequence, the components
of the acoustic signal from Source 1 in all channels are in phase (red impulses),
whereas those radiated from Source 2 are out of phase (blue impulses).

• Finally, the signals of all the microphone channels are summed up and averaged
over the total number of microphones N . As depicted in Figure 4.1, the resulting
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signal fBF(x , t ) features the same amplitude for Source 1 as that of the original sig-
nal, whereas the contributions coming from the signal components of Source 2 are
negligible.

In a beamforming algorithm, the ensemble of potential sources that cover the ex-
pected noise-source locations is pre-defined by the user. The beamformer scans each of
these sources and provides the resulting fBF(x , t ). If the potential source of this scanning
grid actually contains a sound source at the considered location, the summed and nor-
malized signals will provide a high amplitude. Conversely, if no sound source is present
in the considered scanning-grid point, fBF(x , t ) will have low amplitude. The squared
pressures of each scanning-grid point can then be computed, generating a sound map
that indicates the position of the different noise sources included in the scanning grid.

4.1.2. CONVENTIONAL FREQUENCY-DOMAIN BEAMFORMING
If the D&S principle is transferred to the frequency domain through the Fourier trans-
form of the recorded pressure signals, a formulation for the conventional frequency-
domain beamforming (CFDBF) [6–9] can be derived. In this case, the sound propagation
between each of the P scanning-grid points with position xp and each of the N micro-
phones with location y n is modeled by means of the steering vector gpn, a vector P ×N
that, for a stationary monopole-like source, can be represented by the free-field Green’s
function of the Helmholtz equation (see Chapter 2.1.3):

gpn = −e i k||xp−y n||

4π||xp − y n||
. (4.1)

The numerator of g p induces the time delay, while the denominator gives the correction
for the amplitude of the signal. The steering vector is typically normalized by its norm
in order to obtain the same amplitude value for noise sources with the same strength
but located at different positions. Several possible formulations for g p are available in
the literature depending on which aspect of the source characterization, i.e. localization
accuracy or strength estimation, should be prioritized [10]. Moreover, additional modi-
fications for g p have been proposed in order to account for a dipole source [11] and for
a moving source [12]. A recent application of beamforming for rotating sources can be
found in the work of Amoiridis et al. [13].

The typical expression for the CFDBF output is given by

A(xp) = w †(xp)Γw (xp) with w =
g p

||g p||2
, (4.2)

where the symbol † denotes the complex conjugate and Γ indicates the cross-spectral
matrix (CSM) of the acquired pressure signal. The CFDBF output expected from a given
microphone array in ideal conditions can be theoretically determined through the point-
spread function (PSF) [8], which represents the array response at a focus point xP to a
unitary–strength acoustic monopole-like source located in x s and is a consequence of
the finite number of microphones in the array. The PSF output features the main lobe
located at the position of the source and side lobes decreasing with the distance from it,
as can be observed in Figure 4.2, where the case of a monopole-like source centered at



4

58 4. ACOUSTIC BEAMFORMING DEVELOPMENT AND APPLICATION

Figure 4.2: Schematic representation of a typical PSF at f = 1kHz for a monopole source located at (x,y) =
(0m,0m). The array resolution is defined by the beam width (BW) at a position 3dB lower than the main
peak. The main-to-side lobe ratio (SL) indicates the capacity of the microphone array to distinguish sources of
different amplitudes.

the origin of the coordinate system for f = 1kHz is pictured. Several characteristic values
defining the sound map are depicted in the plot:

• The beam width (BW) is defined as the width of the main lobe evaluated at 3dB
below its peak [8] and denotes the spatial resolution of the array and the associ-
ated capability to separate two sound sources situated at a small distance from
each other. The lower the frequency is, the larger the BW will be. Furthermore, for
planar arrays, the resolution in the direction perpendicular to the array plane is
typically much lower than that in the lateral direction. A possible way to overcome
this issue will be discussed in Chapter 4.2.3.

• The main-to-side lobe ratio (SL), or dynamic range, is defined as the difference in
dB between the main-lobe peak and the highest side lobe [8]. In the PSF, the side
lobes are coherent with the main lobe and this can lead to spatial aliasing effects
that increase their amplitude at frequencies for which the minimum spacing be-
tween the microphones is larger than half the wavelength of the incoming wave.
As a consequence, the higher the frequency is, the larger SL will be.

The use of advanced beamforming techniques like deconvolution approaches or inverse
methods can significantly improve the spatial resolution and the dynamic range of the
sound map, as will be shown in Chapter 4.3.1.

4.2. GENERALIZED INVERSE BEAMFORMING
The present section focuses on the implementation of the generalized inverse beam-
forming (GIBF), an acoustic beamforming inverse method first proposed by Suzuki [14].
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4.2.1. INVERSE METHODS IN AEROACOUSTICS
Phased-array methods such as acoustic beamforming have proved to be standard noise
mapping approaches in the aeronautic field. Indeed, the aeroacoustic community has
always been active in this research topic and it is not inappropriate to state that some
of the main findings on beamforming strategies have been obtained within this com-
munity. The above-mentioned CFDBF, deconvolution methods like CLEAN-SC [15–17],
DAMAS [18, 19] and its evolution DAMAS-C [20] or others [21, 22], and, more recently, in-
verse approaches [23] such as GIBF [14, 24–26] are just some examples worth citing. An
extensive review on acoustic beamforming methods for noise-source localization and
their practical applications is provided by Merino-Martínez et al. [27, 28] and Chiariotti
et al. [29].

Recently, an increased interest in inverse methods has grown as they make it possible
to localize different kinds of source distributions and quantify their strengths. Although
direct and inverse beamforming techniques start from the same source-receiver direct
radiation formulation, they approach the problem in a completely different way. With
respect to direct beamforming, in which each source is resolved as it is separated from
the others (sources are implicitly assumed to be uncorrelated), inverse methods tackle
the problem by considering all sources at once. Since source interference is thus po-
tentially taken into account, inverse methods can deal with correlated/uncorrelated and
sparse/spatially-distributed sources. This undoubtedly represents an incomparable ad-
vantage with respect to direct approaches, even though the mathematical implications
linked to an inverse problem are numerous, like the necessity of some form of regular-
ization and compliance with sparsity conditions (the source distribution is modeled by
few non-zero components) to ensure a reliable strength reconstruction.

The latter aspect is undertaken in the present chapter, which has the objective to
illustrate an improved version of GIBF characterized by an innovative, automated regu-
larization method. Indeed, the determination of the optimized parameters involved in
the solution of the inverse problem is of key importance for an accurate source strength
estimation and has already been discussed by Zavala et al. [24], who compared the re-
sults of optimized regularization strategies for GIBF with numerical and experimental
reference datasets.

4.2.2. DESCRIPTION OF THE ALGORITHM
A brief summary of the GIBF algorithm is reported hereafter. As most of the beamform-
ing algorithms, also GIBF starts from the estimation of the microphone CSM. Since Γ is
non-negative definite and Hermitian, it can undergo eigenvalue decomposition:

Γ=UΛU†, (4.3)

where U is a unitary matrix containing orthonormal eigenvectors on its columns, Λ is a
diagonal matrix consisting of their eigenvalues, and U† is the complex conjugate trans-
pose of U . Each eigenvalue is proportional to the overall strength related to a coherent
source distribution (under an orthogonality constraint) and the eigenvectors are associ-
ated with the sensor phase responses to these coherent source distributions. It is then
possible to define the eigenmode as

v i =
√
λiui, (4.4)
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ui being the i th column vector of U and
√
λi the corresponding eigenvalue.

Assuming that the superposition of the equivalent sources at each grid point on the
target domain produces an acoustic signal at the microphones as described by the eigen-
modes, it is possible to formulate the mathematical model as

v i =Aa i, (4.5)

where a i is the i th source-amplitude vector and A is the P×N transfer matrix containing
the source-receiver radiation patterns. If a monopole-like source is radiating in the pres-
ence of uniform flow, the radiation pattern should be modified in order to consider the
effect of the flow convection. A possible formulation to take a uniform flow of velocity
U∞ into account is [30]

p = amono

4π
√

(M · (x −x s ))2 +β2
∣∣∣∣x −x s

∣∣∣∣2
e−2πi f∆te , (4.6)

where amono is the source strength from Equation (2.22), M is a vector of Mach numbers
M =U∞/c0, f is the frequency at which the source is radiating, x and x s are the receiver
and source locations, β is the compressibility factor defined as β = (1− ||M ||2)1/2, and
∆te is the emission time delay, which can be estimated as

∆te = 1

cβ2

(
−M · (x −x s )+

√
(M · (x −x s )2 +β2

∣∣∣∣x −x s
∣∣∣∣2

)
. (4.7)

Nevertheless, for measurements performed in an open jet wind tunnel, the assump-
tion of uniform Mach number cannot be considered valid anymore. In this case, the
diffraction caused by the jet shear layer has to be incorporated in the source descrip-
tion. A possible method that takes into account the effect of the shear layer has been
proposed by Sijtsma [30] and consists of replacing the uniform flow Mach number by
the average Mach number between source and observer. The corrected Mach number
can be expressed by

M corr = M
zs − zsl

zs − z
, (4.8)

where zsl indicates the location of the shear layer and zs and z are the z-coordinates of
x s and x , respectively. The present formulation is assumed reliable for moderate Mach
numbers less than 0.25 and for angles between shear layer and acoustic waves greater
than 45°.

The numerical problem of Equation (4.5) is under-determined 1 and ill-posed in the
sense of Hadamard [31]. Hence, it is common practice to find the minimum-norm solu-
tion of the problem addressed in Equation (4.5) by either exploiting the Moore-Penrose
pseudoinverse (as P À N , the right-inverse is used) or regularization strategies like the
Tikhonov approach. This regularization technique modifies the original formulation of
the problem by adding a residual norm term and a regularization parameter that bal-
ances the residual and solution norms, thus providing a solution like

a?i =A†(AA† +µ2
RI)−1v i, (4.9)

1The number of potential sources - unknowns - is greater than the number of microphones - equations.
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where µR is the regularization parameter and I is the identity matrix. Suzuki [14] sug-
gested to determine µR as a fraction of the maximum eigenvalue µR = εmax{eig(AA†)},
where ε typically ranges from 0.1% to 5%. Nonetheless, this method relies on a user-
defined input that should be adapted to the specific test case addressed by the GIBF
algorithm. An automatic procedure to estimate µR based on existing functions correlat-
ing the solution and error norms such as generalized cross-validation, L-Curve, quasi-
optimality, etc. [26]) is therefore considered in this work. Several regularization tools are
implemented through the commercial software MATLAB by MathWorks following the
work of Hansen [32] and can be selected to solve the inverse problem.

The use of the least squares approach to find the cost function minimum is not accu-
rate, since distributed sources will have their contributions squared and then summed.
To increase the readability of the source-distribution map and to have a more accurate
estimation of the overall strength of the source vector [14], the solution of the problem
in Equation (4.5) can be rewritten in terms of L 1 norm:

a?i = argmin{|a i|+µ−2
R |v i −Aa i|2}. (4.10)

This formulation excludes the possibility of an analytical solution but an iterative ap-
proach like the iteratively reweighted least squares (IRLS) algorithm solves the issue. The
IRLS method computes the source-amplitude vector at the nth iteration as

an+1
i =W (n)A†(AW (n)A† +µ2

R,IRLSI)−1v i, (4.11)

where W (n) is a diagonal matrix whose diagonal components wi are given by wi = |a(n)
i |,

ai being the component of the vector a i. At n = 0, the solution of Equation (4.9) is con-
sidered. The iteration process stops when the norm of the source-amplitude vector a
starts increasing or the iteration counter reaches a pre-defined limit.

Likewise, an optimized value of the regularization parameter µR,IRLS has to be im-
posed at each iteration of the IRLS algorithm. However, the techniques associated with
the Tikhonov regularization procedure are valid only for the L 2 norm and cannot be
directly applied to Equation (4.11). In this case, µR,IRLS is determined by evaluating the
corner of the generalized L-curve that correlates solution and residual norms of the L 1

norm minimization problem. The present method represents an original contribution
and will be examined in Chapter 4.3.

In both L 2 and L 1 norm formulations, an iterative approach is followed in order to
guarantee sparsity of the solution, minimize irregularities in the map, and save compu-
tational time. During these iterations, the smallest components of the source-amplitude
vector are discarded on the basis of a reduction factor βR (0 < βR < 1). In this way, a
reduced transfer matrix of size (βR P )×N is retrieved at each stage. The algorithm stops
when the source-amplitude vector reaches a pre-defined size that is chosen by the min-
imization of the following cost function:

Jp = |a i|pp +µ−2
R |v i −Aa i|2p, (4.12)

where p refers to the norm that is minimized, i.e. p = 2 for the L 2 norm or p = 1 for the
L 1 norm.
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4.2.3. EXTENSION TO A THREE-DIMENSIONAL SCANNING GRID
The possibility to deal with three-dimensional calculation grids represents an attractive
topic for aeroacoustic researchers since the three-dimensional environment makes it
possible to better reconstruct the acoustic phenomena that generate noise. On the other
hand, volumetric acoustic imaging brings in additional issues, such as the management
of potential sources located at different distances from the array, the poor spatial reso-
lution in the radial direction from the array center, and the increase in the number of
potential sources with no contribution to the acoustic field.

Although the potentialities of a volumetric approach are clear, very few works can
be found in the literature [10, 33–38]. All the previous papers refer to direct and de-
convolution formulations. Indeed, deconvolution is necessary to cope with the reduced
longitudinal resolution capability (the one perpendicular to the array) of a beamformer
with respect to the lateral one, unless the microphone array arrangement encloses the
source region under analysis. Inverse methods partially overcome this issue by taking
into account all sources at once, even though better results can be obtained by com-
bining microphone arrays placed perpendicularly to each other. This motivates the ex-
tension of the GIBF algorithm to account for a three-dimensional scanning grid in the
so-called 3D-GIBF. To the author’s knowledge, the only work comparing deconvolution
methods and GIBF for the three-dimensional localization of simplified sources is that by
and Padois and Berry [39].

Nonetheless, the employment of non-planar scanning grids requires different ap-
proaches to handle the regularization of the numerical problem and this often leads to
the generation of spurious noise sources in the map. A possible solution to overcome
this problem is through the exploitation of the multiplicative beamforming approach.
The multiplicative beamforming principle has been proposed in the literature in differ-
ent formulations and array/source configurations, from cross/star-shaped arrays [40, 41]
targeted to aeroacoustic testing, to double-spherical arrays [42] for interior noise ap-
plications but always with the purpose of enhancing the computed acoustic map and
reducing the effect of side-lobes and artifacts in the acoustic image. The approach pro-
posed in this manuscript is the one suggested by Porteous et al. [37]. For sake of read-
ability, the main steps of the method are reported hereafter. Subscripts 1 and 2 denote
the first and second array, respectively. As a result of the GIBF algorithm, the output of
each array referring to the i th source-amplitude vector is

a?i1 =A†
1(A1A†

1 +µ2
RI)−1v i1;

a?i2 =A†
2(A2A†

2 +µ2
RI)−1v i2.

(4.13)

The final i th source-amplitude vector can be calculated as the square root of the product
of the two, i.e.

a?i =
√

a?i1a?i2. (4.14)

Also in this case, the minimization of L 1 norm can be considered by using the IRLS
algorithm, as showed before.

The technique outlined above makes it possible to eliminate the directional bias re-
lated to the poor depth resolution of each array and reduce side-lobe levels from the
beamforming map, improving the three-dimensional localization accuracy and hence
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easing the use of a three-dimensional scanning grid. A practical application of 3D-GIBF
involves the aeroacoustic characterization of the noise sources on a Counter Rotating
Open Rotor installed on a 1/7 scale aircraft model [4]. The model has been tested in
a large Low-Speed Wind Tunnel at The Pininfarina Aerodynamic and Aeroacoustic Re-
search Center in Turin, Italy, within the framework of the FP7 EU Clean-Sky WENEMOR
project. In that instance, the present approach has proven to be able to provide noise
distribution maps characterized by fine resolution and high dynamic range.

4.3. BENCHMARK VALIDATION
The implementation of the GIBF algorithm is validated through its application to two ex-
perimental benchmark datasets that are relevant for aeroacoustic applications. The first
one features trailing–edge noise measurements and is considered to evaluate the capa-
bility of the method in localizing and accurately quantifying distributed sound sources.
The second one involves experiments with speakers emitting a known sound signal as a
reference solution and simulates airframe noise applications characterized by multiple
point sources such as landing-gear systems [43].

4.3.1. AIRFOIL TRAILING-EDGE MEASUREMENTS

The first benchmark test case is labeled as NASA2 [44] and contains data correspond-
ing to trailing-edge noise measurements of an airfoil immersed in a clean flow from the
NASA Langley Quiet Flow Facility (QFF) open-jet wind tunnel. An exhaustive description
of the setup can be found in previous trailing-edge noise experiments [18, 45] and will
be briefly summarized in the following section.

EXPERIMENTAL SETUP

A schematic of the experimental setup is depicted in Figure 4.3. A NACA 63-215 Mod-B
full-span airfoil with a s = 0.127mm (16in) span and c = 0.406m (36in) chord length is
mounted at its zero-lift angle of attack (−1.2°) relative to the vertical flow in the QFF. The
wing profile, installed in a clean configuration and hence without the use of any high-lift
device, features a spanwise uniform sharp trailing edge with a t = 0.127mm (0.005in)
thickness. Grid of size #90 is distributed over the first 5% of the airfoil leading edge in
order to allow for a fully turbulent boundary layer at the trailing edge.

A 33-microphone small-aperture directional array (SADA) is placed at an elevation
angle of 90° with respect to the pressure side of the airfoil. Data are acquired with the
SADA at a free-stream Mach number of 0.17 and at a temperature of 26.35°. The sampling
rate for the signal is 142857.71Hz and a total of 2048000 samples are recorded simulta-
neously for all microphone channels, corresponding to an acquisition time of 14.3s. The
measurement parameters of the campaign are summarized in Table 4.1. Considering the
zero-lift condition of the wing profile and its orientation in the facility, it is possible to
assume that the mean shear layer bounding the flow remains planar and attached to the
nozzle-lip line and is located at a constant distance of 0.305m from the centerline of the
nozzle. The airfoil itself is offset from the tunnel centerline by 0.133m and the SADA is
located 1.524m from the trailing edge. Finally, an acquisition in the absence of airfoil is
taken in order to apply background-noise removal techniques.
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Figure 4.3: Setup for the trailing-edge measurements of the NACA 63-215 Mod-B full-span airfoil in NASA Lan-
gley QFF. The airfoil is installed in a clean configuration at its zero-lift angle of attack (−1.2°). The coordinate
system origin is the center of the nozzle exit plane. Adapted from [44].

Configuration Free Stream Mach Angle of attack Recording Time

Clean 0.17 −1.2° 14.3s

Table 4.1: Measurement parameters used for the processing of the NASA2 benchmark dataset.

GIBF ALGORITHM SETTING

The GIBF algorithm requires some preliminary tuning in order to assess the optimal pa-
rameters and an automatic regularization procedure has been implemented. For the
Tikhonov regularization in Equation (4.9), the quasi-optimality criterion is considered
in order to determine the optimized value of µR, while the L-Curve approach described
in Chapter 4.2.2 is employed to retrieve the optimized value of µR at each iteration of the
IRLS algorithm.

Concerning the stop criterion for the iteration count, the resolution of the source lo-
calization increases with the number of iterations of the algorithm. Anyway, with the
more significant reduction of the source-amplitude vector components, relevant physi-
cal sources risk being discarded, and, for this reason, a trade-off between readability of
the map and loss of information has to be reached. The determination of the proper stop
criterion is performed a posteriori, following a first run of the algorithm. From this, the
cost function in Equation (4.12) is evaluated and the iteration counter corresponding to
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its minimum is chosen for the second and definitive run. In the present case, βR is set to
0.01 in order to allow for a smooth discard of the source-amplitude vectors.
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0

0.2

0.4

0.6

0.8

1

0 10 20 30
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Figure 4.4: Procedure for the determination of the total number of eigenmodes to be processed in the GIBF
algorithm for two narrow frequencies. The different λ are normalized with the maximum eigenvalue λmax. All
the eigenvalues below the 10% of λmax are discarded.

The choice of the number of eigenmodes to process determines how many coherent
source distributions under the constraint of orthogonality are included in the compu-
tation. An automatic procedure is implemented to select this value based on the mag-
nitude of the dominant eigenvalue λmax. In particular, all the eigenmodes for which
λ > 0.1λmax are considered, whereas the rest is discarded. The number of eigenmodes
taken into consideration with this method is typically a function of the investigated fre-
quency. The higher the frequency, the larger the number of non-negligible eigenmodes
that are included will be. This trend can be observed in Figure 4.4, which provides a
visualization of the present procedure for f = 3.15kHz and f = 12.5kHz.

Moreover, this feature makes it feasible to select a subset of eigenmodes that cor-
respond only to the actual sources of interest, avoiding the contribution of spurious
sources coming from the background noise. For instance, a region surrounding the air-
foil could be defined in order to process only the coherent source distributions whose
main lobes are embedded within this area. This possibility has not been exploited in the
processing of the NASA2 benchmark dataset in order to allow for a direct comparison
with other advanced beamforming methods.

SOURCE LOCALIZATION RESULTS

This section outlines the qualitative analysis of the source distributions processed on a
one-third octave band basis. The objective of the study is to evaluate the performance
of the algorithm in terms of source spatial resolution. Since the airfoil is installed in a
clean configuration, the noise sources are expected in the trailing-edge regions of the
wing profile. Moreover, the tripping procedure over the 5% of the airfoil leading edge is
believed to lead to the generation of high-frequency noise contributions at this location.
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In order to perform a preliminary assessment of the method capabilities, the re-
sults of GIBF are compared with those obtained by a CFDBF algorithm implemented
at VKI. Four one-third octave band frequencies, namely f1/3 = 3.15kHz, f1/3 = 8kHz,
f1/3 = 12.5kHz, and f1/3 = 20kHz are considered, in analogy with the work carried out by
Brooks and Humphreys [18] on the same test case. The potential sources are displaced
on a planar square scanning grid of 1.27m per side placed at 1.524m from the SADA. The
grid contains 2601 points (51 points per each side) and extends beyond the side-plates
where the wing profile is installed. The resulting spatial resolution is 0.0254m. In both
algorithms, a diagonal removal for the reduction of the microphone self-noise [8] and a
conventional subtraction for the handling of background noise are applied to the CSMs
of the recorded signals [46].

Figure 4.5 shows the source distributions processed by the CFDBF algorithm. The
vertical black lines denote the test section side-walls, whereas the horizontal ones indi-
cate the leading edge and trailing edge of the airfoil. In each plot, the flow goes from
the bottom to the top of the map. A dynamic range of 10dB is applied for presenting
the sound-pressure level of the CFDBF source-distribution maps, expressed in dB with a
reference pressure of pref = 20µPa.

A general observation to be made is that the position of the main-source regions is
variable according to the frequency. In addition, the noise is reflected by the two side-
walls of the setup. Since these are not taken into account in the free-field Green’s func-
tion, the reflected sources are interpreted by the CFDBF method as artifacts located in
the regions at |x/c| > 1.13. The source distributions for each frequency are analyzed sep-
arately.

• At f1/3 = 3.15kHz (Figure 4.5a), the main noise sources are distributed downstream
of the trailing-edge center. However, the difference in sound-pressure level be-
tween leading-edge and trailing-edge source regions is lower than 3dB because
of the limited dynamic range of the map. For this band, CFDBF is not able to
properly isolate the noise source because of the frequency-dependent beamwidth
characteristics of the antenna. Indeed, the SADA has been designed to have a 1ft
(0.3048m) main lobe at 10kHz. Hence, at frequencies below half of this value,
the separation of multiple source contributions is problematic for non-advanced
methods.

• At f1/3 = 8kHz (Figure 4.5b), the dynamic range of the map is higher than the pre-
vious case and the separation of the sources is more evident. In this case, the main
source regions are distributed along the trailing edge of the airfoil, with a concen-
tration in the right part of the sound map.

• At f1/3 = 12.5kHz (Figure 4.5c), the map shows a comparable energy level for both
leading-edge and trailing-edge source regions. The CFDBF algorithm is able to
localize the contributions of these sources and separate them but the dynamic
range should be further reduced in order to visualize this separation. As previously
mentioned, the presence of noise sources at the leading edge is attributable to the
tripping procedure of the airfoil.

• Finally, at f1/3 = 20kHz (Figure 4.5d), the source region is distributed along the
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(d) f1/3 = 20kHz.

Figure 4.5: CFDBF source distribution maps of the NACA 63-215 Mod-B full-span airfoil. The vertical black
lines indicate the test section side-walls, the horizontal ones indicate leading edge and trailing edge of the wing
profile. The flow goes from bottom to top. The dynamic range is 10dB computed with a reference pressure of
pref = 20µPa.

tripped leading edge in the spanwise direction. As expected, the high frequency
leads to a better spatial resolution, although spurious side lobes seem to be present
in the top part of the map.

In Figure 4.6, the corresponding GIBF sound maps are presented. For the visualiza-
tion of the results, the same settings as those for the CFDBF cases are considered with
the sole exception of the dynamic range, which is risen to 20dB. All the maps feature
a significant improvement in the readability and a reduction of the spurious sources.
Likewise, the different frequencies are investigated individually.

• At f1/3 = 3.15kHz (Figure 4.6a), a downstream shift in the source distribution can
be observed if compared with the results obtained by CFDBF. The position of the
main lobe is now displaced in correspondence with the trailing-edge center, which
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represents a more likely location for the noise source. The resolution of the source
distribution significantly increases with respect to the CFDBF one in terms of SL.

• At f1/3 = 8kHz (Figure 4.6b), the sources are distributed along the entire trailing-
edge length of the model. The position of the main lobe coincides with that re-
trieved by CFDBF. Low-level secondary sources can be observed at the bottom of
the map in this case.

• At f1/3 = 12.5kHz (Figure 4.6c), the leading-edge and trailing-edge source regions
are visually clearly separated and feature a similar level of source strength. The
noise sources appear to have a distributed nature and, for the leading edge, it is
possible to identify the same three peaks as the related CFDBF result. No artifacts
are present in the map.

• At f1/3 = 20kHz (Figure 4.6d), GIBF provides a uniform visualization of the dis-
tributed sources along the leading edge. Three spots where the source region is
more concentrated can be identified in the middle and in proximity of the exter-
nal borders of the wing profile.

It is important to point out that inverse beamforming methods such as GIBF display
the source-distribution contours instead of the peak source intensity, differently from
direct techniques [14]. This feature is practically useful when dealing with multiple or
distributed noise sources. Hence, the source-power integration [47] of the maps is re-
quired to assess the actual noise-source strength. This explains the relatively low levels
of the sound maps in Figure 4.6 in comparison with the results of CFDBF.

Finally, the comparison between the maps obtained with GIBF and the results pub-
lished by Bahr et al. [48] related to other advanced phased array techniques is shown in
Figure 4.7. The contributions for the NASA2 benchmark test case come from three or-
ganizations: NASA Langley Research Center (using DAMAS), University of Lyon (using
Sparse Bayesian Reconstruction [49] and DAMAS), and University of New South Wales
(using CFDBF and CLEAN-SC). All the contributors processed the data corresponding
to f1/3 = 12.5kHz. The reason behind this choice lies in the similar energetic level that
the sources feature at the leading edge and at the trailing edge. In this way, the perfor-
mances of each method in terms of source isolation can be assessed. However, the real
source distribution is still not known with certainty due to the experimental nature of
the benchmark. Sources are expected to occur just downstream of the leading edge and
at the trailing edge of the airfoil. Both source regions are expected to feature distributed
characteristics.

In general, all the methods are able to successfully isolate the two different source
regions. The focus points of the comparison with GIBF are once again addressed sepa-
rately.

• For CLEAN-SC, the acoustic source energy in the map, which is expected to be dis-
tributed along the leading edge and trailing edge, appears to be concentrated in
isolated spots near the airfoil center and side walls. GIBF provides a better repre-
sentation of the nature of the source region, whereas the position of the main lobes
computed by the two algorithms coincides. At the lateral boundaries of the map,
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Figure 4.6: GIBF source distributions of the NACA 63-215 Mod-B full-span airfoil. The vertical black lines
indicate the test section side-walls, the horizontal ones indicate leading edge and trailing edge of the wing
profile. The flow goes from bottom to top. The algorithm is based on the quasi-optimality criterion for the
determination of the optimized regularization parameter and on the minimization of L 1 norm. The dynamic
range of the maps is 20dB computed with a reference pressure of pref = 20µPa.

there are artifacts whose origin could be related to numerical issues. Finally, the
peak level of the CLEAN-SC map is higher than that estimated by DAMAS, proba-
bly because of the more significant energy concentration.

• Bayesian reconstruction shows a better spatial resolution than GIBF and a total
absence of spurious sources at the boundaries of the map. However, the source
distribution is still more irregular, with a concentration of energy comparable to
the previous case. Thus, conclusions similar to the comparison with CLEAN-SC
case can be drawn. Concerning the sound power level estimation, the nature of the
Bayesian method makes it difficult to directly relate the peak level of this technique
to the other results [48]. An additional scaling factor is therefore required.



4

70 4. ACOUSTIC BEAMFORMING DEVELOPMENT AND APPLICATION

-1 0 1
1

2

3

4

12

16

20

24

28

32

(a) NASA - DAMAS - Conv. Sub.

-1 0 1
1

2

3

4

12

16

20

24

28

32

(b) NASA - DAMAS - DR Eig. Sub.

-1 0 1
1

2

3

4

0

4

8

12

16

(c) Univ. Lyon - Bayes - L1 DR Eig. Sub.

-1 0 1
1

2

3

4

16

20

24

28

32

36

(d) Univ. Lyon - DAMAS - Eig. Sub.

-1 0 1
1

2

3

4

34

36

38

40

42

44

(e) UNSW - CFDBF - DR Conv. Sub.

-1 0 1
1

2

3

4

20

24

28

32

36

(f) UNSW - CLEAN-SC - DR Conv. Sub.

Figure 4.7: Qualitative comparison of the NASA2 benchmark contributions corresponding to a one-third oc-
tave band frequency of 12.5kHz. The algorithms used for the source distributions are: DAMAS, from NASA
(no diagonal removal, conventional subtraction), DAMAS, from NASA (diagonal removal, eigenvalue subtrac-
tion), Bayesian reconstruction, from University of Lyon (diagonal removal, eigenvalue subtraction), DAMAS,
from University of Lyon (no diagonal removal, eigenvalue subtraction), CFDBF, from UNSW (diagonal removal,
conventional subtraction), and CLEAN-SC, from UNSW (diagonal removal, conventional subtraction). All
maps aside from CFDBF are characterized by a 20dB dynamic range computed with a reference pressure of
pref = 20µPa. Credit: Christopher Bahr.

• The source distribution processed by DAMAS features a better spatial resolution
than GIBF for the source regions. However, for this algorithm, implementation
plays a relevant role in the distribution of low-level spurious sources [48]. For in-
stance, in the results from NASA, the effective aeroacoustic sources are homoge-
neously distributed along the leading and trailing edge with no significant varia-
tion of the sound-pressure level in the spanwise direction. The source distribution
is therefore closer to the expected one if compared with GIBF. Nevertheless, the
maps appear less readable due to the presence of spurious sources and artifacts
at the lateral boundaries of the scanning grid. These artifacts are probably due to
the effects of the acoustic reflection of the side-walls. The DAMAS source distri-
butions from University of Lyon are instead cleaner and do not present artifacts
at the lateral boundaries. However, the source distribution is sparse and with iso-
lated peaks along the leading edge and trailing edge. NASA’s DAMAS and GIBF
provide therefore a better representation of the expected nature of the sources.
Furthermore, the peak level of the map is higher than the levels of the two NASA’s
implementations.
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• The comparison with CFDBF has already been discussed above. Additionally, due
to the distributed characteristics of the sources, the peak levels of the map are sig-
nificantly higher than any of the other beamforming techniques.

In Chapter 4.3.1, the discussion is extended to the quantitative analysis for the determi-
nation of the sound-pressure levels of the integrated spectra.

INTEGRATED SOURCE SPECTRA RESULTS

The quantitative estimation of the integrated power spectra of the leading-edge and
trailing-edge regions computed at the center of the array is discussed in this section.
The one-third octave spectra are determined by summing the pressure-squared values
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(b) Integrated one-third octave spectra per foot span com-
puted with CFDBF

Figure 4.8: Quantitative analysis of the leading edge and trailing edge regions of the model per foot-span.

of each scanning-grid point within rectangular areas surrounding the leading edge and
trailing edge of the airfoil. A visual representation of the integration regions is shown in
Figure 4.8a. The leading-edge rectangular area has a width of 0.813m (2c) and a height
of 0.279m (0.7c), while the trailing edge one has the same width and a height of 0.406m
1c. Since the region’s spanwise length is 2.5ft, the sums are divided by 2.5 in order to ex-
press the spectral results on a per-foot basis and, therefore, to allow for the comparison
with the published data.

A first approach to the source-strength estimation of the leading-edge and trailing-
edge regions is made by computing the one-third octave spectra with CFDBF (Figure
5.13). The trailing edge noise appears to be dominant for frequencies up to 11kHz,
below which the leading edge one prevails. This trend is visible also in the source-
distribution maps in Figures 4.5 and 4.6. However, especially at low frequencies, leading-
edge noise appears to be contaminated by the trailing-edge one, probably because of the
beamwidth characteristics of the antenna. This is highlighted by the fact that the trend of
the integrated leading-edge spectra follows that of the integrated trailing-edge ones. The
use of more advanced algorithms makes it possible to solve this problem and determine
a more reliable estimation of the source strength.
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For GIBF, the integration procedure differs from that considered for direct methods
and has to be performed in two stages. Given the assumption of source coherence,
the pressure values of the scanning-grid points within the integration region are first
summed and then squared for each eigenmode, resulting in as many squared-pressure
values as the number of processed eigenmodes. These are subsequently summed in or-
der to determine the final sound-pressure level.
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Figure 4.9: Integrated leading-edge one-third octave spectra per-foot-span computed with various analysis
methods. Credit: Christopher Bahr [48].

Figure 4.9 shows the integrated one-third octave spectra per-foot-span referred to the
leading-edge region and computed by the same algorithms discussed above in Figure
4.7. All the leading-edge spectra feature similar trends between 6kHz and 20kHz2, sug-
gesting that the differences in the qualitative maps at 12.5kHz analyzed in the previous
section tend to average out within the integration procedure. In this range of frequen-
cies, GIBF follows successfully the trend of the other methods. Below approximately
6kHz, the advanced techniques start showing a significant divergence in the resulting
sound-pressure level. Thus, for lower frequencies, the integrated leading-edge one-third
octave spectra do not represent a proper validation test case for the source-strength es-
timation. As stated by Bahr et al. [48], one of the reasons for this limitation can be re-
lated to the microphone antenna used for the measurement. Because of the frequency-
dependent beamwidth characteristics of the SADA, indeed, separating multiple source
contributions at frequencies above 5kHz may be difficult even for advanced methods.

The integrated one-third octave spectra per-foot-span corresponding to the trailing-
edge region are presented in Figure 4.10. Also in this case, GIBF follows successfully the

2The divergence experienced by CFDBF has been already discussed.
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Figure 4.10: Integrated trailing-edge one-third octave spectra per-foot-span computed with various analysis
methods. Credit: Christopher Bahr [48].

trend of the other methods. At low frequencies, the spectra computed by the different
algorithms show a more uniform behavior in relationship to the leading-edge spectra,
most probably because of the dominance of trailing-edge noise over the leading-edge
one in this frequency range. Indeed, the calculation of the integrated levels of the domi-
nant sources at low frequencies features less variability with respect to the array resolu-
tion when compared to the levels of a weaker source [48]. This observation is reinforced
by the increased variability exhibited by the trailing-edge spectra in the frequency range
where leading-edge noise is dominant (11kHz−20kHz).

4.3.2. LOCALIZED-SOURCE MEASUREMENTS
The second benchmark dataset considered for the validation of GIBF features measure-
ments of a single speaker emitting synthetic broadband noise and two speakers emitting
incoherent synthetic broadband noise. The measurements have been designed and per-
formed in the A-tunnel facility by R. Merino-Martínez [50].

EXPERIMENTAL SETUP

The microphone distribution employed for the measurements is optimized for frequen-
cies ranging between 1kHz and 10kHz [51] and provides an array diameter of approxi-
mately 2m. The location of the microphones and the relative position of the two Visaton
K 50 SQ speakers are depicted in Figure 4.11a. Each speaker is employed for emitting
a different incoherent synthetic broadband noise signal. Both of them are placed at a
distance of 1m from the array plane and have a baffle diameter of approximately 0.45m.
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(a) Schematic of the microphone distribution of the array
(blue dots) and relative position (green x symbols) and in-
tegration regions (red dashed squares) of the two speakers.

(b) PSF of the array for a point source at the left speaker loca-
tion (denoted by the black x symbol) emitting sound within a
630Hz one–third octave band.

Figure 4.11: Setup of the experimental campaign for the speaker measurements.

The (x, y , z) coordinates of the speakers, with the x- and y-axis centered at the array
center microphone and the z-axis normal to the array plane pointing towards the speak-
ers, are (−0.05m, 0.05m, 1m) for the left speaker and (0.3m, 0.05m, 1m) for the right
one. The test cases featuring speakers are performed without flow in the wind tunnel,
using the facility as an anechoic chamber. The PSF of this microphone array is shown in
Figure 4.11b for a point source located at the left speaker position emitting sound within
a one–third octave frequency band centered at 630Hz.

For the acquisition, a sampling frequency of 50kHz and 60s of recording time are
considered. The acoustic data are averaged in time blocks of 213 samples, providing
a frequency resolution of 6.10Hz), and windowed using a Hanning weighting function
with 50% data overlap, following Welch method [52]. The frequency range of interest
considered in this study extends from 500Hz to 5kHz.

For each test case, some considerations should be noted.

• Case I: Single speaker. For the first test case, only the left speaker (Figure 4.11a)
emits sound. The same synthetic broadband noise signal is played at four dif-
ferent volumes, which provide four different values of signal-to-noise-ratio (SNR)
with respect to the background noise of the facility. These SNR values are calcu-
lated by subtracting the background-noise spectrum of the wind–tunnel facility
from the frequency spectrum of the speaker. The data are averaged over the 64
microphones. The background noise remains the same for all the cases involving
speakers. The baseline pressure signal (labeled as SNR1) is reduced in amplitude
by a factor 10 (SNR2), 50 (SNR3), and 100 (SNR4). For each SNR case, the signal is
played 10 times to investigate the repeatability of the results. The average signal
of all the microphones of the array is considered as the reference signal for com-
parison with the results of GIBF. The signal of each microphone is corrected for
expressing the sound-pressure level at 1m from the sound source. A scanning grid
ranging from x =−1m to x = 1m and from y =−1m to y = 1m is used in the algo-
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(a) The single-speaker case, with the four SNR cases. The
opaque lines denote the predicted spectra for SNR3 and
SNR4 at low frequencies.
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(b) The two-speakers case, with the four volumes emitted
by the right speaker and the SNR1 case emitted by the left
speaker.

Figure 4.12: One–third octave spectra averaged over the 64 microphones of the array. The background-noise
spectrum (BGN) of the facility is also plotted. The spectra are computed with pref = 20µPa.

rithm, with z = 1m and spacing between the grid points of ∆x =∆ y = 0.01m. The
resulting source-distribution maps are integrated over a square integration area
centered at the left speaker (from x =−0.15m to x = 0.05m and from y =−0.05m
to y = 0.15m, with z = 1m), as the dashed square in Figure 4.13a depicts. The fre-
quency spectra recorded by the array and averaged over all the microphones for
the different SNR cases are presented in Figure 4.12a, as well as the background
noise (BGN) of the facility. The values shown indicate the sound-pressure levels
Lp expressed in decibels and computed with a reference pressure of pref = 20µPa.
It is observed that an almost constant offset over the whole frequency range is ob-
tained when decreasing the volume of the left speaker. These offsets have approxi-
mate values of −12dB, −25dB, and −32dB for SNR2, SNR3, and SNR4, respectively,
with respect to the maximum volume considered (SNR1). It is also seen that the
recorded signals for SNR3 and SNR4 collapse with the background noise spectrum
of the facility for the lowest frequencies, which indicates that the speaker is emit-
ting sound below the background noise in that frequency range, i.e. with a negative
SNR. The sound spectra expected for these two SNR cases are depicted as opaque
lines in the same figure, assuming the aforementioned offset values of −25dB and
−32dB, respectively.

• Case II: Two speakers. For the case with two speakers, both left and right speakers
(Figure 4.11a) emit sound simultaneously. The same synthetic broadband noise
signal as in Case I is played by the left speaker with the volume of the SNR1 case,
and another different synthetic broadband noise signal (incoherent with the first
signal) is played by the right speaker at four different volumes. The baseline sig-
nal for the right speaker is referred to as Volume 1. Volumes 2, 3, and 4 denote
cases with the right speaker emitting the signal of Volume 1 divided by a factor 4,
8, and 16, respectively. Additional recordings with just the right speaker are also
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performed, and the corrected averaged array signal is once again taken as a ref-
erence. The challenge for this test case is to retrieve the correct signals emitted
by each speaker when both speakers are emitting simultaneously. The same scan-
ning grid as in Case I is employed, as well as the integration area for the left speaker.
The integration area for the right speaker spans from from x = 0.2m to x = 0.4m
and from y =−0.05m to y = 0.15m, with z = 1m, as shown by the dashed squares
in Figure 4.12b. The frequency spectra of the left (SNR1) and right speaker (for
the four different volumes) recorded by the array and averaged over all the micro-
phones with only one of the speakers emitting sound at a time are plotted in Figure
4.12b. Similar to what already observed in Figure 4.12a, an almost constant offset
over the whole frequency range is obtained when decreasing the volume of the
right speaker. The offsets relative to Volume 1 have approximate values of −6dB,
−12dB, and −18dB for Volumes 2, 3, and 4, respectively. These four volumes pro-
vide a wide range of ratios between the signals emitted by both speakers, having
the right speaker from being the loudest source to being almost negligible com-
pared to the left speaker. For this case, both speaker signals are stronger than the
background noise of the facility.

Finally, the same automatic procedure for the determination of the optimal regular-
ization parameters described in Chapter 4.3.1 is used for the present test case. For the
single speaker, only one eigenmode is found to be dominant with the sole exception of
the lowest SNR case (SNR4) in the frequency range where the background noise is dom-
inant. For the two speakers, two dominant eigenmodes are considered for every volume
due to the incoherence of the emitted broadband signals.

SOURCE LOCALIZATION RESULTS

(a) Single speaker emitting noise with the lowest signal-to-
noise ratio (SNR4).

(b) Two speakers with the right speaker emitting noise with
the lowest volume (Volume 4)

Figure 4.13: GIBF source-distribution maps for the two-speakers case for f1/3 = 630Hz. The dashed squares
denote the integration regions, while the black x symbols indicate the positions of the speakers. The sound-
pressure levels are computed with pref = 20µPa and presented with a dynamic range of 20dB.

The first outcome of the application of GIBF to the speaker benchmark dataset con-
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cerns the assessment of the accuracy of the noise-source localization in different test-
ing conditions. Figure 4.13a presents one example source-distribution map obtained by
the algorithm for the single-speaker case with the lowest SNR (SNR4). The results cor-
respond to a one–third–octave frequency band centered at 630Hz and the map has a
dynamic range of 20dB computed with a reference pressure of pref = 20µPa. This fre-
quency band is selected because it represents one of the lowest SNR cases, as can be
observed in Figure 4.12a, and the speaker signal is below the background noise, i.e. it
has a negative SNR value amounting to approximately −11.5dB. As a consequence, the
noise source emitted by the speaker does not correspond to the dominant eigenmode
but instead to the third largest one. This application shows the potentialities associated
with the GIBF eigenmode analysis as a means to reduce the contribution of the back-
ground noise. Regarding the source-distribution map, the GIBF algorithm provides the
correct localization of the speaker position.
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Figure 4.14: Error per third–octave band made by GIBF, with respect to the averaged microphone signal for the
different SNRs of the single-speaker case. The absolute error ε averaged over the whole considered frequency
range is specified in the legends.
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Figure 4.13b contains one example source-distribution map obtained by GIBF for
the case of two speakers with the lowest volume in the right one (Volume 4). Also these
results correspond to a one–third–octave frequency band centered at 630Hz. This fre-
quency band is selected because, for the given array geometry and distance between the
sources (y = 0.35m), it approximately represents the resolution limit frequency fR for
which the two sources can be distinguished using conventional acoustic imaging meth-
ods. Indeed, according to the Rayleigh criterion [53], the minimum resolvable source
separation R can be estimated as

R ' lp−n tan

(
1.22c0

fR Da

)
, (4.15)

where lp−n is the distance between microphone array and scanning grid and Da is the
array maximum aperture, resulting in fR ≈ 645Hz. The sound-pressure levels emitted
by both speakers are practically identical for these conditions, as can be seen in Figure
4.12b. The GIBF source-distribution map exhibits a somehow distributed line source
with maximum levels at both ends of the segment. While the location of the left speaker
is correctly reconstructed by the algorithm, the one of the right speaker appears to be
slightly shifted. However, both source regions are included in the considered integration
areas and this provides an accurate estimation of the source strength, as will be shown
in the following section.

INTEGRATED SOURCE SPECTRA RESULTS

The results of the quantitative analysis on the speaker benchmark datasets are presented
separately for Case I and Case II. Concerning the former, the one-third octave spectra
are obtained with GIBF through the integration of the source-distribution maps within
the integration area depicted in Figure 4.11a. The method described in Chapter 4.3.1
is adopted. In order to assess the accuracy in retrieving the correct sound spectra, the
relative errors made by the algorithm with respect to the reference averaged microphone
signal ∆Lp = Lp,GIBF−Lp,ref are calculated and shown in Figure 4.14 for all the SNRs. For
clarity reasons, only the errors linked to the spectra averaged over the 10 repetitions are
plotted. A positive value of ∆Lp corresponds to an over-prediction of the result by GIBF.

For the two lowest SNR cases SNR3 and SNR4, the errors below a threshold frequency
of 1kHz and 1.25kHz, respectively, are estimated with respect to the predicted frequency
spectra below the background noise, corresponding to the opaque lines in Figure 4.12a.
In addition, the absolute error made by the algorithm averaged over the whole consid-
ered frequency range ε = |∆Lp |, i.e. the average L1 norm of the differences, is also cal-
culated and included in the legends of Figure 4.11a. For the first three SNRs (Figures
4.14a, 4.14b, and 4.14c), the ∆Lp values are contained within ±0.5dB for most frequen-
cies. Interestingly, the best performance is achieved for SNR3, for which ε= 0.28dB. For
the lowest SNR case (Figure 4.14d), the errors made by GIBF increase at low frequencies,
probably due to the influence of the background noise that dominates over the speaker
source.

The repeatability of the results of GIBF is investigated considering the 10 repetitions
recorded for each SNR case. Figure 4.15 depicts the standard deviation σ (in dB and per
third–octave–band) of the estimated spectra from each method, as well as the standard
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Figure 4.15: Standard deviation σ per third–octave band for GIBF and for the averaged microphone signal
calculated over the 10 repetitions for the different SNRs of the single-speaker case.

deviation of the reference signal of the array averaged over all microphones. The latter
is caused by small perturbations in the non–perfect measurement environment and the
intrinsic uncertainties of the microphone and speaker. In general, most σ are below
0.2dB for the highest SNR and become lower as the SNR decreases, reaching values of
about 0.05dB for the SNR4 case (Figure 4.14d).

Furthermore, the standard deviations of GIBF collapse almost perfectly with those
of the microphones of the array, suggesting that the deviations in the results are due to
the nature of the recorded signals themselves and not due to a lack of robustness in the
GIBF algorithm. In some cases, the variability exhibited by the algorithm is even lower
than that of the microphones. The only exception to this common trend is represented
by the 500Hz band for the SNR4 case, for which σ ≈ 0.4dB. This may depend on the
presence of noise sources extraneous to the scanning grid plane due to the dominant
background noise. Indeed, the algorithm reconstructs the external noise-source distri-
butions recorded by the microphones through the generation of non–negligible ampli-



4

80 4. ACOUSTIC BEAMFORMING DEVELOPMENT AND APPLICATION

(a) Volume 1 case. (b) Volume 2 case.

(c) Volume 3 case. (d) Volume 4 case.

Figure 4.16: Error per third–octave band made by GIBF for the left speaker (with both speakers on), with respect
to the averaged microphone signal (with only the left speaker on) for the different SNRs of the two-speakers
case. The absolute error ε averaged over the whole considered frequency range is specified in the legends. The
region beyond the Rayleigh resolution limit frequency fc is denoted by the red area.

tudes that are concentrated around the border of the scanning-grid plane. This edge
effect reduces the accuracy of the source intensity estimation and, therefore, increases
its variability when the L1 norm approach is adopted since the sparsity of the solution
is greater in this case (see Chapter 4.2.2). Increasing the extension of the scanning grid
plane may represent a possible solution to improve the results at low frequencies with a
negative SNR, with the consequent increase of the computational time required.

Similar to the single-speaker case, the integrated spectra computed from the two in-
tegration areas depicted in Figure 4.11a are compared to the reference signals of the left
and right speaker recorded by the array and averaged over all microphones. As explained
in Chapter 4.3.2, the left speaker is set to emit the exact same synthetic broadband noise
signal as in the SNR1 case, while the right speaker emits the same signal at four different
volumes.

Figures 4.16 and 4.17 present the relative errors∆Lp with respect to the averaged ref-
erence signal for the left and right speaker, respectively. The Rayleigh resolution limit for
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(a) Volume 1 case. (b) Volume 2 case.

(c) Volume 3 case. (d) Volume 4 case.

Figure 4.17: Error per third–octave band made by GIBF for the right speaker (with both speakers on), with
respect to the averaged microphone signal (with only the right speaker on) for the different SNRs of the two-
speakers case. The absolute error ε averaged over the whole considered frequency range is specified in the
legends. The region beyond the Rayleigh resolution limit frequency fc is denoted by the red area.

the given setup (≈ 645Hz) is also indicated in the maps. Likewise, the average absolute
error ε is reported in the legend. As a general trend for the left speaker, the values of ε de-
crease along with the volume of the right speaker. For the Volumes 1 (Figure 4.16a) and
2 (Figure 4.16b), the highest errors occur for frequencies below fc . An opposite trend
can be observed for the right speaker, for which the errors increase when its volume
is reduced. This is an expected result since the right speaker becomes less dominant
compared to the left speaker with a decreasing volume. Once again, the most signifi-
cant deviations can be observed for frequencies less than the Rayleigh resolution limit
frequency.

4.4. NOISE REDUCTION THROUGH POROSITY
In this section, the aeroacoustic results of the experimental campaign carried out in the
A-tunnel facility are presented. The analysis of the effectiveness of the use of porous
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materials as a sound-mitigation technique is performed by comparing the noise sources
and sound-pressure levels radiated by the three airfoil configurations.
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Figure 4.18: Sound-pressure level spectra acquired at 1m from the airfoil installed downstream of the rod
for different rod-based Reynolds numbers. The data are averaged over the 64 microphones of the array and
refer to the solid (S), porous (P ), melamine (M), and rod-alone (R) configuration. The reference pressure is
pref = 20µPa

4.4.1. FAR-FIELD ACOUSTIC MEASUREMENTS

The results of the far-field acoustic measurements are presented in Figure 4.18 for Red =
2.7×104, Red = 4.1×104, and Red = 5.4×104. The acquired data related to the solid,
porous, and melamine case and the background noise corresponding to the rod alone
are averaged over the 64 microphones of the array and are presented with a reference
pressure of pref = 20µPa. The Strouhal number is based on the cylindrical rod diameter
and free-stream velocity. The comparison of the sound-pressure levels Lp shows that the
airfoil-turbulence interaction noise dominates over the noise coming from the rod in the
low-St range for every rod-based Reynolds numbers, up to approximately St = 1. There-
fore, the noise-reduction performance of the porous airfoil configurations can be eval-
uated directly from the far-field measurements only in this range, while acoustic beam-
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forming techniques are required to characterize the performance at higher frequencies.
The cases at low-St and high-St will be addressed separately.

LOW-FREQUENCY RANGE
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Figure 4.19: Sound-pressure level spectra of the porous and melamine airfoil configuration of Figure 4.18 rela-
tive to the solid one for different rod-based Reynolds numbers.

The porous treatment of the wing profile is found to alter the noise radiated due to
inflow turbulence with a trend that is similar for the different rod-based Reynolds num-
bers. This can be visualized in Figure 4.19, which exhibits the relative sound-pressure
levels ∆Lp of the porous and melamine cases with respect to the solid one. With this
convention, a positive ∆Lp indicates a noise reduction, whereas a negative ∆Lp denotes
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Red = 2.7×104 Red = 4.1×104 Red = 5.4×104

Case Lp,VS [dB] StVS [-] Lp,VS [dB] StVS [-] Lp,VS [dB] StVS [-]

Solid 72.4 0.186 82.2 0.184 89.1 0.182
Porous 71.1 0.184 80.8 0.182 87.4 0.180

Melamine 70.9 0.185 81.1 0.183 87.7 0.181
Rod 68.6 0.193 79.8 0.192 84.7 0.190

Table 4.2: Sound-pressure level Lp,VS and Strouhal number StVS characterizing the vortex-shedding peak in
the acoustic frequency spectra for the different rod-based Reynolds numbers and different airfoil configura-
tions.

noise increase. In particular, the acoustic spectra related to the porous airfoil config-
uration feature a slight increase up to about St = 0.15 that is attenuated in the case of
the melamine airfoil, especially for higher velocities. It must be specified that, at such
low Strouhal numbers, the investigated frequencies are below the cutoff frequency of
the A-Tunnel facility, which can be no more considered as anechoic. Nonetheless, as
observed in Figure 4.18, the acoustic spectra for the three-airfoil configurations exhibit
sufficiently higher values than their corresponding background noise and the relative
turbulence-interaction noise emissions are not expected to be affected by the facility.
Above the above-mentioned threshold, the porous treatments effectively reduce both
tonal and broadband noise components, with a maximum abatement of about 2dB, and
no notable differences are reported for the two cases. The mitigation is generally more
pronounced around the vortex-shedding peak at St = 0.18 and gradually decreases up to
St = 1, where the porous spectra start converging with the solid one.

Moreover, the sudden transition occurring at St = 0.18 can be readily explained by a
slight shift of the vortex-shedding peak due to the porous treatment of the airfoil. This
evidence is supported by the data listed in Table 4.2, which reports the sound-pressure
level Lp,VS and Strouhal number StVS corresponding to the vortex-shedding frequency
peak in the spectra of Figure 4.18. The first conclusion that can be drawn from the anal-
ysis of the tonal noise is that the porous treatments of the airfoil decrease the level of the
vortex-shedding frequency peak by approximately 1.5dB for each rod-based Reynolds
number, with no significant impact of the exoskeleton. The second conclusion is that
the presence of the airfoil reduces StVS by about 4%, most probably due to the higher
blockage effect. As anticipated, also the porous treatments of the airfoil contribute to
the further decrease of the Strouhal number at which the vortex shedding occurs. Inter-
estingly, this effect is more important for the porous airfoil configuration for every con-
sidered rod-based Reynolds number, hinting at a possible increased blockage generated
by the hard-plastic exoskeleton.

The noise reduction performance achieved in the present work appears to be low if
compared to the results of the investigations discussed in Chapter 1.1.2. This limited
efficiency is partially related to the presence of the exoskeleton that decreases the flow
penetration into the melamine foam, as the noise increase in the low-frequency range
in Figure 4.18 may indicate. Moreover, the hard-plastic extension that is designed to
cover the full width of the wind tunnel and accounts for the 20% of the full span con-
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tributes to the far-field noise and decreases the overall effect of porosity. Another possi-
ble explanation for the lower performance of the porous treatments is represented by the
center-plane. Indeed, the acoustic waves generated on the airfoil surface can potentially
penetrate the porous medium and interact with the solid walls of this component, simi-
lar to the effect of the material junctions in the case of a porous leading-edge insert [54].
Further parametric studies will be performed in the near future to analyze the influence
of the center-plane on noise reduction.
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Figure 4.20: Eigenvalues λ of the CSM for f = 2.5kHz normalized with the maximum eigenvalue λmax of each
airfoil configuration. All the eigenvalues below the 10% of λmax are discarded.

HIGH-FREQUENCY RANGE

The characterization of the sound reduction performance of the porous treatments in
the St-range where the rod-alone noise dominates can be achieved through the use of
the GIBF algorithm, which allows for the isolation of the different sound sources on the
airfoil and for proper handling of the background noise. In the present analysis, the
advanced subtraction technique developed by Bahr and Horne [55] is employed. For a
rod-airfoil configuration, the acquired background noise corresponds to a configuration
where the airfoil has been removed. Indeed, the separation between rod and airfoil is
such that the vortex shedding is not suppressed by the presence of the body and the
changes in the vortex-shedding frequency are only marginal, making it feasible to per-
form the subtraction. Moreover, this distance determines also the frequency fR above
which the source distribution at the leading edge of the airfoil due to inflow turbulence
is separated from that produced in correspondence with the rod. By imposing R = dTE-LE

in Equation (4.15), where dTE-LE is the distance between trailing edge of the rod and lead-
ing edge of the airfoil, it follows from Rayleigh criterion that fR ≈ 1.24kHz. This value
represents the lower frequency limit that is considered for the GIBF processing of the
acoustic far-field data in order to have a successful background noise subtraction.

For the algorithm setting, the automatic procedure introduced in Chapter 4.2.2 for
the NASA-2 benchmark dataset is employed for the determination of the optimal regu-
larization parameters. Likewise, the number of eigenmodes processed for each configu-
ration is found to be dependent on the frequency and free-stream velocity. The presence
of porosity seems to slightly alter the relative weight of the amplitude of the different
eigenvalues with reference to the dominant one. This effect decreases with increasing
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Figure 4.21: Configuration of the GIBF sound map, with the black lines indicating side-plates, rod, and airfoil
leading edge and trailing edge and the red dashed lines denoting the source integration area. The gray area
depicts the hard-plastic extension rigidly connected to the airfoil. The PSF of the array for a point source at the
airfoil leading-edge center (denoted by the red x symbol) emitting sound within a 1250Hz one–third octave
band is reported.

Red , as can be observed in Figure 4.20, which shows the eigenvalues of the CSM cor-
responding to the narrow frequency f = 2.5kHz for the different airfoil configurations
and different free-stream velocities. The eigenvalues are normalized by the maximum
eigenvalue λmax related to each case.

The impact of porosity on the source distribution location is first evaluated by com-
paring the GIBF sound maps related to the solid, porous, and melamine airfoil at differ-
ent Red . The results are presented considering the setup in Figure 4.21, which illustrates
the relative position of the cylindrical rod and airfoil including the hard-plastic exten-
sion that rigidly connects the wing profile to the side plate. The dynamic range is set
to 20dB and is the same for the three airfoil configurations. The scanning grid ranges
from x = −0.5m to x = 0.5m and from y = −0.5m to y = 0.5m, with z = 1m and spac-
ing between the grid points of ∆x = ∆ y = 0.005m. Figures 4.22, 4.23, and 4.24 show
the maps for the one-third octave band frequencies f1/3 = 1.25kHz, f1/3 = 2.50kHz, and
f1/3 = 5kHz, respectively.

In general, for the lowest frequency band (Figure 4.22), the main lobe of the noise-
source region does not appear to be distributed along the airfoil leading edge due to the
beamwidth characteristics of the microphone array but it extends within a region in the
center of the wing profile. Furthermore, additional noise sources are located in corre-
spondence with the rod as a residual of the background-subtraction procedure that is
not able to fully suppress the contribution of the rod noise, which is dominant. This ef-
fect may be due to a partial coherence between turbulence-interaction noise and back-
ground noise and varies with the considered airfoil configuration. However, the pres-
ence of these residual sources is not expected to alter the actual source of interest as
they are not included in the integration region.

The analysis of the GIBF sound maps for Red = 2.7×104 (Figure 4.22a) indicates that,
at this frequency, the sound-pressure levels for the solid airfoil are higher than those for
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(c) Red = 5.4×104

Figure 4.22: GIBF sound maps exhibiting the noise-source distribution contours for the solid, porous, and
melamine airfoil at f1/3 = 1.25kHz for different rod-based Reynolds number. The maps are plotted with the
same 20dB dynamic range for each velocity and computed with a reference pressure of pref = 20µPa. A back-
ground subtraction technique is applied to reduce the rod-noise contribution.

the melamine airfoil, i.e. the melamine foam is still effective in reducing noise, but lower
than those for the porous airfoil, i.e. the presence of the exoskeleton leads to a noise
increase. For Red = 4.1×104 (Figure 4.22b) and Red = 5.7×104 (Figure 4.22b), the latter
effect is not found and the source distribution regions for the solid and porous airfoils
exhibit comparable values, whereas a noise mitigation is still present for the melamine
configuration.

At f1/3 = 2.50kHz (Figure 4.23), the localization of the distributed noise sources is
more accurate due to the higher resolution achievable at this frequency band. Overall,
noise regeneration is always present and increases for decreasing free-stream velocities.
For Red = 2.7×104 (Figure 4.23a), the noise emitted by the porous airfoil dominates over
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Figure 4.23: GIBF sound maps exhibiting the noise-source distribution contours for the solid, porous, and
melamine airfoil at f1/3 = 2.50kHz for different rod-based Reynolds numbers. The maps are plotted with the
same 20dB dynamic range for each velocity and computed with a reference pressure of pref = 20µPa. A back-
ground subtraction technique is applied to reduce the rod-noise contribution.

that produced by the solid configuration, for which no sound sources can be located at
the leading edge within the considered dynamic range. Noise regeneration occurs even
for the melamine wing profile but with a significantly reduced impact. Interestingly, for
both porous and melamine airfoils, the main lobes are situated slightly downstream of
the leading edge. For Red = 4.1×104 (Figure 4.23b), similar trends as those for the lower
velocities can be observed. In this case, noise sources are also distributed at the trail-
ing edge of the hard-plastic extension for the solid and melamine configuration. The
fact that trailing-edge noise is not visible for the actual airfoil may be due to the pres-
ence of the metallic wire-mesh that acts on the boundary layer developing along the
surface. Further studies would be required to improve the understanding of the present
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(c) Red = 5.4×104

Figure 4.24: GIBF sound maps exhibiting the noise-source distribution contours for the solid, porous, and
melamine airfoil at f1/3 = 5.00kHz for different rod-based Reynolds numbers. The maps are plotted with the
same 20dB dynamic range for each velocity and computed with a reference pressure of pref = 20µPa. A back-
ground subtraction technique is applied to reduce the rod-noise contribution.

mechanism. For Red = 4.1×104 (Figure 4.23c), all the airfoils feature comparable sound-
pressure levels, with a more pronounced noise increase for the porous one. Also in this
case, trailing-edge noise is visible in correspondence with the rigid extension.

The present trends for the noise regeneration are enhanced at f1/3 = 5kHz (Figure
4.24). In general, the porous configuration is significantly noisier than the solid one, for
which the sound sources generated by turbulence interaction at the leading edge are not
included in the considered dynamic range. In addition, the deviation between the noise
regeneration for the melamine airfoil and that for the porous airfoil increases along with
Red (Figures 4.24a, 4.24b, and 4.24c), differently from the previous cases. This trend can
be further investigated through the evaluation of the integrated spectra.
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Figure 4.25: Integrated GIBF one-third octave spectra for different rod-based Reynolds numbers and presented
with a reference pressure of pref = 20µPa. The data refer to the solid (S), porous (P ), and melamine (M) airfoil
configuration.

The resulting sound maps for one-third octave band center frequencies ranging from
1.25kHz to 5kHz are subsequently integrated with reference to the center of the array by
summing the pressure values of each scanning-grid point within a square region sur-
rounding the airfoil leading edge, as described in Chapter 4.3.1. The integration region
is depicted in Figure 4.21. In this way, the contribution of the hard-plastic extension can
be removed. The integrated one-third octave spectra Lp(1/3) for the three wing profiles
are presented in Figure 4.25 for the different Red , while the corresponding relative spec-
tra ∆Lp(1/3) of the porous and melamine airfoils with respect to the solid one are shown
in Figure 4.26. The Strouhal number is based on the cylindrical rod diameter and free-
stream velocity. For St < 0.9, a slight noise reduction due to the porous treatments of the
airfoil still occurs, in agreement with the results shown in Figure 4.19. At higher Strouhal
numbers, both porous and melamine airfoils feature noise regeneration and this effect
is more pronounced for the porous configuration and with the increasing frequency, as
already seen in the GIBF source-distribution maps in Figures 4.23 and 4.24. Interestingly,
the trend of the noise increase appears to be independent of Red . At St = 2, for instance,
∆Lp(1/3) ≈ −5dB and ∆Lp(1/3) ≈ −14dB for the melamine and porous airfoil model, re-
spectively.

The origin of the noise regeneration at high-St for the melamine airfoil is attributable
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Figure 4.26: Integrated GIBF one-third octave spectra of the porous and melamine airfoil configuration of
Figure 4.25 relative to the solid one for different rod-based Reynolds numbers.

to the more substantial surface roughness of the melamine foam. Indeed, the role played
by surface-roughness noise [56–58] is more significant for materials characterized by low
values of static air-flow resistivity due to the typically larger dimensions of the pores [59].
However, this mechanism cannot be directly transposed to the porous airfoil configura-
tion since the presence of the woven wire mesh ensures the same surface roughness as
the solid baseline. A possible explanation for the noise increase may come from the
fluid-structure interaction between the flow and the hexagonal pores of the hard-plastic
exoskeleton. The investigation of the flow field around the porous wing profile may clar-
ify this mechanism and will be described in Chapter 5.
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4.5. OVERVIEW AND CONCLUDING REMARKS
An improved version of the GIBF is developed and implemented. The use of automated
methods for the determination of the regularization parameters involved in the solution
of the inverse problem turns out to be essential for accurate localization of aeroacoustic
distributed sources and for an accurate estimation of their strength.

For its validation, the algorithm is applied to two different experimental benchmark
datasets that are relevant for aeroacoustic applications. The first one includes trailing-
edge noise measurements conducted on a wing profile immersed in a clean flow at NASA
Langley QFF open-jet wind tunnel. A detailed comparison with CFDBF and with other
advanced beamforming techniques is performed in order to evaluate the capability of
the method in localizing and quantifying distributed sound sources. Results indicate
that GIBF provides a clear representation of the noise sources distributed at the lead-
ing edge and trailing edge of the airfoil with the absence of spurious sources when the
innovative regularization technique developed in this work is employed. Moreover, the
source-power integration of the resulting sound maps shows that the algorithm can cor-
rectly estimate the source strength of the dominant noise regions, featuring compara-
ble trends in the integrated acoustic spectra with reference to the other advanced tech-
niques.

The second dataset contains measurements of the broadband signal emitted by one
speaker at different SNR with respect to the background noise (Case I) and of the inco-
herent broadband signals emitted by two closely–located speakers at different relative
volumes (Case II) conducted in the A-Tunnel open-jet wind tunnel. The results for Case
I point out that GIBF is able to successfully estimate the strength of the synthetic signal
for a wide range of frequencies with errors below 0.6dB also in the case of a negative
SNR. Furthermore, the algorithm features high performance in terms of repeatability,
with standard deviations of the integrated spectra over 10 acquisitions comparable with
those of the microphones of the array. This indicates that the deviations in the spectra
are due to the nature of the recorded signals themselves and not due to a lack of ro-
bustness in the method. The results for Case II show that GIBF can effectively separate
incoherent sources and correctly quantify their strength with a maximum averaged error
of 0.75dB, even for frequencies below the Rayleigh resolution limit frequency.

GIBF is subsequently employed together with far-field acoustic measurements to in-
vestigate the turbulence-interaction noise radiated by the solid, porous, and melamine
NACA-0024 profiles installed in a rod-airfoil configuration. A noise reduction of up to
2dB is found for Strouhal numbers ranging from 0.18 to 1. The maximum attenuation
occurs in correspondence with the vortex-shedding frequency peak at St ≈ 0.18 and is
independent of the Reynolds number upstream of the cylindrical rod. Above this value,
the noise mitigation gradually decreases until it becomes negligible at St ≈ 1. At higher
frequencies, the porous treatment of the airfoil results in a pronounced noise regener-
ation that increases along with the frequency and is independent of Red . At St = 3, the
porous airfoil configuration is noisier than the solid baseline by approximately 20dB.
The permeable hard-plastic exoskeleton only marginally affects the noise reduction but
has a significant negative impact on the noise increase. The present deviation suggests a
different physical mechanism at the basis of the regeneration. For the melamine airfoil
configuration, this is probably related to the augmented surface roughness of the wing
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profile, whereas for the porous airfoil configuration it may be linked to a fluid-structure
interaction occurring between the flow and the hexagonal pores of the exoskeleton. In
Chapter 5, the alterations in the flow field upstream of and around the airfoil caused by
porosity will be investigated in order to evaluate potential correlations with the modifi-
cations in the acoustic field.
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5
FLOW-FIELD CHARACTERIZATION

The important thing is not to stop questioning.
Curiosity has its own reason for existence.

Albert Einstein

The present chapter illustrates the investigation of the turbulent flow around the airfoils.
The porous and melamine NACA-0024 profiles are compared with the solid baseline, both
airfoils being in turn subjected to the turbulence shed by an upstream circular rod at dif-
ferent Reynolds numbers. The mean wall-pressure distribution and mean-velocity and
turbulence-intensity profiles along the airfoils are characterized to study the impact of the
porous treatment on the airfoil potential effect and the evolution of the boundary layer.
Subsequently, the flow field in the stagnation region is analyzed by means of hot-wire
anemometry, PIV, and LES with the aim of elucidating the physical mechanisms involved
in the airfoil-turbulence interaction noise mitigation and, particularly, how porosity af-
fects the incoming turbulence characteristics in the immediate vicinity of the surface.

Parts of this chapter are included in [1–3].
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5.1. EFFECT OF POROSITY IN CURLE’S ANALOGY
One of the main conclusions of the analysis carried out in Chapter 2.2 is that Curle’s
dipole-like sources can be considered footprints of the Reynolds stresses, resulting from
their hydrodynamic and acoustic scattering by the body. They are a consequence of the
manipulation of Lighthill’s stress tensor. The presence of a rigid surface has an impact on
the Reynolds stresses, especially in correspondence with geometrical singularities such
as the leading edge of an airfoil. In the case of a porous body, both dipoles and Reynolds
stresses are expected to be affected by the change of boundary conditions associated
with the porous surface. The investigation on how porosity influences the Reynolds
stresses in the vicinity of the airfoil leading edge can lead to a better understanding of
the physical mechanisms involved in the turbulence-interaction noise reduction. This
is the approach that has been followed in the present study.

It is also important to point out that for a porous body the assumptions −∂ρui/∂τ= 0
and ρuiuj = 0 made in Equation (2.28) are no more valid due to the presence of a
non-zero transpiration velocity at the surface. As a consequence, additional equivalent
sources may be produced by the above-mentioned terms and contribute to the overall
radiated noise. Particularly, the term −∂ρui/∂τ may constitute a monopole-like source
related to unsteady injection of mass in the volume, while the term ρuiuj may represent
a dipole-like source generated by the evolution of the Reynolds stresses on the surface.
The manipulation of Curle’s analogy would be necessary to derive a suitable analytical
formulation for evaluating these contributions and will be the object of future research.

5.2. MEAN WALL-PRESSURE DISTRIBUTION
The results of the measurements of the mean wall-pressure distribution are presented
by defining the pressure coefficient Cp as

Cp = p −p∞
p0,s −p∞

, (5.1)

where p is the measured mean wall-pressure and p∞ and p0,s are the static pressure in
the free-stream and stagnation pressure measured at the leading edge of the solid airfoil,
respectively.

The Cp distributions along the chord for the solid and porous airfoil configurations
for Red = 4.1×104 are shown in Figure 5.1. Each point of the curve is calculated by aver-
aging the mean wall-pressure acquired on the two sides of the airfoil at the same chord-
wise coordinate.

The alteration in the mean pressure field by the porous treatment appears to be
mostly confined to the upstream 30% of the airfoil, although the melamine foam fills
the porous airfoil up to 80% of the chord. Nonetheless, the pressure recovery experi-
enced by the solid NACA-0024 profile downstream of the maximum thickness is slightly
higher than that in the porous case, with a deviation that increases as the trailing edge
is approached. The maximum difference at x/c = 0.8 is approximately |∆Cp | = 0.03. The
present trend agrees with the thicker boundary layer that is observed in the aft part of
the porous airfoil, as will be discussed in Chapter 5.3. Furthermore, the two configura-
tions exhibit almost the same pressure at the stagnation point, although this value does
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Figure 5.1: Cp distribution along the airfoil chord measured for the solid (red solid line) and porous (blue

dash-dotted line) airfoil for Red = 4.1×104 and for a 0° angle of attack.

not correspond to the free-stream dynamic pressure since the airfoil is immersed in the
wake of the rod.

The negative Cp peak for the two airfoils occurs at 17% of the chord and is almost
preserved, being its absolute value reduced by 6.7% in the porous case. Moreover, for
the porous airfoil, this peak is reached in a more gradual way. The discrepancy can be
explained by the partial penetration of the air flow through the pores of the melamine
foam that tends to level out the pressure differences along the surface and reduces the
flow displacement by the NACA-0024 profile. This would most likely degrade the lift of
the airfoil if placed at some non-zero angles of attack, as reported in similar works [4, 5].

5.3. AIRFOIL BOUNDARY-LAYER CHARACTERIZATION
In this section, the results of the characterization of the flow field around the solid and
porous airfoil configurations are presented. Profiles of mean velocity and turbulence
intensity are shown at different chordwise locations to investigate how the porous treat-
ment of the wing profile alters the evolution of the boundary layer. An estimation of the
loss in the aerodynamic performance due to the porous treatment of the airfoil is pro-
vided in terms of drag increase by evaluating the mean-velocity deficit in the wake of the
wing profiles.

5.3.1. MEAN-VELOCITY PROFILES

The mean-velocity profiles Ū for both airfoil configurations are presented in Figure 5.2.
The y-axis reports the distance y? from the airfoil surface and is normalized by the max-
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Figure 5.2: Mean-velocity profiles of the solid (red solid line) and porous (blue dashed line) airfoil for the dif-
ferent chordwise positions depicted in Figure 3.12. y? is the distance from the airfoil surface, while t is the
airfoil maximum thickness. The free-stream velocity is U∞ = 30ms−1, corresponding to Red = 4.1×104. The
error bars denote the statistic uncertainty with a 97.5% confidence level (see Appendix A.3).

imum thickness, t = 0.038m. All the plots show the Ū profiles up to 0.678 t (equivalent
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to about 25mm) from the surface, while the minimum distance between hot-wire probe
and airfoil is 0.5mm, as mentioned in Chapter 3.6. Before proceeding with a discussion
of the results, it is important to point out that the profiles for the first three traverses
(x/c = 0.02, x/c = 0.05, and x/c = 0.10) of both solid and porous cases do not exhibit
the typical trends of the turbulent boundary layer over a flat plate. This divergence is
attributable to the fact that the considered traverses are not perpendicular to the airfoil
surface, making it difficult to relate the measured Ū profiles to a standard boundary-
layer profile.

The comparison shows that the Ū distribution is generally lower in the boundary
layer of the porous case with respect to the solid one. This leads to a mass-flow defi-
ciency that is associated with a wider opening of the jet flow. Interestingly, the magnitude
of the deficiency increases with the increasing chordwise position, reaching a maximum
at x/c = 0.75. The present trend has also been observed by Geyer et al. [6] and Rubio-
Carpio et al. [7] in the framework of trailing-edge noise reduction. In both studies, the
measurements showed that the magnitude of velocity deficiency was linked to the pa-
rameters characterizing the employed porous material. In particular, the lower the static
air-flow resistivity of the porous medium is, the greater the mass-flow loss within the air-
foil boundary layer will be. This can be explained by the augmented dimension of the
pores of the material that increases the surface roughness.

5.3.2. TURBULENCE-INTENSITY PROFILES

The turbulence-intensity profiles U ′ for both airfoil configurations are presented in Fig-
ure 5.3. The results show that, in the initial part of the wing profile, a reduction in turbu-
lence intensity occurs in the proximity of the surface due to the porous treatment. The
decrease in the r.m.s.of the velocity fluctuations is consistent with the conclusions that
will be drawn in the investigation of the airfoil stagnation region in Chapter 5.4 and may
be correlated to a less efficient turbulence-interaction noise generation mechanism.
However, the discrepancy in the turbulence intensity profiles of the porous case with
respect to the solid one reduces with the increasing chordwise position. At x/c = 0.20,
the two profiles almost coincide. Notably, this trend reflects that observed in the Cp dis-
tribution shown in Figure 5.1.

For x/c > 0.20, a trend inversion is visible, with the turbulence-intensity profile for
the porous configuration overcoming the turbulence-intensity profile for the solid one
within the boundary layer. In this case, the magnitude of the discrepancy increases along
with the chordwise direction. Moreover, for x/c > 0.40, the hump of the turbulence in-
tensity profile for the porous configuration moves away from the airfoil surface and the
peak is shifted towards higher y?/t . The increment in r.m.s. of the velocity fluctuations
that the flow experiences for large x/c might also be linked to a possible circulation of
flow generated in the first part of the airfoil and partially blowing in the second part from
the pores of the melamine foam. Indeed, the presence of a steady cross-flow blowing
within the measurement location has been proved to increase the turbulence intensity
within the boundary layer [8]. This effect may also be generated by the fluid-structure
interaction occurring between the flow and the hexagonal pores of the hard-plastic ex-
oskeleton, as already hypothesized in Chapter 4.4 with reference to the noise regener-
ation experienced by the porous wing profile. However, from the GIBF sound maps,
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Figure 5.3: Turbulence-intensity profiles of the solid (red solid line) and porous (blue dashed line) airfoil for
the different chordwise positions depicted in Figure 3.12. y? is the distance from the airfoil surface, while t is
the airfoil maximum thickness. The free-stream velocity is U∞ = 30ms−1, corresponding to Red = 4.1×104.
The error bars denote the statistic uncertainty with a 97.5% confidence level (see Appendix A.3).

the dominant high-frequency noise sources are found slightly downstream of the lead-
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ing edge. In this region, the alterations in the turbulence intensity occurring within the
boundary layer do not seem to confirm the above-mentioned hypothesis. Therefore,
further investigations would be required to shed light upon the origin of the noise re-
generation.

5.3.3. AIRFOIL WAKE
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Figure 5.4: Mean-velocity (on the left) and turbulence-intensity (on the right) profile in the wake of the solid
(red solid line) and porous (in blue dashed line) airfoil at x/c = 1.05. t is the airfoil maximum thickness
(0.038m). The free-stream velocity is U∞ = 30ms−1, corresponding to Red = 4.1×104. The error bars de-
note the statistic uncertainty with a 97.5% confidence level (see Appendix A.3).

The mean-velocity and turbulence-intensity profiles extracted at x/c = 1.05 are re-
ported in Figure 5.4. Both solid and porous airfoil cases exhibit similar trends to those
measured at x/c = 0.75 in Figure 5.3, with lower mean velocities and corresponding
higher velocity deficits in the vicinity of the chord line, and a shift of the turbulence in-
tensity bump towards larger y/t for the porous case with reference to the solid one.

Airfoil configuration Solid Porous

Cd [-] 0.0157 0.0204

Table 5.1: Zero-lift drag coefficients for the solid and porous airfoil.

The integration of the above mean-velocity profiles shows a significant 30% incre-
ment of drag experienced by the porous airfoil, as can be observed in the results listed
in Table 5.1. This is a consequence of the increased surface roughness caused by the
fluid-structure interaction with the hard-plastic exoskeleton already discussed.

5.4. STAGNATION REGION CHARACTERIZATION
In this section, the outcomes of the experimental and numerical investigation of the flow
field alterations within the stagnation region of the solid and porous airfoil are discussed



5

106 5. FLOW-FIELD CHARACTERIZATION

by analyzing the mean and fluctuating velocity field and velocity spectra at several loca-
tions around the leading edge.

5.4.1. VELOCITY FIELD ALONG THE STAGNATION STREAMLINE
The experimental hot-wire data along the stagnation streamline presented in Chapter
3.6 are compared with the results of the LES presented by Satcunanathan et al. [9] that
are based on the JAFAR experimental setup. This is performed by relating the statistics of
the flow-velocity field acquired by the single-probe hot-wire anemometer and the sim-
ulated ones. For further information about the setting of the simulations, the reader is
referred to the above-mentioned paper. This comparison is meant to validate the nu-
merical results that will be presented in the following section of the manuscript.

The quantities u1, u2, and u3 indicate the simulated velocity components in the x,
y , and z direction and the symbols ¯ and ′ denote the mean velocity and r.m.s. of the
velocity fluctuations, respectively. Evaluating the magnitude of the two mean velocity
components that are perpendicular to the wire in each sampling point, i.e. ū1 and ū2, Ū
reads

Ū =
√

ū1
2 + ū2

2. (5.2)

Similarly, the formulation proposed in this work to estimate U ′ is

U ′ =
√

(u′
1 cosα)2 + (u′

2 sinα)2 with α= tan−1
(

ū2

ū1

)
. (5.3)

This quantity does not correspond to the r.m.s. of the velocity fluctuations that are given
by the magnitude of the two velocity components measured by the probe but rather rep-
resents a weighted average of u′

1 and u′
2 based on the local mean-flow direction, which

is expressed by the parameter α. This is a consequence of the fact that, for small turbu-
lence levels, a single normal hot-wire only responds to fluctuations in the direction of
the mean velocity [10].

Nonetheless, the proposed method to evaluate the local mean-flow direction and,
therefore, the contribution of the different velocity fluctuations components to U ′ could
not be applicable if the numerical data were taken precisely on the stagnation stream-
line. Indeed, in such circumstances, ū2 would be zero along the whole traverse and so
would α due to the flow symmetry. Hence, U ′ would correspond to u′

1 and no influence
of u′

2 would be detected. In order to tackle the problem, the LES data were extracted at
y = 8.8×10−5 m. This distance was close enough to provide a negligible deviation from
the flow field statistics computed on the stagnation streamline and far enough to have a
non-zero value of ū2 in the stagnation region.

The hot-wire anemometry results indicate that the implementation of the porous
material in the airfoil structure preserves the potential effect with regard to the upstream
flow. Figure 5.5a illustrates the mean-velocity profile along the stagnation streamline for
the solid and porous airfoils. Ū is normalized by the free-stream velocity. As can be
observed, the experimental data for the two cases follow the same trend up to the im-
mediate vicinity of the leading edge. This conclusion is supported also by the relatively
small deviation in the solid and porous Cp distributions of Figure 5.1.

Moreover, the hot-wire data are in a fairly satisfactory agreement with the numerical
results corresponding to the solid airfoil for ξ = x/rLE ≤ −1. The deviation that occurs
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Figure 5.5: Profiles of the solid (in red) and porous (in blue) airfoil along the stagnation streamline for Red =
4.1×104 and for a 0° angle of attack. The solid and dash-dotted lines refer to the numerical results of the
LES, whereas the triangle and dot symbols refer to the VKI experimental data. Ū is normalized by the free-
stream velocity U∞ = 30ms−1, corresponding to Red = 4.1×104, while U ′

ref denotes to the r.m.s. of the velocity
fluctuations evaluated at ξ = −7 for the solid case. The dimension of the symbols for the hot-wire data is
proportional to their statistic uncertainty with a confidence level of 97.5% (see Appendix A.3).

for ξ > −1 has been already reported by Bearman [11] and is probably due to a thermal
effect produced by the proximity to the surface or due to the intrusiveness of the hot-wire
probe that has moved the stagnation point slightly. By contrast, the numerical results
computed for the porous case do not follow the same trend as the solid one, hinting at an
alteration of the airfoil’s potential effect. The discrepancy may be linked to the absence
of the hard-plastic permeable exoskeleton and wire mesh in the numerical model of the
porous medium, as suggested by Satcunanathan et al. [9].

The most striking effect of porosity is on the evolution of the turbulent-velocity fluc-
tuations in the immediate vicinity of the leading edge. The velocity-fluctuations profile
along the stagnation streamline for the solid and porous airfoil is depicted in Figure 5.5b.
The velocity U ′ is normalized with an upstream reference value, U ′

ref, which corresponds
to the r.m.s. of the velocity fluctuations that have not been affected by the presence of the
airfoil yet. This notation is consistent with that used by Batchelor and Proudman [12],
Bearman [11], Hunt [13], and Britter et al. [14] in their investigations of turbulence distor-
tion. U ′

ref is evaluated at ξ=−7 and refers to the solid case. As can be seen from the plot,
the experimental data present a similar trend up to about 0.5rLE from the leading edge,
with a constant value equal to 1 for ξ < −2 and a decrease in the region −2 ≤ ξ < −0.5.
Above this threshold, the solid and porous cases diverge significantly, the former starts
to increase and the latter keeps decreasing.

Furthermore, a satisfactory agreement is found between numerical and experimen-
tal data for both solid and porous airfoils in this case, indicating that the previously
mentioned thermal effects do not affect the measurement of the velocity fluctuations
performed by the hot-wire. Notably, the slope with which U ′ increases in the immediate
vicinity of the solid airfoil is well predicted by the simulations, although a slight underes-



5

108 5. FLOW-FIELD CHARACTERIZATION

(a) Streamwise velocity component.

(b) Upwash velocity component.

Figure 5.6: Mean velocity for the solid (on the left) and porous airfoil (on the right) in the stagnation region
extracted by the LES. The mean velocities are made dimensionless by the free-stream velocity, U∞.

timation is observed for the minimum peak at ξ=−0.5. However, for the porous case, a
small discrepancy is visible for ξ>−0.5. Analogously to the mean-velocity comparison,
this may be associated with the fact that exoskeleton and wire mesh are not modeled in
the numerical simulations.

5.4.2. FLOW FIELD IN THE STAGNATION REGION

Mean and r.m.s. velocities are extracted from the LES to analyze the velocity components
independently and to explain the hot-wire trends in Figure 5.5. Figure 5.6 presents the
mean velocity in the stagnation region for the solid and porous cases. As indicated by the
white airfoil outline, the LES provide an estimation of the flow field partially penetrating
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(a) Streamwise velocity component.

(b) Upwash velocity component.

Figure 5.7: Turbulence intensity for the solid (on the left) and porous airfoil (on the right) in the stagnation
region extracted by the LES. The velocity fluctuations are made dimensionless by the free-stream velocity, U∞.

into the inner porous volume. Specifically, the low-pressure spot that corresponds to the
region of highest streamline curvature and flow acceleration (at x/c = 0.17 in Figure 5.1)
attracts the surrounding fluid, generating an induced flow within the melamine foam.
This phenomenon is explained in greater details by Satcunanathan et al. [9] and is at the
origin of the pronounced momentum deficit of ū1 and ū2 that is visible in the maps for
x/c > 0 and has already been addressed in Chapter 5.3. Lastly, the effective influence of
the porosity on the mean-flow field is expected to be less pronounced than that shown
in the maps. This supposition is based on the deviation between experiments and sim-
ulations observed in Figure 5.6a for the porous case.

The velocity fluctuations in the wake of the rod are primarily caused by the shed vor-
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Figure 5.8: Turbulence intensity for the solid (red lines) and porous airfoil (blue lines) extracted by the LES
along the stagnation streamline. The u′

1- and u′
2-components are made dimensionless by the free-stream

velocity, U∞.

tices, which lead to a much larger component in the normal direction than in the stream-
wise direction. In addition, the porous treatment of the airfoil has a significant effect on
the evolution of the turbulent-velocity fluctuations as they are convected towards the
leading edge. The u′

1 and u′
2 components in the stagnation region are illustrated in Fig-

ures 5.7a and 5.7b, respectively, whereas the values extracted at y/rLE = 0 are reported
in Figure 5.8.

Along the stagnation streamline of the solid airfoil, u′
1 is suppressed due to the non-

penetration condition, whereas this reduction is weakened in the porous case. Similarly,
the increase of u′

1 experienced on the solid airfoil surface in the surrounding region of
the leading edge is mitigated by the presence of porosity. This trend has already been
pointed out in Chapter 5.3 as a result of the boundary-layer characterization by hot-wire
anemometry. Consequently, the main effect of the porous treatment on u′

1 is to dampen
the variation of velocity fluctuations near the airfoil.

Moreover, the significant amplification in the upwash component of the velocity
fluctuations around the stagnation point that is observed for the solid case is signifi-
cantly attenuated for the porous one. The reduction in u′

2 is reflected in the turbulent
kinetic energy (TKE), defined as

TKE = 1

2

(
u′

1 +u′
2

)
(5.4)

and reported in Figure 5.9. This constitutes a key point in understanding how the porous
treatment of the airfoil affects the turbulence distortion. The upwash turbulent velocity
is indeed the component that is responsible for the unsteady lift according to the lin-
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Figure 5.9: Turbulent kinetic energy for the solid (on the left) and porous airfoil (on the right) in the stagnation
region extracted by the LES and made dimensionless by the free-stream velocity, U∞.

earized airfoil theory [15] and for the associated noise following Amiet’s model [16] (see
Chapter 1.1.1). In addition, a second amplification in u′

2 can be observed in the porous
case within the inner volume of the melamine foam in proximity to the solid center-
plane (Figure 5.8). The present trend confirms the relevance of the role played by this
component on the acoustic field, as already mentioned in Chapter 4.4.

The results illustrated in Figure 5.5b can now be explained through the maps pre-
sented in Figures 5.6 and 5.7 and the trends reported in Figure 5.8. u′

1 dominates the
trend of U ′ in the upstream flow region where α ≈ 0. As the stagnation point is being
approached, u′

1 is reduced and so is U ′. However, since the decrease in ū1 is also associ-
ated with an increase inα (see Equation 5.3), the contribution of u′

2 to U ′ becomes more
significant in this region. Therefore, the relatively higher U ′ values in the solid case are
caused by the transfer of momentum from the streamwise component to the upwash
component of the velocity fluctuations due to the non-penetration condition imposed
by the rigid surface. This increase in u′

2 can be detected near the leading edge because
the heat transfer of the hot-wire is no longer dominated by the mean flow. Likewise,
the absence of the non-penetration condition at the porous surface makes it possible to
have a non-zero value for the mean velocity at the stagnation point, which can be con-
sidered fictitious in this case. Hence, in the immediate vicinity of the leading edge, α is
smaller for the porous airfoil than for the solid one, and this yields a further attenuation
in U ′ for the porous case with respect to the solid one.

Finally, the above-discussed alterations in the velocity field induced by porosity are
reflected in a modification in the vorticity near the surface. Figure 5.10 displays the mean
spanwise vorticity, defined as

Ω3 = ∂ū2

∂x
− ∂ū1

∂y
, (5.5)

for the two airfoil configurations. The lower velocity gradients observed in the boundary
layer of the porous wing profile in Figures 5.2 and 5.6 result in an attenuation of the
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Figure 5.10: Mean spanwise vorticity for the solid (on the left) and porous airfoil (on the right) in the stagnation
region extracted by the LES.

intensity of Ω3, which is found to be spread over a wider region. Moreover, the mean
spanwise vorticity is negligible within the inner volume of the airfoil but starts increasing
at the front corners of the center-plane as a consequence of the separation experienced
by the internal flow.

REYNOLDS NUMBER AND EXOSKELETON EFFECT ON TURBULENCE STATISTICS

The effect of the Reynolds number on the turbulence-distortion alterations due to the
porous treatment of the wing profile can be evaluated through the PIV measurements,
which are conducted at Red = 2.7×104, Red = 4.1×104, and Red = 5.4×104. In addi-
tion, the PIV campaign provides the framework to investigate the influence of the per-
meable exoskeleton on the flow field since the experiments include the presence of the
melamine airfoil configuration. The mean-flow velocity and turbulence-intensity maps
are computed from an under-sampled dataset in order to ensure the uncorrelation of the
samples. This procedure and the resulting PIV maps are illustrated in Appendix C, while
the data extracted along the stagnation streamline related to the mean streamwise veloc-
ity and turbulent-velocity fluctuations are depicted in Figures 5.11 and 5.12, respectively.

In general, the results related to Red = 4.1×104 exhibit the same trends as the LES in
Figures 5.7 and 5.6, although the numerical data feature higher amplitudes in the veloc-
ity fluctuations. This can be attributable to the different inflow conditions existing in the
A-Tunnel facility and in the LES boundary conditions, which are calibrated considering
the nozzle-flow qualification of the JAFAR wind tunnel.

The trends of the streamwise component of the mean velocity (Figure 5.11) for the
three NACA-0024 profiles do not appear to be significantly affected by the different free-
stream flow velocities. For each configuration, porosity influences ū1 in the stagnation
region, particularly for ξ>−1, as a consequence of the flow entering the inner volume of
the wing profile. No notable difference can be observed between porous and melamine
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Figure 5.11: Uncorrelated mean-velocity profiles of the streamwise velocity component extracted from the PIV
maps along the stagnation line for the solid (solid red line), porous (dashed blue line), and melamine (dotted
green line) airfoil. The data refer to different rod-based Reynolds numbers.

case except for the immediate vicinity of the surface, suggesting that the exoskeleton
does not considerably limit the flow penetration at the stagnation point.

A strong effect of the rod-based Reynolds number and porous treatment is found on
the evolution of the velocity fluctuations instead. These are presented in Figure 5.12.
Both streamwise and upwash velocity components feature a maximum in the upstream
region due to the presence of the coherent vortices shed by the rod. Getting closer to
the stagnation point, a decrease in u′

1 and an increase in u′
2 are found, consistently with

the hot-wire anemometry and LES results presented in Chapter 5.4.2. Interestingly, the
streamwise position at which the deviations start, i.e. at which the distortion of turbu-
lence by the airfoil begins, is independent of Red and occurs at ξ ≈ −1, in line with the
turbulent-velocity profiles in Figure 5.8 and with the conclusions drawn by de Santana
et al. [17, 18].

In agreement with the previous results, porosity induces an attenuated reduction of
turbulence intensities for the streamwise direction in the stagnation region. Similar to
the case of the corresponding mean-velocity component, the presence of the exoskele-
ton does not appear to alter the present trend. On the contrary, the mitigation in the
fluctuations of the upwash velocity component is more evident for the melamine airfoil
configuration. Indeed, the pores of the hard-plastic exoskeleton allow for the penetra-
tion of the incident flow but most probably reduce the attenuation in the momentum
transfer taking place between streamwise and upwash velocity.

The effect of Red is to extend the region where porosity has an impact on the turbu-
lent field. In particular, the location from which the trends of u′ and v ′ start diverging
moves towards lower x/RLE with the increasing Reynolds number. Moreover, the effect
of porosity on the velocity fluctuations appears to be enhanced for higher values of Red

with reference to the solid case, especially for the upwash component. The deviation in
v ′ between porous and melamine case is also a function of the Reynolds number and
increases along with Red .
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Figure 5.12: Uncorrelated turbulence-intensity profiles of the streamwise of upwash velocity components ex-
tracted from the PIV maps along the stagnation line for the solid (solid red line), porous (dashed blue line), and
melamine (dotted green line) airfoil. The data refer to different rod-based Reynolds numbers.

5.4.3. TURBULENT-VELOCITY POWER SPECTRA
In this section, the flow field is investigated by evaluating the PSD of the turbulent veloc-
ity at different locations upstream and around the airfoils. Likewise, the influence of the
Reynolds number and permeable exoskeleton is analyzed.

SPECTRA ALONG THE STAGNATION STREAMLINE

The PSDs of the velocity fluctuations for the solid and porous airfoil configuration from
the hot-wire experimental data extracted at four specific locations along the stagnation
streamline are computed. The results in Figure 5.13 are presented in dB/St with a ref-
erence of 1m2 s−1. The Strouhal number is based on the cylindrical rod diameter and
free-stream velocity.

The measured vortex-shedding frequency peak is found to occur at St = 0.176±0.001.
This value is slightly lower than what is commonly reported for Reynolds numbers in the
high sub-critical regime [19–21]. The discrepancy is most likely caused by the significant
blockage of the rod with respect to the JAFAR wind-tunnel width. At ξ = −6.7 (Figure
5.13a), the velocity PSDs clearly present two peaks corresponding to the vortex-shedding
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Figure 5.13: Velocity fluctuations PSD for the solid (solid red line) and porous case (dashed blue line) computed
from the hot-wire measurements at different dimensionless locations along the stagnation streamline with a
reference of 1m2 s−1.

frequency and its first harmonic. At this position, no difference can be detected between
solid and porous case, as already observed in Figure 5.5b.

At ξ = −1 (Figure 5.13b), the two considered cases still exhibit the same trend but
now the vortex-shedding frequency peak turns out to be fully dampened and is no longer
visible in the spectra. It is observed that this peak gradually decreases from the region
downstream of the rod up to ξ = −2, where it disappears. Interestingly, at this location,
the r.m.s. of the velocity fluctuations measured by the hot-wire starts reducing, as shown
in Figure 5.5b.

Furthermore, in this intermediate region, the turbulence is not yet distorted and the
turbulent fluctuations extracted from the numerical simulations are found to be com-
parable in the different components, hinting at local isotropic turbulence. Under this
assumption, the size of the largest eddies of the turbulent flow in the streamwise di-
rection can be estimated by evaluating the streamwise integral length scale Lx from the
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integration of the auto-correlation function of the hot-wire time signal and from the lo-
cal mean-flow velocity [22] considering Taylor’s frozen turbulence assumption. Figure
5.14 depicts the auto-correlation of U ′ RU ′U ′ defined as

RU ′U ′ (τ) = lim
T→∞

∫ T

0
U (t )U (t +τ)d t (5.6)

and computed at ξ = −2 for the two airfoil configurations. The resulting Lx ≈ 4.2 rLE ,
which amounts to the same value for the solid and porous case since porosity has no
effect on the flow field at this location, will be considered in Chapter 6.3.4 to interpret
the velocity fluctuation trends by means of the RDT.

0 5 10 15 20 25 30
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0.2

0.4

0.6

0.8

1

Figure 5.14: Auto-correlation function of the hot-wire time signal for the solid (in red) and porous (in blue)
airfoil computed at ξ=−2.

At ξ = −0.8, the peak at St = 0.176± 0.001 reappears for both airfoils and increases
in magnitude as the stagnation point is approached. This phenomenon is typical for
stagnation-point flows [23] and might be caused by the effect of the flow deceleration
that excites the instability in the upstream cylinder wake associated with the vortex shed-
ding. Indeed, sufficiently large-scale eddies properly oriented to be stretched can expe-
rience an amplification in their vorticity as they are convected towards the stagnation
region. In particular, the vorticity that is present in the incoming turbulent flow with a
small intensity can reappear near the body with increased intensity and induce substan-
tial three-dimensional effects.

Moreover, the solid and porous PSDs start diverging from ξ = −0.5 on, consistently
with the U ′ trends in Figure 5.5b. For the measurement point closest to the airfoil surface
at ξ = −0.05 (Figure 5.13d), the part of the spectrum that is affected by the porosity is
that at low Strouhal numbers, which corresponds to large vortical structures, whereas
the high-St region is mostly unaltered.

Likewise, a better understanding of the turbulence distortion can be gained by the
analysis of the LES velocity components separately. Figure 5.15 illustrates the PSD of the
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Figure 5.15: PSD of the streamwise component (on the left) and upwash component (on the right) of the ve-
locity fluctuations for the solid (solid red lines) and porous case (dashed blue lines) extracted by the LES at
ξ=−0.05. The reference is 1m2 s−1.

streamwise (PSDu′
1u′

1
) and upwash (PSDu′

2u′
2
) component of the velocity fluctuations ex-

tracted at ξ=−0.05 for the solid and porous airfoil configurations. For both components,
the porosity mostly alters the spectrum in the low-St region up to about St = 0.05, sim-
ilar to the experimental trend. In this range, the limited decrease in u′

1 observed in the
stagnation region of the porous airfoil (Figure 5.8) is reflected in higher values of PSDu′

1u′
1

for this configuration with respect to the solid one. Conversely, the PSDs of the upwash
component of the velocity fluctuations in the porous case are characterized by lower
values of PSDu′

2u′
2

in the low-St region. The combination of these opposite trends can
explain the quantitative difference reported in Figure 5.13d. This aspect will be further
discussed in Chapter 6.3 by means of the RDT.

SPECTRA AROUND THE AIRFOIL

The extent of the influence of the porous treatment on the turbulence distortion can
be investigated by analyzing the PSDs of the velocity fluctuations at several positions
around the airfoil leading edge. Figure 5.16 reports the PSDs of the two velocity fluctu-
ations components extracted by the LES at three different locations that gradually drift
away from the stagnation streamline. Near the leading edge (Figure 5.16a), PSDu′

1u′
1

is
generally higher in the porous case than in the solid one for the majority of the spec-
trum, reflecting the trend of u′

1 shown in Figure 5.7a. Interestingly, the vortex-shedding
frequency peak visible in the spectrum for the solid airfoil is not present in that for the
porous airfoil. This absence may be linked to better damping of the vortical structures
shed by the rod in the interaction with the porous surface and may clarify why the great-
est noise abatement occurs around the vortex-shedding frequency peak (see Chapter
4.4). In contrast, the trend exhibited by PSDu′

2u′
2

is closer to that in Figure 5.15. The sig-
nificant alteration in the PSD of the upwash component of the velocity fluctuations due
to the porous treatment is confined to the low-St region, especially for St < 0.3. At the in-
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(c) x/rLE = 0.29; y/rLE = 0.78.

Figure 5.16: PSD of the streamwise component (on the left) and upwash component (on the right) of the ve-
locity fluctuations for the solid (solid red lines) and porous case (dashed blue lines) extracted by the LES at
different dimensionless locations around the airfoil leading edge. The reference is 1m2 s−1.
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termediate location (Figure 5.16b), the deviation between the two airfoil configurations
is reduced for both velocity components and the PSDs start converging, with the excep-
tion of the vortex-shedding frequency peak. The present trend is even more pronounced
at the location farther from the leading edge (Figure 5.16c). In conclusion, the porosity is
estimated to have an influence on the two components of the velocity fluctuations and,
therefore, on the turbulence distortion up to about ξ= 2. This result is in agreement with
the outcomes of the airfoil boundary-layer characterization presented in Chapter 5.3.

REYNOLDS NUMBER AND EXOSKELETON EFFECT ON VELOCITY SPECTRA
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Figure 5.17: PSD of the upwash component of the velocity fluctuations for the solid (solid red line), porous
(dashed blue line), and melamine (dotted green line) airfoil from the PIV measured at (x/RLE , y/RLE ) = (−0.25,
0). The data refer to different rod-based Reynolds numbers. The reference is 1m2 s−1.

The dependence of the turbulent-field alterations due to porosity on the Reynolds
number observed in the PIV measurements in Figure 5.12 can be further investigated
by evaluating the turbulent-velocity spectrum at a location near the airfoil. Figure 5.17
depicts the PSD of the upwash component of the velocity fluctuations computed at ξ=
−0.25 for the three airfoil configurations and different Red . This position is chosen as
a trade-off between enhancement of the porosity effects and need to avoid invalid PIV
data points due to reflections. Concerning the latter aspect, the number of valid points
obtained at ξ=−0.25 is above 80% for each airfoil configuration. The remaining points
are either interpolated in time or reconstructed (see Chapter 3.8).

For all the PSDs, the vortex-shedding frequency peak occurs at St ≈ 0.18, in agree-
ment with the far-field acoustic spectra presented in Chapter 4.4. This value is slightly
higher (and, thereby, closer to the theoretical St = 0.2) than that measured by the hot-
wire anemometer, most likely due to the larger exit area of the A-Tunnel nozzle and the
consequent smaller blockage effect produced by the airfoils. Similar to what previously
observed, the effect of porosity is confined to the low-St range of the velocity PSDs, with
a frequency extent and amplitude that increase along with the Reynolds number. The
presence of the permeable exoskeleton does not appear to alter the magnitude of the re-
duction in PSDu′

2u′
2

near the vortex-shedding frequency peak but has an impact at lower
Strouhal numbers, which correspond to larger turbulent structures. This trend is par-
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ticularly visible at Red = 2.7×104 (Figure 5.17a), for which the spectrum related to the
porous case starts converging with that of the solid airfoil for St < 0.03, differently from
the spectrum of the melamine configuration that remains constant. The present low-
frequency deviation between porous and melamine case may partly explain the differ-
ence in the r.m.s. of the upwash velocity fluctuations observed in Figure 5.12.

5.5. OVERVIEW AND CONCLUDING REMARKS
An extensive experimental campaign is carried out with the solid, porous, and melamine
NACA-0024 profiles in order to explore the flow-field alterations due to porosity. First,
the velocity around the solid and porous airfoil is characterized by means of hot-wire
anemometry for Red = 4.1×104. The porous treatment is found to alter the boundary
layer in the aft part of the wing profile by reducing the mean velocity and increasing
the turbulence intensity near the surface, with an amplitude that grows along with the
chordwise position. The present mechanism yields a widening of the jet opening that,
in turn, leads to an increase in the drag force. However, no definitive explanation for the
origin of the noise regeneration at high frequencies can be found from the analysis of the
flow field around the airfoil.

The focus of the investigation is then put on the stagnation region near the leading
edge with the purpose of examining the effect of the porosity on the distortion of the
turbulent vortical structures interacting with the wing profiles. Specifically, from the ac-
quisition of the mean wall-pressure distributions on their surface, it is observed that the
porous treatment leads to a slight reduction in the flow displacement by the airfoil due to
the possibility for the incident velocity to penetrate the inner volume. This phenomenon
influences the potential effect of the airfoil and levels out the pressure differences along
the surface. However, the Cp deviation between the two cases seems to be limited by
the presence of the exoskeleton that preserves the integrity of the NACA-0024 profile’s
shape.

Furthermore, the trends of mean velocity and turbulence intensity along the stag-
nation streamline measured by the hot-wire anemometer are compared with the LES
results. A method to relate the hot-wire data to the two turbulent-velocity components
calculated by the numerical simulations is proposed based on the local mean-flow di-
rection. Results show that the fluctuating-velocity field is significantly affected by the
porosity when the stagnation region is being approached. In particular, the substan-
tial increase in the r.m.s. of the upwash velocity fluctuations experienced by flow in the
immediate vicinity of the solid airfoil leading edge is not observed in the porous case,
resulting in an attenuation of the TKE in the stagnation region. The mean spanwise vor-
ticity in the boundary layer around the wing profile is also found to be mitigated by the
porous treatment. Besides, the analysis of the turbulent-velocity PSDs along the stag-
nation streamline and around the leading edge suggests that the melamine foam has
an effect mainly at low frequencies on the large scale structures, with a spatial extent
up to about two leading-edge radii from the stagnation point. In addition, the vortex-
shedding frequency peak in the PSD of the streamwise velocity fluctuations close to the
airfoil surface is found to be suppressed due to the porous treatment.

Subsequently, time-resolved PIV measurements are conducted to characterize the
flow field around solid, porous, and melamine airfoils at Red = 2.7×104, Red = 4.1×104,
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and Red = 5.4×104. By doing so, the influence of the different free-stream velocities and
the presence of exoskeleton and wire mesh can be evaluated. The effect of increasing
Red of the incoming flow on the turbulent-velocity alterations is to extend the region
where the velocity fluctuations are affected by porosity. Specifically, higher free-stream
velocities lead to a more pronounced low-frequency reduction in the PSD of the turbu-
lent upwash velocity and a wider St range in which this reduction occurs. Moreover, the
presence of the permeable hard-plastic exoskeleton does not impact the alteration of the
fluctuations of the streamwise velocity but appears to limit the mitigation of the upwash
velocity ones in the low-frequency range of the upwash velocity PSD.

In view of the above, it can be concluded that the flow penetration through the pores
of the melamine foam in the porous airfoil softens the distortion of the large turbulent
eddies by the presence of the body. This may play a role in the leading-edge noise re-
duction, as supported by the results of the acoustic measurements presented in Chapter
4.4 that indicate that the most appreciable noise attenuation is achieved in correspon-
dence with the vortex-shedding frequency peak. In addition, no notable difference in the
noise emissions between porous and melamine airfoil configuration is found in this St-
range, similar to what is observed for the upwash component of the turbulent velocity.
This hypothesis for explaining the role of porosity in the turbulence-interaction noise
mitigation has been already formed in the past, but, to the author’s knowledge, no ex-
perimental evidence of it has ever been provided for a relatively thick airfoil. In Chapter
6, a theoretical model based on the RDT will be derived in order to improve the physical
understanding of the turbulence-distortion alterations due to porosity.
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6
EXTENSION OF THE RDT TO

POROUS MATERIALS

In times of turbulence and rapid change,
you must constantly be re-evaluating yourself

relative to the new realities.

Brian Tracy

In this chapter, the distortion of homogeneous isotropic turbulence interacting with a
porous cylinder is calculated by means of the RDT. The porous treatment, characterized
by a constant static permeability, is modeled as a varying impedance boundary condi-
tion applied to the potential component of the velocity. The RDT implementation is first
validated through comparisons with published velocity measurements in the stagnation
region of an impermeable cylinder placed downstream of a turbulence grid. Subsequently,
the impact of porosity on the velocity field is investigated through the analysis of the one-
dimensional spectra at different locations near the body and the velocity variance along
the stagnation streamline. The porous RDT is finally adapted to model the turbulence
distortion in the vicinity of the leading edge of the porous NACA-0024 profile fitted with
melamine foam.

Parts of this chapter are included in [1].
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6.1. PROBLEM STATEMENT
The RDT, introduced in Chapter 2.3, describes the sudden changes in turbulence expe-
rienced by a turbulent flow impinging on a bluff body and has been applied by Hunt [2]
for the case of a circular cylinder. The calculations of the turbulent flow for this appli-
cation may be also considered to evaluate the distortion of turbulence as it approaches
the leading edge of a wing profile. Indeed, in a region sufficiently close to the stagna-
tion point, the inflow distortion produced by an airfoil is similar to that produced by a
cylinder having the same radius as the leading-edge circle [3]. This makes it possible
to use RDT to account for the effective geometry of the wing profile in semi-analytical
noise prediction methods, like the theory of Amiet [4] (see Chapter 1.1.1). According to
this model and with reference to Figure 6.1, the far-field acoustic PSD Spp produced by
a thin airfoil in a subsonic turbulent flow for a receiver located at x = (x, y , z) is given by

Spp (x,ω) =
(
ωyρ0b

c0σ
2
0

)
πU∞d

∫ +∞

−∞
sin2[(K3 −k3)d ]

(K3 −k3)2 |L (x,K1,k3)|Ψ22(Kz ,kr )dk3, (6.1)

where σ0 =
√

x2 +β2(y2 + z2), K1 = ω/U∞, K3 = ωz/(c0σ0), L is an aeroacosutic trans-
fer function that relates the amplitude and phase of an incoming periodic gust to the
respective unsteady-lift response [5], and Ψ22 is the upstream two-dimensional energy
spectrum of the upwash turbulent-velocity component. A possible formulation to con-
sider the effective geometry of the wing profile in the latter term is provided by Equation
(2.65).

Figure 6.1: Coordinate system and notation considered in the Amiet’s model, with a single skewed gust sweep-
ing over a thin airfoil [4].

Such an approach was followed by Moreau and Roger [6], who formulated a semi-
empirical RDT-based correction for taking into consideration the turbulence distortion
occurring at the leading edge of a NACA-0012 profile. The results showed a better agree-
ment between calculations and aeroacoustic far-field measurements. Christophe [7],
De Santana [8], De Santana et al. [9], and Miotto et al. [10] implemented a similar cor-
rection to modelΨ22 as input to Amiet’s theory by considering the asymptotic results for
large-scale and small-scale turbulence and assuming the conservation of the variance of
the velocity fluctuations. Likewise, the present methodology resulted in improved noise
predictions compared with Amiet’s original formulation.
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In view of the above, the correction of the two-dimensional turbulence spectrum
to account for porosity at the leading edge of the airfoil may lead to the development
of novel semi-analytical methods for the prediction of the turbulence-interaction noise
produced by porous wing profiles. The porous RDT model proposed in the manuscript
has the potential to achieve this objective by providing a porosity-corrected turbulence
spectrum. In the present work, the experimental investigation on the porous NACA-0024
profile described in Chapter 5.4 is considered as a test case for the theoretical model in
order to explore this possibility. In particular, the RDT calculations will be compared
with the one-dimensional spectra measured by the hot-wire anemometer near the air-
foil leading edge in Chapter 6.3.4 in order to evaluate whether the analytical prediction
provides an accurate description of the turbulence energy spectrum.

Finally, it is important to point out that porosity is expected to have an influence also
on the airfoil unsteady-lift response and, thereby, on L . The correction of this term for
accounting for a porous treatment of the wing profile is not addressed in the present
research project.

6.2. SOLUTION FOR A SOLID AND POROUS CYLINDER
The solution of the turbulent flow around a solid and porous cylinder is outlined fol-
lowing the approach of Hunt [2]. The derivations for the porous case are carried out
assuming that the cylinder is characterized by a constant static permeability k0.

6.2.1. POTENTIAL FLOW PAST A CIRCULAR CYLINDER
A cylindrical coordinate system (r , θ, z) is adopted, with x = r cosθ, y = r sinθ, and z be-
ing the spanwise direction (Figure 2.3). As mentioned in Chapter 2.3, these quantities are
non-dimensionalized by the cylinder radius a. The standard potential flow solution for a
circular cylinder, obtained by the solution of Equation (2.38) subjected to the boundary
conditions in Equation (2.39), is represented by the following velocity potential Φ and
streamfunctionΨ:

Φ=
(
1+ 1

r 2

)
r cosθ; Ψ=

(
1− 1

r 2

)
r sinθ. (6.2)

Consequently, the mean-velocity components are

Ur = ∂Φ

∂r
= 1

r

∂Ψ

∂θ
=

(
1− 1

r 2

)
cosθ;

Uθ =
1

r

∂Φ

∂θ
=−∂Ψ

∂r
=−

(
1+ 1

r 2

)
sinθ.

(6.3)

The resulting flow pattern computed for an impermeable cylinder is depicted in Figure
6.2. While potential theory cannot account for the flow separation that occurs down-
stream of the cylinder for Reynolds numbers of practical interest, the present model
however provides a fair description of the flow field over the region (E) of Figure 2.3,
which is also the region of interest at an airfoil leading edge. In any case, the assumption
that the flow remains attached over the whole domain is required to proceed with the
mathematical treatment that is pursued below [2].
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Figure 6.2: Pattern of the potential flow around a solid cylinder computed with the potential-flow solution.

A possible formulation to derive∆T as a function ofΨ has been proposed by Darwin
[11], i.e.

∆T (θ,Ψ) = 1

ξ

{(
1− 1

2
ξ2

)[
KL

(
ξ2)−FL

(
θ− π

2
,ξ2

)]
−

[
EL

(
ξ2)−EL

(
θ− π

2
,ξ2

)]}
, (6.4)

where

ξ2 = 4

4+Ψ2 . (6.5)

FL
(
θ− π

2 ,ξ2
)

and EL
(
θ− π

2 ,ξ2
)

are the incomplete elliptic integrals of the first and second
kind, respectively, while KL

(
ξ2

)
and EL

(
ξ2

)
are the complete elliptic integrals of the first

and second kind, respectively. However, KL
(
ξ2

)
is not defined for ξ2 = 1, which occurs

at θ = 0 and θ = π. As a consequence, ∆T cannot be computed along the stagnation
streamline, as is the case for Ω? in Equation (2.60). Hunt [2] tackled this problem by
introducing the assumption that within a small angle δθ on either side of θ = π, Ω? is a
linear function of θ determined by its values at θ = π±δθ. The same procedure is also
applied for θ = 0.

6.2.2. BOUNDARY CONDITIONS FOR A POROUS CYLINDER
When the circular cylinder is not impermeable, the incident velocity does not vanish at
the surface and a substitute to Equation (2.39) must be found. The velocity potential
of the irrotational mean flow around a porous cylinder characterized by a constant k0

computed by Power et al. [12] is

Φp =
(
1+ 1

r 2

)
r cosθ+K? 1

r 2 cos2θ+O(K?2
), (6.6)

where K? is a dimensionless physical parameter linked to k0 by the relation

K? = k0U∞
νa

. (6.7)
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(a) K? = 0.1. (b) K? = 0.2.

Figure 6.3: Variation of K over θ for a porous cylinder for different values of normalized static permeability.
The solid and the dashed lines indicate the original and the regularized K , respectively, while the gray areas
denote the θ range at which the regularization procedure is applied.

If K? is small, i.e. in the case of a low-permeability large cylinder immersed in a low-
speed turbulent flow, Equation (6.6) may be simplified by neglecting the second-order
terms and Φp is represented as a combination of the corresponding velocity potential
for an impermeable body having the same geometry of the porous one and a term that
is linearly proportional to K?. The radial and angular component of the velocity field are
then computed as Ur = ∂Φp /∂r and Uθ = ∂Φp /r∂θ:

Ur =
(
1− 1

r 2

)
cosθ−2K? 1

r 3 cos2θ;

Uθ =−
(
1+ 1

r 2

)
sinθ−2K? 1

r 3 sin2θ.
(6.8)

Likewise, it is possible to derive an analogous formulation for the streamfunction from
the integration of the velocity components, resulting in

Ψp =
(
1− 1

r 2

)
r sinθ−K? 1

r 2 sin2θ. (6.9)

Ψp can be used in Equation (6.4) to compute the drift function ∆T
(
θ,Ψp

)
and fluid par-

ticle deviation ∆y = y +Ψp for the case of a porous cylinder.
The mean irrotational flow expressed by Equation (6.6) may also be produced by im-

posing a Neumann boundary condition at the surface, such as

∂Φ

∂r
= K Φ at r = 1 with K =− 2K? cos2θ

2cosθ+K? cos2θ
. (6.10)

Equation (6.10) is equivalent to an impedance boundary condition, similar to the one
Kisil and Ayton [13] suggested on flat plates, determined by a porous parameter K that
smoothly varies over the cylinder surface. As a consequence, the Darcy’s flow within
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(a) K? = 0.1.
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(b) K? = 0.2.

Figure 6.4: Pattern of the mean flow around a porous cylinder computed using an impedance boundary con-
dition approach and following Power et al. [12] for different values of normalized static permeability.

the body is indirectly modeled. However, this expression exhibits a singular point at

θ? = arccos(−1/2K?+
√

1+2K?2/2K?) ≈ π/2, for which the denominator is zero. The
issue is overcome by a regularization procedure similar to that employed for Ω?. In this
case, the value of δθ depends on the static permeability of the cylinder: larger values of
K? lead to smaller θ? and to a broader range of angles θ where regularization is required.
The strategy adopted in the present study is to determine δθ in order to maintain K? >
−0.5. The results computed for K? = 0.1 and K? = 0.2, corresponding to δθ ≈ π/18 and
δθ ≈ π/12, respectively, are shown in Figure 6.3, while the comparison between the two
approaches for the evaluation of the mean-flow pattern is reported in Figure 6.4 and will
be discussed in Chapter 6.3.1.
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A proper boundary condition has to be applied toφ andψ at the porous cylinder sur-
face. For the former, the same approach as that followed in Equation (6.10) is adopted,
yielding

∂φ

∂r
= ur∞+K φ at r = 1, (6.11)

ur∞ being the radial component of the upstream velocity. For the latter, an assumption
about the flow field inside the body is required. If the porous medium is homogeneous
and the temperature variation is negligible, the internal flow may be represented as irro-
tational and be determined by the corresponding pressure related to the seepage velocity
at the surface following Darcy’s law [14]. This is a consequence of the averaging proce-
dure performed over the flow within the porous medium and agrees with the analysis
carried out by Power et al. [12]. Indeed, although the flow inside each pore is viscous and
thus rotational, the local rotations average out to an irrotational global motion. There-
fore, the vortical term of the turbulent velocity can be assumed to be negligible at the
surface and the boundary condition in Equation (2.46) is employed also for the porous
configuration. The present hypothesis is meant to be valid for wavenumbers of the tur-
bulent flow significantly smaller than the spatial resolution associated with the effective
pore diameter of the porous medium.

6.2.3. SOLUTION IN TERMS OF FOURIER SERIES
The expression of Equations (2.59) and (2.60) in cylindrical coordinates yields[

∂2

∂r 2 + 1

r

∂

∂r
+ 1

r 2

∂2

∂θ2 −κ2
3

]
βj = 0 (6.12)

and 

[
∂2

∂r 2 + 1

r

∂

∂r
+ 1

r 2

∂2

∂θ2 − 2

r 2

∂

∂θ
−

(
1

r 2 +κ2
3

)]
α̃1j =−Ω̃1j[

∂2

∂r 2 + 1

r

∂

∂r
+ 1

r 2

∂2

∂θ2 − 2

r 2

∂

∂θ
−

(
1

r 2 +κ2
3

)]
α̃2j =−Ω̃2j[

∂2

∂r 2 + 1

r

∂

∂r
+ 1

r 2

∂2

∂θ2 −κ2
3

]
α̃3j =−Ω̃3j,

(6.13)

where α̃ is obtained by a rotation in Euclidean space and is defined as

α̃1j =α1j cosθ+α2j sinθ; α̃2j =−α1j sinθ+α2j cosθ; α̃3j =α3j, (6.14)

while Ω̃ is calculated from the distortion tensor in cylindrical coordinates:

Ω̃ij =
[
γ̃ij e i (κ1∆t−κ2∆y ) − γ̃∞,j

]
e i r (κ1 cosθ+κ2 sinθ) (6.15)

with

γ̃ij =
Ur sinθ−∂∆T /r∂θ 0

Uθ cosθ+∂∆T /∂r 0
0 0 1

 ; γ̃∞,ij =
 cosθ sinθ 0
−sinθ cosθ 0

0 0 1

 . (6.16)
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The present expression for γ̃∞ represents the transpose of that reported by Hunt [2] in
Equation (4.7) of his paper.

One possible way to solve Equations (6.12) and (6.13) is to avoid the dependence on
θ and express β, α̃, and Ω̃ as Fourier series [2]: βj

α̃ij

Ω̃ij

=
∞∑

n=0


 βcn

j

αcn
ij

Ωcn
ij

 (r ;κ)cosnθ+

 βsn
j

αsn
ij

Ωsn
ij

 (r ;κ)sinnθ

 . (6.17)

The computation of the Fourier coefficients implies that the aforementioned variables
are defined all over the domain and that the boundary conditions at the cylinder sur-
face are valid for 0 ≤ θ ≤ 2π. This is made possible through the assumption of no-flow
separation introduced in Chapter 6.2.1.

By substituting Equation (6.17) into Equation (6.12) and Equation (6.13), it follows
that {

∂2

∂r 2 + 1

r

∂

∂r
−

(
n2

r 2 +κ2
3

)}(
βcn

j

βsn
j

)
= 0 (6.18)

and 

[
∂2

∂r 2 + 1

r

∂

∂r
− 1

r 2 −
(

n2

r 2 +κ2
3

)](
αcn

1j

αsn
1j

)
=−

(
Ωcn

1j

Ωsn
1j

)
+ 2n

r 2

(
αsn

2j

−αcn
2j

)
[
∂2

∂r 2 + 1

r

∂

∂r
− 1

r 2 −
(

n2

r 2 +κ2
3

)](
αcn

2j

αsn
2j

)
=−

(
Ωcn

2j

Ωsn
2j

)
− 2n

r 2

(
αsn

1j

−αcn
1j

)
[
∂2

∂r 2 + 1

r

∂

∂r
−

(
n2

r 2 +κ2
3

)](
αcn

3j

αsn
3j

)
=−

(
Ωcn

3j

Ωsn
3j

)
. (6.19)

The boundary conditions need to be converted into equations for the Fourier coeffi-
cients ofβ and α̃. For the former, it is possible to reformulate Equations (2.46) and (6.11)
considering the outward-pointing normal to the cylinder surface n = (1,0,0)ᵀ as

Solid cylinder:
∂βj

∂r
= (cosθ, sinθ,0)ᵀ e i (κ1 cosθ+κ2 sinθ) at r = 1;

Porous cylinder:
∂βj

∂r
= (cosθ, sinθ,0)ᵀ e i (κ1 cosθ+κ2 sinθ) +Kβj at r = 1,

(6.20)

which yields

Solid cylinder:
∂

∂r

(
βcn

j

βsn
j

)
=

(
Gcn

j

G sn
j

)
at r = 1;

Porous cylinder:
∂

∂r

(
βcn

j

βsn
j

)
=

(
Gcn

j

G sn
j

)
+Kθ

(
βcn

j

βsn
j

)
at r = 1,

(6.21)

where (
Gcn

j

G sn
j

)
= I

2π

∫ 2π

0

(
cosnθ
sinnθ

)
(cosθ, sinθ,0)ᵀ e i (κ1 cosθ+κ2 sinθ) dθ. (6.22)
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I = 1 if n = 0 and I = 2 if n > 0 as a consequence of the Fourier coefficients calculation.
In this case, Kθ is the value of K corresponding to the angular position of interest, which
must be defined a priori. Furthermore, as r →∞, Equation (2.47) implies that(

βcn
j

βsn
j

)
→ 0. (6.23)

For the latter, Equation (2.48) at r = 1 can be rewritten similar to the previous case as[
n

(
αsn

3j

−αcn
3j

)
− iκ3

(
αcn

2j

−αsn
2j

)]
r=1

= 0. (6.24)

Likewise, Equation (2.49) for x →∞ leads to

n

r

(
αsn

3j

−αcn
3j

)
− iκ3

(
αcn

2j

αsn
2j

)
= 0

iκ3

(
αcn

1j

αsn
1j

)
− ∂

r

(
αcn

3j

αsn
3j

)
= 0

1

r

∂

r

{
r

(
αcn

2j

−αsn
2j

)}
− n

r

(
αsn

1j

−αcn
1j

)
= 0

, (6.25)

while the application of the gauge condition (2.50) for r = 1 and as x →∞ yields

1

r

∂

∂r

{
r

(
αcn

1j

αsn
1j

)}
+ n

r

(
αsn

2j

−αcn
2j

)
+ iκ3

(
αcn

3j

αsn
3j

)
= 0. (6.26)

As discussed in Chapter 6.2.2, the present equations have to be satisfied for both cylinder
configurations.

Equations (6.18) and (6.19) can be solved by means of the modified Bessel functions
and the method of variation of parameters. The detailed derivations are reported in Ap-
pendix D. Once the different components of β and α̃ are obtained, M is found in Carte-
sian coordinates. In this case,α is computed from Equation (6.14) by inverting the rota-
tion matrix.

6.2.4. TURBULENCE-DISTORTION MECHANISMS
A bluff body affects the incoming turbulent flow in two ways: (i) through the distortion
of the vorticity field that alters the mean-velocity field both around and upstream of the
body, and (ii) through the pressure exerted by the body, which blocks, partially or com-
pletely, the wall-normal turbulence velocity fluctuations. The influence of the vorticity
distortion on the evolution of the velocity fluctuations is typically negligible if the inte-
gral length scale of the turbulent flow, Lx , is much larger than the characteristic dimen-
sion of the cylinder, a. In contrast, the body always exerts a reaction pressure field on
the flow, regardless of the scales being considered. The present mechanism is evident
for a flat plate, which is characterized by Lx /a →∞. In this extreme case, the vorticity
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field is almost unaffected by the presence of the body and the only contribution to the
alteration of the turbulent-velocity field comes from the second effect.

The Helmholtz decomposition expressed by Equation (2.43) is instrumental in in-
vestigating the two turbulence-distortion mechanisms. Indeed, the first effect is linked
to the component ∇×ψ and mostly alters the velocities of small-scale eddies (k À 1),
whereas the second one is associated with the component ∇φ and mainly impacts the
velocity of the large-scale eddies (k ¿ 1). The same decomposition is applied to the ve-
locity distortion tensor, which, from Equation (2.64), can be seen as the sum of (i) a term
M (s) that is related to the blocking of velocity fluctuations by the pressure of the body, (ii)
a term M (d) that depends on the distortion of vorticity by the mean flow, and (iii) a term
M (∞) that is fully determined by the upstream conditions. In Chapter 6.3, the influence
of porosity on the turbulence distortion will be analyzed in terms of these quantities.

6.2.5. COMPUTATIONAL METHODOLOGY

Figure 6.5: Domain for the computation of the velocity distortion tensor. The dots define the calculation loca-
tions, while the solid lines represent the mean-flow pattern for the case of a solid cylinder.

The distortion tensor M is calculated following the approach proposed by Hunt [2]
but with a finer discretization of the calculation domain, which proved to yield a better
accuracy. A total of 380 values of r from r = 1.05 to r = 10 and 50 angular positions from
θ = 5π/6 to θ =π are considered, with a resolution ranging from 0.01 near the stagnation
point to 0.025 for r > 3 and 0.05 for r > 5 for the radial coordinate and a uniform resolu-
tion of about π/300 for the angular one. Therefore, the resulting grid consists of a total
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of 16500 points and is depicted in Figure 6.5 for 0 < r < 5.
The wavenumber domain used for the integration of M according to Equations (2.66)

and (2.67) must be truncated in order to ensure that all wavenumber components can
be adequately represented on the grid shown in Figure 6.5. The maximum value of the
non-dimensional streamwise wavenumber κ1 is set to 5. In addition, instabilities in the
energy spectra occur when κ1,κ2 > 1 and κ3 → 0. Hence, M is only calculated for nor-
malized wavenumbers greater than 0.001. Convergence tests showed that 25 values for
each component are sufficient, leading to a total of 15625 points.

Solid r = 1.01 r = 3.60

κ1 = κ2
(
Ωcn

11

)
max nmax λc

(
Ωcn

11

)
max nmax λc

0.1 −0.976+0.005i 1 3.25×105 −0.072+0.022i 1 4.48×102

1.0 −0.559+0.009i 1 1.82×104 0.160−0.091i 3 1.04×102

3.0 0.365−0.008i 1 2.68×103 −0.214+0.071i 3 3.88×101

10 0.001+0.290i 4 9.16×102 0.232+0.070i 5 1.23×101

Porous r = 1.01 r = 3.60

κ1 = κ2
(
Ωcn

11

)
max nmax λc

(
Ωcn

11

)
max nmax λc

0.1 −0.972−0.026i 1 4.44×103 −0.072+0.020i 1 4.49×102

1.0 −0.071−0.639i 2 3.49×102 0.160−0.089i 3 1.04×102

3.0 0.433+0.027i 1 2.98×102 −0.212+0.076i 3 3.87×101

10 0.300+0.018i 11 2.06×101 0.240+0.053i 5 1.23×101

Table 6.1: Properties of the Fourier series of Ωcn
11 for a solid (K? = 0) and porous (K? = 0.2) cylinder.(

Ωcn
11

)
max is the largest term of the series, nmax is the Fourier mode at which Ωcn

11 is maximum, and λc =∣∣∣(Ωcn
11

)
max

∣∣∣/
∣∣Ωc100

11

∣∣.
All the functions are calculated by means of routines implemented in MATLAB. The

integrations are performed through the Simpson’s rule, while the modified Bessel func-
tions are computed by means of standard subroutines with a tolerance of the order of
2×10−16. The Fourier series approach in Equation (6.17) requires Ω to be estimated for
0 < θ < π in order to determine Ωcn and Ωsn . The calculation is performed considering
1000 values of θ with regular spacings of π/500 and a δθ of π/100.

For the Fourier series decomposition, nmax is set to 100 in order to ensure an accurate
reconstruction of the original function. The convergence is evaluated by estimating the
ratio λc of the modulus of the largest Ωcn

11 in the series to the modulus of the last term.
Values of λc , evaluated at r = 1.01 and r = 3.6 for different wavenumbers, are reported in
Table 6.1 for K? = 0 (solid cylinder) and K? = 0.2 (porous cylinder). The table also shows
the values of the largest Ωcn

11 and the value of n at which Ωcn
11 is maximum. The chosen

locations and presented parameters allow for a direct comparison with the results listed
in Table 3 of the original paper of Hunt [2].

Conclusions similar to those of Hunt can be drawn in this case. For both cylinders,
λc decreases as the wavenumber increases as a consequence of the more rapid varia-
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tions in Ωcn
11 occurring over smaller distances. Likewise, the convergence is slower for

higher values of r due to the larger distance in the angular direction and leads to more
significant inaccuracies in the reconstruction of the function. However, the values of λc

are notably higher than those computed by Hunt [2] for every considered case and this
justifies the choice of an increased n, especially for κ1 = κ2 = 10.

Moreover, the comparison with the porous case exhibits two different trends. At
r = 1.01, the convergence for K? = 0.2 is considerably slower than that for the corre-
sponding solid case due to the additional terms in the velocity components of Equation
(6.8). Therefore, more Fourier series modes would be required to reach the same ac-
curacy in the reconstruction of Ωcn

11 as in the case of K? = 0. Yet, at least one order of
magnitude of difference is seen between

∣∣(Ωcn
11

)
max

∣∣ and
∣∣Ωc100

11

∣∣ in the most critical case
at κ1 = κ2 = 10, allowing for a satisfactory convergence in the computation of the tur-
bulent flow near the porous cylinder for high wavenumbers. At r = 3.60, the deviation
between solid and porous cases is negligible, hinting at an effect of porosity localized in
the proximity of the body surface. This trend is confirmed by the lines of constant ∆T

and by the results of the incident velocity spectra presented in Chapter 6.3.2.

6.2.6. ALGORITHM VALIDATION
The validation of the adopted methodology is carried out by comparing the RDT one-
dimensional velocity spectra with the experimental results of Britter et al. [15], who per-
formed velocity measurements on a circular cylinder placed downstream of square grids
that produced approximately homogeneous isotropic turbulence with different length
scales. The spectra are presented using the following scaling in order to avoid the de-
pendence on the parameter Lx /a:

Θ̂(x, y ;κ̂) = a

Lx
Θ(x, y ;κ); κ̂= Lx

a
κ. (6.27)

With this notation, the transition between energy-containing eddies and inertial sub-
range occurs at κ̂1 ≈ 1. Furthermore, it indicates that the lower the ratio of Lx /a that
is considered is, the higher the maximum κ1 that must be computed to have an accu-
rate description of the velocity field will be. This provides a limitation on the turbulence
scales calculated in the present analysis, which focuses on the case Lx > a. It is impor-
tant to point out that κ̂1 corresponds to a normalized frequency made dimensionless
by Lx and ū∞ throughout the flow. It effectively represents a convective wavenumber
only in the undisturbed flow, whereas, near the cylinder, it would be considered as a true
convective wavenumber if it were normalized with the local mean velocity.

The comparison between RDT calculations for an impermeable cylinder and data
taken at x = −4 and x = −1.2 along the stagnation streamline is shown in Figure 6.6.
These refer to three values of Lx /a, namely Lx /a = 9.09, Lx /a = 2.86, and Lx /a = 1.56.
The results are supplemented by the expressions computed through the von Kármán
model in Equation (2.68) that are meant to approximate the upstream spectra. The first
observation is that the measured undisturbed RDT spectra at x = −4 almost coincide
with the von Kármán model over the whole frequency range. This is related to the fact
that in the considered wavenumber range M reduces to the identity matrix at a location
sufficiently far from the cylinder surface.
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Figure 6.6: Comparison among the RDT spectra of streamwise (on the left) and upwash (on the right) veloc-
ity components, the measurements of Britter et al. [15] at two locations along the stagnation streamline for
different turbulence scales, and the von Kármán model. The velocity is normalized by u′∞.
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In the second place, while the agreement between experimental results and von Kár-
mán model is satisfactory for the streamwise component everywhere, the spectra of the
upwash velocity component exhibit a deviation in the low-frequency range. The present
trend has been already pointed out by Britter et al. [15] and Jackson et al. [16] and is due
to the finite ratio of the wind-tunnel width to the grid mesh size. However, the effect
of the aspect ratio is mainly significant in the low-frequency range and the von Kármán
model agrees with the measurements elsewhere.

Furthermore, at the most upstream location, the two velocity components exhibit
opposite evolutions for all the considered values of Lx /a. The streamwise velocity de-
creases, whereas the upwash component increases. This is a consequence of the energy
transfer that occurs between Θ̂11 and Θ̂22 due to the blocking effect of the imperme-
able body. The present trend is more pronounced for larger turbulence scales due to the
dominance of this turbulence-distortion mechanism for k À 1.

Comparing the RDT calculations with the experimental results leads to interesting
conclusions. For the streamwise velocity component, the agreement is generally better
for larger values of Lx /a, with the distorted spectra that show a comparable ∆Θ̂11 with
the upstream ones at lower κ̂1 and start converging at higher κ̂1. Yet, the overlapping
occurs at lower frequencies for the experimental results than for the RDT prediction.
The magnitude of this deviation increases with the decreasing value of Lx /a and can
be attributed to the truncation of the wavenumber domain at κ = [5,5,5]. This affects
the integration in Equation (2.66) and yields an energy deficit in the disturbed spectra
that modifies the slope with which they decay. Moreover, the deficit decreases for larger
turbulence scales with respect to the lower ones since higher values of Lx /a correspond
to augmented normalized frequencies according to Equation (6.27).

For the upwash velocity components, only a qualitative comparison can be carried
out due to the effect of the wind-tunnel width. Likewise, the RDT calculations and the
measurements feature analogous trends in terms of ∆Θ̂22 and frequency-dependence
behavior, with a better correspondence for larger values of Lx /a. In this case, the spectra
at x = −1.2 exhibit lower values than the upstream ones at higher frequencies and the
trade-off point moves towards lower κ̂1 with the decreasing turbulence scale.

6.3. RDT RESULTS IN PRESENCE OF POROSITY
The results of the RDT calculations describing the turbulent flow around a solid and
porous cylinder are presented by comparing the computations obtained with two values
of the normalized static permeability (namely K? = 0.1 and K? = 0.2) with the imperme-
able configuration.

6.3.1. MEAN FLOW DEFLECTION

The porosity alters the mean-flow field near the cylinder surface due to the flow pene-
tration. Figures 6.4a and 6.4b illustrate the mean-flow streamlines computed by the ve-
locity potential of Equation (6.6) and by the impedance boundary condition in Equation
(6.10) for K? = 0.1 and K? = 0.2, respectively. For both cases, the two approaches pro-
vide approximately the same flow pattern for x < 0, whereas increasing deviations occur
for x > 0. In particular, the streamline closest to the body exhibits the most significant
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Figure 6.7: Lines of constant ∆T for a solid (K? = 0) and porous cylinder characterized by different values of
static permeability.

difference between the two methods, probably due to the limitations of the impedance
boundary condition approach in effectively modeling the internal Darcy’s flow in the
rear part of the body. Moreover, the deviations increase with increasing K? since the
regularization procedure extends over a wider range of θ. In any case, the present re-
gion of interest is centered around the cylinder stagnation point, where the agreement
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between the two methods is satisfactory.

The altered deflection of the mean flow in the presence of porosity has an impact on
γ and, thereby, on ω. Indeed, the second term that appears in the mean-velocity field
expressed by Equation (6.8) affects γ11 and γ21, whereas the formulation of ∆T for the
porous case modifies γ12 and γ22. This last aspect is made evident in Figures 6.7a and
6.7b, which display lines of constant ∆T for a solid and porous cylinder with K? = 0.1
and K? = 0.2, respectively. In fact, the possibility of the incident velocity penetrating the
inner volume leads to a reduction in the time taken for a fluid particle to reach a point in
the vicinity of the body surface, which constitutes a reduced geometrical discontinuity
with respect to a solid wall. The deviation in ∆T is more evident in the proximity of the
stagnation region and reflects the trend of K in Figure 6.3a that features a local minimum
at θ = π. As expected, the effect of porosity is more pronounced in terms of amplitude
and extension in the case of K? = 0.2. In addition, the results for the solid cylinder closely
reproduce those shown in Figure 4 in the original paper of Hunt [2] and validate the
implementation of this function.

6.3.2. ONE-DIMENSIONAL SPECTRA

The modifications in the one-dimensional velocity spectra due to the presence of poros-
ity exhibit two opposite trends. Figure 6.8 illustrates the spectra of the streamwise and
upwash component of the turbulent velocity computed at x = −1.1 and θ = π (stagna-
tion streamline) for Lx /a = 9.09, Lx /a = 2.86, and Lx /a = 1.56. These are compared with
the undistorted spectra calculated at x = −5, which coincide for all the cylinder config-
urations. The velocity is made dimensionless by u′∞, while the results are presented on
a logarithmic scale in order to better visualize the deviations between solid and porous
cases.

The influence of porosity is seen to take place close to the cylinder surface and is
more significant for larger turbulence scales, as exemplified by the case Lx /a = 9.09.
The decrease in the streamwise component (Figure 6.8a, on the left) is attenuated in
the porous cases and the effect is mostly confined to low normalized frequencies. Simi-
larly, the upwash component (Figure 6.8a, on the right) exhibits lower values in the same
range. As expected, the deviation is higher for the case with the larger K?. However, at
high normalized frequencies, the porous spectra start diverging from the solid one and
this occurs at the intersection point with the undisturbed spectra. K? does not affect the
normalized frequency at which the deviation starts but alters the slope with which the
spectra diverge from the solid configuration.

Similar conclusions can be drawn for Lx /a = 2.86, although, in this case, the impact
of porosity is less pronounced in the low-frequency range for both streamwise (Figure
6.8b, on the left) and upwash (Figure 6.8b, on the right) velocity components. As already
pointed out in Chapter 6.2.6, the amplification in Θ̂22 due to the energy transfer is less
than for larger turbulent scales, and this yields a shift of the above-mentioned intersec-
tion point towards lower normalized frequencies. Likewise, the slope gets closer to that
of the undisturbed case for frequencies beyond the intersection point and the deviation
is more significant for K? = 0.2 than for K? = 0.1. The trends discussed above about the
effect of reducing the turbulence scales are still observed when further decreasing Lx /a
from 2.86 to 1.56, as seen in Figure 6.8c.
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Figure 6.8: Solid and porous (K? = 0.1 and 0.2) spectra of streamwise (on the left) and upwash (on the right)
velocity components computed at x =−1.1 and θ =π for different turbulence scales. The undisturbed spectra
are shown as opaque lines. The velocity is normalized by u′∞.
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Figure 6.9: Solid and porous (K? = 0.1 and 0.2) spectra of streamwise (on the left) and upwash (on the right)
velocity components computed at x = −1.1 and θ = 5π/6 for different turbulence scales. The undisturbed
spectra are shown as opaque lines. The velocity is normalized by u′∞.
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Additional remarks can be made when the velocity spectra are evaluated at an angu-
lar position slightly away from the stagnation point. Figure 6.9 presents the results of the
RDT calculations performed at θ = 5π/6. The first observation is that the attenuation in
Θ̂11 from the upstream values is less than that at θ = π, thereby mimicking the behavior
of the mean streamwise velocity. The second observation is that the impact of porosity
is reduced in the low-frequency range as a consequence of the trend of K illustrated in
Figure 6.3, which features values of the dimensionless porous parameter closer to zero at
θ = 5π/6. Interestingly, while for the upwash velocity component the same conclusions
as for the case at θ = π are drawn for the dependence of the energy attenuation on the
turbulence scale, a different trend is observed for the streamwise component. Indeed,
no substantial difference between solid and porous cases can be appreciated for Θ̂11 at
Lx /a = 9.09, whereas increasing deviations occur for Lx /a = 2.86 and Lx /a = 1.56. The
third observation is that the high-frequency deviation for the upwash velocity spectra
still occurs at the intersection point with the undisturbed ones but, notably, this phe-
nomenon extends also to the streamwise velocity spectra, which start diverging from
normalized frequencies that reduce with decreasing Lx /a. Likewise, the divergence is
more pronounced for the larger value of K?.

The trends seen in Figures 6.8 and 6.9 may be analyzed in terms of the velocity dis-
tortion tensors M (d) and M (s). When the scale of the incoming turbulence is large com-
pared with the characteristic length of the body, the possibility of the potential compo-
nent of the incident velocity penetrating the cylinder’s inner volume alters the blocking
effect of the surface and affects M (s). This phenomenon has an impact mostly on the
low-frequency range of the spectra and results in a damping of the turbulence distortion
and a reduction in the change of the streamwise and upwash velocity fluctuations near
the stagnation point. When Lx ≈ a or, in general, at high normalized frequencies, the
effect of the porosity on M (s) is limited and does not yield a significant alteration in the
turbulent velocity.

Nevertheless, the modification of the mean flow due to the porous surface indirectly
modifies M (d) and is responsible for the high-frequency deviation occurring in the one-
dimensional spectra at the intersection point with the undisturbed spectra. This trend
can be qualitatively explained by considering the evolution of a fluid line element ap-
proaching the cylinder along the stagnation streamline. As this is advected towards the
body by the mean flow, its lengths dl1, dl2, and dl3 undergo a change and so do the dif-
ferent components of the vorticity associated with the element [2]. In particular, dl1 is
compressed and dl2 is stretched due to the blockage effect of the obstacle, leading to an
attenuation of ω1 and an amplification of ω2, respectively, whereas no modification in
dl3 and, therefore, inω3 is expected1. The mitigation ofω1 and the invariance ofω3 will,
in turn, induce a reduction in the upwash component of the turbulent velocity that is lo-
calized in the high-frequency range of the spectrum, as mentioned in Chapter 6.2.4. The
present mechanism is weakened for the case of a porous cylinder and the decrease inΘ22

is lesser than that for the solid configuration. This is at the basis of the high-frequency
deviation in the one-dimensional spectra.

Figure 6.10 illustrates those effects through the evolution of |M (s)
11 |, |M (d)

11 |, |M (s)
22 |, and

1The vorticity field is solenoidal, i.e. ∇·ω= 0: a compression of the fluid element in one direction results in an
increase inω in the other directions.
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Figure 6.10: Evolution of the different components of M along the stagnation streamline computed for differ-
ent wavenumbers and for a solid (K? = 0) and porous (K? = 0.2) cylinder.

|M (d)
22 | along the stagnation streamline for a solid and porous cylinder characterized by

K? = 0.2. Two different wavenumber vectors are computed in this case: κ = [0.1,0.1,0.1]
and κ = [1,1,1]. For the former (Figure 6.10a), the distortion generated by M (d) can be
considered negligible and the porous surface has a substantial influence on M (s), the
magnitude of which is reduced in absolute terms. For the latter (Figure 6.10b), the two
turbulence-distortion mechanisms feature comparable values near the body and the
porosity alters both M (s) (yet, with less impact than for the lowest wavenumber ampli-
tude) and M (d).
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Figure 6.11: Solid and porous (K? = 0.1 and 0.2) variances of streamwise (on the left) and upwash (on the right)
velocity components computed along the stagnation streamline for different turbulence scales, and normal-
ized by their upstream values. The asymptotic case for Lx /a →∞ is also reported.
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6.3.3. VARIANCE ALONG THE STAGNATION STREAMLINE
The integration of the turbulent-velocity spectra of Figure 6.8 at each position of the
domain along the stagnation streamline allows for the evaluation of the variance of the
turbulent-velocity components. Figure 6.11 illustrates the square root of the normalized
variance of the streamwise and the upwash turbulent-velocity components for the solid
and the porous cylinders computed for different values of Lx /a. In addition, the asymp-
totic limit for Lx /a →∞ is plotted. Indeed, a closed-form expression of the RDT for this
case describing the fluctuating-velocity field around the body can be derived given the
mean-velocity field and its rate of change due to small alterations in the direction of the
incident flow. Following Bearman [17], the r.m.s. of the turbulent-velocity components
are then given by 

√
u2

1 =M (0)
11

√
u2
∞,1 +M (0)

12

√
u2
∞,2√

u2 =M (0)
21

√
u2
∞,1 +M (0)

22

√
u2
∞,2

(6.28)

with

M (0)
ij =

1− x2−y2

(x2+y2)2
2x y

(x2+y2)2

−2x y

(x2+y2)2 1+ x2−y2

(x2+y2)2

 . (6.29)

Along the stagnation streamline, Equations (6.28) and (6.29) reduce to√√√√√ u2
1

u2
∞,1

=
(
1− 1

x2

)
;

√√√√√ u2
2

u2
∞,2

=
(
1+ 1

x2

)
. (6.30)

The normalized variances for Lx /a = 9.09 (Figure 6.11a) are effectively approximated
by the asymptotic analysis for every configuration. Yet, the porous cases exhibit increas-
ingly higher values in the streamwise component and increasingly lower values in the
upwash component when the stagnation point is approached, reflecting the trend ob-
served in the one-dimensional spectra in Chapter 6.3.2. In particular, the maximum

deviation in u2
1 between solid and porous configurations occurs at the location nearest

to the cylinder and amounts to approximately 7.5% for K? = 0.1 and 15% for K? = 0.2,

whereas that in u2
2 amounts to approximately 5% for K? = 0.1 and 10% for K? = 0.2.

Furthermore, the reduction in the upwash velocity component is a result of the par-
tial compensation between low-frequency decrease and high-frequency increase due to
the porosity illustrated in Figures 6.8 and 6.9. This, in turn, can potentially trigger mitiga-
tion of the turbulence-interaction noise mechanism, as will be shown in the NACA-0024
airfoil case described in Chapter 6.3.4.

At Lx /a = 2.86 (Figure 6.11b), the normalized variances deviate farther away from the
asymptotic behavior, while the effect of the porosity is reduced. Indeed, the maximum

deviation in u2
1 decreases to about 6% and 12.5% for K? = 0.1 and K? = 0.2, respectively,

whereas that in u2
2 decreases to about 3% and 5.5% for K? = 0.1 and 0.2, respectively. The

present trend is further accentuated at Lx /a = 1.56 (Figure 6.11c), for which the stream-
wise velocity component remains unaltered up to x = −2 and then drops to zero in the
vicinity of the cylinder surface. Only marginal differences can be observed between solid
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and both porous configurations in this case, amounting to approximately 5% and 10%
for K? = 0.1 and K? = 0.2, respectively.

Conversely, the normalized variances of the upwash velocity component almost co-
incide for all the considered cases as a result of the compensation between the two op-
posite turbulence-distortion mechanisms that occur when Lx ≈ a. Moreover, the de-
creased amplification in the one-dimensional spectra for the solid configuration, already

discussed in Chapter 6.3.2, is reflected in lower u2
2 near the cylinder surface. This is

in agreement with the asymptotic analysis for small-scale turbulence [2, 17, 18], which
shows that for Lx ¿ a the upwash component of the turbulent velocity undergoes re-
duction when the stagnation point is approached due to the fast pile-up of vortex lines
of opposite signs occurring at high wavenumbers.

6.3.4. APPLICATION CASE: POROUS NACA-0024 AIRFOIL

The modeling of the porous NACA-0024 profile case is based on the design introduced
in Chapter 3.3 that is considered for the integration of the melamine foam in its inner
volume. As seen in Chapter 5.4, the presence of the permeable exoskeleton allows for
an alteration of the velocity fluctuations and has a limited impact on the mean-velocity
field in the stagnation region, preserving the potential effect of the body. This makes
it possible to model the porous airfoil by imposing the same deviation in mean flow
produced by the solid configuration and applying the impedance boundary condition
(6.11). In this case, the porous parameter is tuned considering (i) the static permeabil-
ity of the melamine foam, k0 = 1.410×10−9 m2 (see Chapter 3.4), which is assumed to
be homogeneous, (ii) the leading-edge radius, a = rLE = 0.01m, and (iii) the mean-flow
speed downstream of the cylindrical rod, U∞ = 23ms−1, resulting in K? ≈ 0.22 (see Fig-
ure 5.5a). This value still makes it possible to neglect the higher-order terms in Equation
(6.11).

Figure 6.12 depicts the one-dimensional spectra of the upwash velocity component
computed at x = −1.05 for Lx /a = 4.2 (see Chapter 5.4). These are compared with the
power spectra for the solid and the porous airfoil configuration of Figure 5.13d. Indeed,
at this location near the surface, the fluctuations of the upwash velocity dominate over
those of the streamwise velocity and the hot-wire probe is sensitive only to the former
component. The spectra exhibit a relative agreement with the measurements in the fre-
quency range at which the porosity has an impact, highlighting the key role played by
the altered blocking effect of the porous airfoil in the low-frequency mitigation of Θ̂22. A
reduction of approximately 1.5dB can be observed up to about the transition between
energy-containing eddies and inertial subrange at κ̂1 ≈ 1 in the RDT calculations. Be-
yond this wavenumber, the solid and porous spectra start gradually converging and the
influence of porosity on the flow field diminishes.

The experimental results feature the same trend and the same ∆Θ̂22 at low normal-
ized frequencies, although the turbulence downstream of the rod does not meet the con-
dition of homogeneity and isotropy assumed by the theory. This suggests that the rela-
tive alterations in turbulence distortion due to porosity are independent of the nature
of the upstream flow. However, deviations occur in correspondence with the frequency
peak related to the vortex shedding in the wake of the upstream circular rod, which is
not modeled in the present case. Interestingly, the reduction in Θ̂22 around the afore-
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Figure 6.12: On the left, the solid and porous (K? = 0.22) spectra of the upwash velocity component computed
at x = −1.05 for Lx /a = 4.2. The RDT calculations are compared with the hot-wire anemometry measure-
ments presented in Figure 5.13d. On the right, the solid and porous (K? = 0.22) normalized variances of the
streamwise and upwash velocity components computed along the stagnation streamline for Lx /a = 4.2.

mentioned peak is more pronounced in the measurements, probably due to the better
hydrodynamic absorption of the large turbulent eddies shed by the circular rod. Since
the vortex shedding mostly affects the upwash turbulent-velocity component, a better
agreement is expected for the streamwise component in general. In addition, the RDT
calculations approximate well the experimental results in the inertial subrange but ex-
hibit an underprediction at high normalized frequencies. This could be related to the
truncation of the wavenumber domain that has already been addressed in Chapter 6.2.6.
An extension of the computed wavenumber range would most likely lead to a more ac-
curate description of the turbulent-velocity field in this region. Moreover, the presence
of the exoskeleton is expected to have an effect also at lower normalized frequencies,
as suggested by the PIV measurements in Chapter 5.4, that is not accounted for in the
model.

Figure 6.12 also illustrates the variance of turbulent velocities computed along the
stagnation streamline for both solid and porous cylinder configurations. Trends analo-
gous to the case Lx /a = 9.09 can be observed in this instance, even though the mitigation
of the velocity fluctuations is stronger than the one that would be present without the ex-
oskeleton due to the absence of the high-frequency amplification previously discussed.

In particular, both an increase in u2
1 and decrease in u2

2 amount to approximately 12%.
Likewise, the predictions qualitatively agree with the conclusions drawn by the investi-
gation of the measured turbulent-velocity fluctuations (Figure 5.5b) and of the LES (Fig-
ures 5.8). Nevertheless, the porous RDT model described in this work is not suitable for
providing a quantitative estimation of the evolution of the r.m.s. of the velocity fluctua-
tions along the stagnation streamline in the case of a wing profile. Indeed, the potential
flow around a circular cylinder starts to increasingly differ from that around the airfoil
moving away from the leading edge and the inflow distortion is no longer representative
of the considered test case. The use of the actual potential solution for the wing profile
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could possibly tackle this problem. In addition, the inhomogeneity and anisotropy of the
incoming turbulence given by the presence of the vortex shedding are believed to alter
the variation of the variances from their upstream values.

6.4. OVERVIEW AND CONCLUDING REMARKS
Detailed RDT calculations are performed to predict the distortion of the homogeneous
isotropic turbulent flow approaching a porous cylinder characterized by a constant static
permeability. The porous treatment is modeled as an impedance boundary condition
applied to the potential component of the velocity and linked to the physical static per-
meability of the material. Two distortion mechanisms are addressed: the blocking of
turbulent fluctuations by the pressure of the body and the distortion of the vorticity field
by the mean flow. The RDT implementation is validated by comparing the results com-
puted for an impermeable cylinder with published turbulence-distortion measurements
taken at different locations along the stagnation streamline. Three ratios of the turbu-
lence streamwise integral length scale Lx to the cylinder radius a are investigated under
the condition Lx /a > 1.

One-dimensional spectra at two polar locations close to the surface and normal-
ized variances of the streamwise and upwash velocity components along the stagnation
streamline are computed for solid and porous cylinder configurations. Two values of
static permeability are considered in order to analyze the influence of this parameter.
The results show that the porosity affects the incoming turbulence distortion near the
stagnation point in two ways. First, it reduces the blocking effect of the body, which
leads to an attenuation of the transfer of energy from the streamwise to the upwash
components at low normalized frequencies. Second, the vorticity deformation by the
altered mean flow results in an amplification of the upwash velocity component at high
normalized frequencies. As expected, the impact of porosity increases with its static
permeability, resulting in a stronger low-frequency attenuation and a more significant
high-frequency deviation. Moreover, the former effect is more pronounced for large tur-
bulence scales, while the latter concerns the smaller ones. This influences the evolution
of the fluctuating velocity components along the stagnation streamline. In particular,
for Lx À a, the variation in the turbulent-velocity fluctuations turns out to be damp-
ened moving towards the stagnation point as a consequence of the dominance of the
blocking effect over the vorticity field distortion. Conversely, for Lx ≈ a, the two effects
approximately compensate each other, resulting in no notable difference between the
different configurations. Furthermore, at angular positions slightly away from the stag-
nation point, the penetration of the flow into the inner volume of the cylinder decreases
due to the lower mean pressure exerted by the surface, which further reduces the effect
of porosity.

Finally, the porous RDT model is employed to analyze the distortion of turbulence
as it approaches the stagnation region of the porous NACA-0024 profile immersed in
the turbulent wake shed by the upstream circular rod. The model is based on the con-
clusions drawn from the experimental campaign and considers the static permeability
of the melamine foam, the upstream mean velocity and the streamwise integral length
scale measured by the hot-wire anemometer, and the assumption that the potential ef-
fect of the solid airfoil in the stagnation region is preserved in the porous case due to the
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presence of the exoskeleton. The analytical predictions are shown to be in satisfactory
relative agreement with the velocity measurements, although the vortex shedding is not
accounted for in the prediction. The frequency range at which the porosity has an im-
pact on the velocity fluctuations appears to be independent of the homogeneity and the
isotropy of the incoming turbulence. Moreover, the assumed conservation of the poten-
tial effect of the airfoil ensured by the presence of the permeable exoskeleton yields more
efficient damping of the turbulent-velocity variation in the stagnation region due to the
absence of the high-frequency deviation in the one-dimensional spectra. Nonetheless,
this component is expected to have an influence on the turbulent-velocity spectrum also
at lower normalized frequencies, as suggested by the PIV measurements. The present as-
pect is not taken into consideration in the theory.

The results detailed above support a scenario in which the damping of the distor-
tion of incoming turbulence is a plausible explanation for the noise reduction that is
observed experimentally and from scale-resolved simulations. Indeed, it appears that
an attenuation of the incoming turbulence distortion leads to a smaller variation of the
inertia of the turbulent structures interacting with the airfoil and, thereby, to a less ef-
ficient conversion of their kinetic energy into sound waves. The present evidence is in
line with the outcome of the acoustic far-field measurements outlined in Chapter 4.4 and
reported in Figure 4.19, which feature a noise-abatement trend similar to the one with
which Θ̂22 is reduced by porosity. Specifically, the most appreciable decrease occurs at
low normalized frequencies, while the spectra gradually converge with increasing κ̂1.

In addition, the possibility of reducing the high-frequency amplification shown in
this analysis for the case Lx /a > 1 represents a potential indication for a porous treat-
ment design that efficiently dampens the turbulent-velocity fluctuations while main-
taining the integrity of the wing profile. Indeed, preserving the mean-flow field around
the airfoil can be beneficial for limiting the possible degradation in the aerodynamic
performance caused by the porous surface. The present theory is therefore suitable for
modeling such a configuration and provides a simple method to predict the turbulent-
velocity field in the stagnation region of a porous wing profile that could be employed
for the pre-design of permeable leading-edge inserts as passive noise-mitigation treat-
ments.
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7
CONCLUSIONS AND PERSPECTIVES

Life is like riding a bicycle.
To keep your balance you must keep moving.

Albert Einstein

7.1. OVERVIEW AND DISCUSSION
An extensive study on airfoil-turbulence interaction noise reduction by means of poros-
ity is carried out in this research project. The main conclusions are summarized accord-
ing to the three research objectives stated in Chapter 1 in order to estimate to what extent
these have been achieved.

1. Perform detailed experiments to characterize the alterations in the distortion
of turbulence interacting with the airfoil due to porosity and the corresponding
noise attenuation

An innovative design for the manufacturing of a porous NACA-0024 profile
integrated with melamine foam is proposed to experimentally investigate the
turbulence-interaction noise reduction achievable with this technology. The
porous parameters defining the foam and its sound-absorbing behavior are es-
timated by means of impedance tube measurements (see Chapter 3). The air-
foils are tested in a rod-airfoil configuration at rod-based Reynolds numbers of
Red = 2.7×104, Red = 4.1×104, and Red = 5.4×104.

The far-field acoustic measurements results (see Chapter 4) show that the pres-
ence of porosity in the wing-profile structure is effective in mitigating noise up
to 2dB for 0.18 < St < 1, particularly in correspondence with the vortex-shedding
frequency peak, but at the same time leads to pronounced noise regeneration at
higher frequencies. The flow field around the airfoils is subsequently investigated
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in order to study the origin of the noise reduction (see Chapter 5). The main ef-
fect of the porous treatment is found to be the damping of the variation of velocity
fluctuations from their upstream, undistorted values. In particular, the increase
in the r.m.s. of the upwash velocity fluctuations experienced by the solid airfoil
in the immediate vicinity of the leading edge is notably attenuated in the porous
case, resulting in a decrease of the TKE in the stagnation region. Porosity has an
influence on the turbulent-velocity PSDs mainly at low frequencies on the large-
scale structures. In addition, the vortex-shedding frequency peak in the PSDs of
the streamwise velocity fluctuations close to the airfoil surface is found to be sup-
pressed due to the porous treatment.

In view of the above, it can be concluded that the flow penetration through the
pores of the melamine foam in the porous airfoil softens the distortion of the large
turbulent eddies caused by the presence of the body. This may play a role in the
corresponding leading-edge noise reduction, as supported by the results of the
acoustic measurements that indicate that the most appreciable noise attenuation
is achieved in correspondence with the vortex-shedding frequency peak. This hy-
pothesis for explaining the role of porosity in the turbulence-interaction noise mit-
igation has been already formed in the past, but, to the author’s knowledge, no
experimental evidence of it has ever been provided for a relatively thick airfoil.

2. Implement an accurate and robust acoustic beamforming technique for the lo-
calization and quantification of the noise sources generated by the impinge-
ment of a turbulent flow on a wing profile

An innovative implementation of the GIBF algorithm is proposed (see Chapter 4).
The method is based on an automated procedure for the determination of the
regularization parameters involved in the L 1 norm minimization problem. This
strategy constitutes an original contribution to the scientific community.

The performance of the technique is investigated through the processing of exper-
imental benchmark datasets that are relevant for aeroacoustic applications (see
Chapter 4). In particular, the capability of the method to correctly reconstruct and
quantify distributed sound sources is evaluated by means of trailing-edge noise
measurements conducted on a wing profile immersed in a clean flow. In this
case, GIBF is compared with other advanced beamforming techniques, showing
improvements in the localization of the distributed noise sources and compara-
ble trends in the corresponding integrated noise spectra. The accuracy and vari-
ability of the algorithm are assessed by analyzing the broadband signal emitted
by one speaker at different SNRs with respect to the background noise and in-
coherent broadband signals emitted by two closely–located speakers at different
relative volumes. The results indicate that GIBF is able to successfully retrieve
the sound-pressure level of the synthetic signals with errors generally below 0.7dB
even in the most challenging conditions, i.e. in the case of a negative SNR or below
the Rayleigh resolution limit frequency. Furthermore, the algorithm achieves high
performance in terms of repeatability, with standard deviations of the integrated
spectra over 10 acquisitions comparable with those of the microphones of the ar-
ray. This study validates the algorithm implementation and makes GIBF a suit-
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able post-processing technique for the evaluation of airfoil turbulence-interaction
noise and other relevant aeroacoustic applications.

3. Develop an analytical model based on the RDT to predict the turbulent flow
around a porous bluff body and apply it to interpret the experimental results
of the turbulence distortion in the vicinity of the airfoil

A theoretical RDT-based model for the calculation of the homogeneous isotropic
turbulent flow around a porous cylinder with a constant static permeability is pro-
posed (see Chapter 6). The algorithm’s implementation is successfully validated by
comparing the results computed for a solid cylinder with published velocity mea-
surements. Three ratios of the turbulence streamwise integral length scale Lx to
the cylinder radius a are investigated under the condition Lx /a > 1.

Results show that the presence of the porous surface affects the incoming turbu-
lence distortion near the stagnation point by reducing the blocking effect of the
body. This yields an attenuation of the transfer of energy from the streamwise
to the upwash components at low normalized frequencies. Moreover, the mean
flow around the cylinder is altered by porosity, resulting in the deformation of
the vorticity field that leads to an amplification in the one-dimensional spectra
of the upwash velocity component at high normalized frequencies. The impact of
porosity increases with its static permeability, leading to a stronger low-frequency
attenuation and a more significant high-frequency deviation. Furthermore, the
turbulence-distortion mechanisms are strongly dependent on the considered tur-
bulence scale and this influences the evolution of the fluctuating-velocity compo-
nents in the stagnation region. For Lx À a, the attenuated blockage effect of the
body dominates over the vorticity deformation, whereas for Lx ≈ a the two effects
approximately compensate each other.

The porous RDT model is subsequently adapted to predict the turbulence distor-
tion in the vicinity of the porous NACA-0024 airfoil installed in the rod-airfoil con-
figuration. The RDT computations show satisfactory relative agreement with the
velocity measurements, suggesting that the frequency range at which the porosity
has an impact on the velocity fluctuations may be considered independent of the
homogeneity and isotropy of the incoming turbulence. According to the calcula-
tions, the presence of the exoskeleton can reduce the alterations in vorticity dis-
tortion caused by the mean flow and the consequent high-frequency deviation in
the one-dimensional spectra, resulting in more efficient damping of the turbulent-
velocity variation in the stagnation region.

In conclusion, the model proposed in this work represents an original contribu-
tion that adapts the theoretical framework first developed by Hunt in order to ac-
count for a porous bluff body. It provides a deeper understanding of the physical
mechanisms involved in the turbulence-interaction noise reduction by means of
porosity and represents a potential pre-design tool for the development of inno-
vative noise-mitigation techniques. In addition, it constitutes a possible basis for
the formulation of novel semi-analytical methods for the prediction of the leading-
edge noise produced by porous wing profiles. The latter possibility would certainly
provide a contribution that the aeroacoustic community can benefit from.
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7.2. OPEN QUESTIONS AND FUTURE WORK
This section aims to present some recommendations for future works following the main
results of the thesis.

• The localization and quantification of the leading-edge noise sources by means of
the GIBF algorithm could be further improved by designing a three-dimensional
scanning grid situated on the surface of the airfoil and by considering a dipole-like
sound propagation model for the Green’s function.

• An extensive experimental investigation of the flow-field alterations caused by
porosity is described in the manuscript for a thick NACA-0024 profile installed in a
rod-airfoil configuration. New interesting insights would possibly be gained if the
experiments would include a thinner airfoil or different upstream turbulent-flow
conditions, i.e employing a turbulence grid. The latter modification would also
allow for a more quantitative comparison with the porous RDT calculations.
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Figure 7.1: PSD of the wall-normal turbulent velocity (on the left) and wall-pressure fluctuations (on the right)
for the solid (solid red lines) and porous case (dashed blue lines) extracted by the LES at x/rLE = 0.34 and
y/rLE = 0.79. The reference is 1m2 s−1 for the velocity spectra and 1Pa2 s−1 for the pressure spectra.

• The connection between the attenuated turbulence distortion and the reduced
noise achieved by the porous treatment has still to be clarified and verified. This
objective could be pursued by comparing the pressure fluctuations on the surface
of the solid and porous airfoils from numerical simulations. Preliminary results
from the LES data processed in the thesis suggest that porosity induces mitigation
in the PSD of the wall-pressure fluctuations p ′ in a frequency range similar to the
reduction occurring in the PSD of the wall-normal turbulent velocity V ′ evaluated
near the surface. This correspondence appears to confirm the above-mentioned
link. An example of the present trend is illustrated in Figure 7.1. Furthermore, such
an approach would make it possible to evaluate the monopole-like and dipole-like
sources related to the transpiration velocity and Reynolds stresses at the porous
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body surface following Curle’s analogy. To the author’s knowledge, no studies in-
volving this kind of investigation are reported in the literature.

• The porous RDT model proposed in this thesis can be refined by imposing a proper
impedance boundary condition for the turbulent stream function in order to relax
the assumption of a negligible vortical velocity component at the surface. More-
over, the implementation of a more accurate procedure for describing the porous
medium, e.g. based on the JCAL model, would be beneficial for a comparison with
the experiments. At the moment, the only parameter involved in the definition of
the properties of the material is the static air-flow resistivity, which plays the most
important role in the noise-mitigation performance achievable with the treatment
but is not sufficient to fully characterize the porous medium. Finally, the theory is
formulated for homogeneous isotropic turbulence. The RDT has already been ex-
tended in literature for taking into account different inflow turbulence. Such an
extension could be applied also to the present case.

• The RDT calculations performed in this study for a circular cylinder need to be
validated. There is therefore a strong need for detailed velocity measurements of
the distortion experienced by turbulence in the interaction with a porous bluff
body. The ideal experimental campaign would feature PIV measurements of a
grid-generated turbulent flow around a cylinder characterized by constant static
air-flow resistivity. This would make it possible to perform a quantitative compar-
ison between RDT calculations and experiments.

• The porous RDT model should be implemented in Amiet’s theory to explore the
possibility of predicting the reduction in airfoil-turbulence interaction noise due
to porosity. The use of a new (or existing) experimental dataset featuring far-field
acoustic measurements of solid and porous wing profiles impinged by homoge-
neous isotropic turbulence would be also required for validation purposes.





A
APPENDIX A - INSTRUMENTATION

OF JAFAR FACILITY

This appendix presents the experimental setup designed for the flow-velocity measure-
ments that are performed in the VKI JAFAR facility by means of hot-wire anemometry.

A.1. FLOW-VELOCITY DETERMINATION PROCEDURE

Figure A.1: Experimental setup installed in the JAFAR facility for the determination of the flow velocity and
calibration of the hot-wire anemometry methodology. The direction of the flow is denoted by the arrow.

Figure A.1 illustrates the experimental apparatus that equips the wind tunnel in the
JAFAR facility. A pressure port and Type E (NiCr - CuNi) thermocouple are installed in
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the inner surface of the jet to measure the static wall-pressure Ps and flow temperature
T , respectively. The port is connected to the positive terminal of a Validyne DP15 differ-
ential pressure transducer, the negative terminal measuring the atmospheric pressure.
The transducer is calibrated by means of a Betz-type water manometer, while the ther-
mocouple is calibrated in an oil bath.

For a preliminary estimation of the wind-tunnel mean-flow velocity, a Prandtl probe
is located in the potential core of the jet. The total-pressure and static-pressure ports of
the probe communicate with the positive and negative terminals of a second Validyne
DP15 differential pressure transducer, respectively, making it possible to directly mea-
sure the dynamic pressure Pd of the flow and, thereby, the flow speed according to the re-
lation U∞ = (2Pd /ρ0)0.5. The two Validyne transducers and thermocouple are connected
to the same NI cDAQ 9234 card employed for the hot-wire anemometry measurements
(see Chapter 3.5.1). In this way, the simultaneous acquisition of the different parameters
characterizing the flow field as well as the flow velocity can be performed. Figure A.2
shows the time signals of the gauge static-pressure and temperature of the flow over a
period of 20min from the instant in which the flow reaches the nominal dynamic pres-
sure. Interestingly, the temperature signal features a significant variation over the time
period, with a sudden initial reduction up to approximately 16° and a more gradual in-
crease afterward. This trend can be explained by the difference in temperature existing
between the tank where the pressurized air is stored and the anechoic chamber. Indeed,
the thermocouple is initially cooled down by the colder air that flows through the wind
tunnel. Subsequently, the flow temperature starts gradually increasing until the thermal
balance in the chamber is restored.
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Figure A.2: Simultaneous time signals recorded by the transducers installed in the inner surface of the wind
tunnel. t = 0s corresponds to the instant in which the flow reaches the desired dynamic pressure.

When the hot-wire L-shaped probe in the traverse system described in Chapter 3.5.1
is employed for the qualification of the nozzle flow, a different procedure for the deter-
mination of the mean-flow speed has to be considered. Indeed, the Prandtl probe con-
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stitutes an intrusive measurement technique that interferes with the automatic move-
ment of the anemometer. One possible way to tackle this problem is to calibrate the
static pressure signal in the jet with the dynamic pressure signal of the Prandtl probe for
different mean-flow velocities. The calibration of the facility is performed daily during
the in-situ calibration of the hot-wire probe using an ad-hoc routine implemented in the
commercial software LabVIEW by NI. The relation between the two pressures is expected
to be linear, i.e. a first-order polynomial curve is used to fit the data points. An example of
the present procedure is reported in Figure A.3a, while the resulting mean-flow velocity
is depicted in Figure A.3b. As expected, the trend of the velocity matches with that of the
static pressure in Figure A.2a and exhibits a mean value close to the desired flow speed
U∞ = 30ms−1, standard deviation of σ= 0.08ms−1, and maximum deviation of ±1.4%.
The same calibration procedure is adopted also to estimate and monitor the mean-flow
velocity during the measurements with rod and airfoil.
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(a) Calibration curve between static pressure Ps in the inter-
nal wall of the jet and dynamic pressure Pd of the Prandtl
probe.

(b) Time signal of the mean-flow velocity measurement. The
dashed line indicates the time average of the velocity, while
the gray area is determined by its standard deviation σ.

Figure A.3: Calibration procedure for the estimation of the mean flow velocity.

A.2. HOT-WIRE CALIBRATION AND TEMPERATURE EFFECT
The in-situ static calibration of the hot-wire probe is performed by comparing the ac-
quired hot-wire Wheatstone bridge imbalanced voltage Ew with the velocity measured
by the Prandtl probe for different flow speeds. The data are then fitted using a third-order
polynomial curve by a routine implemented in LabVIEW.

One important aspect that requires attention during the calibration procedure to
avoid inconsistent results on flow-velocity measurements is the temperature-drift effect.
As seen in Figure A.2b, the air flow is subjected to a significant temperature variation
that can have a substantial effect on Ew . This motivates the use of a temperature com-
pensation model like that proposed by Bruun [1], which consists of defining a reference
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temperature at which the imbalanced voltage measured by the anemometer has to be
referred to. The model is given by the equation

Ew,ref = Ew

(
Tw −Ta,ref

Tw −Ta

)0.5

, (A.1)

where Ew,ref is the reference voltage, Tw is the temperature of the wire, Ta is the flow
temperature, and Ta,ref is the ambient reference temperature, whose choice is arbitrary.
In the experimental campaigns performed in this work, Ta,ref is determined as the aver-
age value of the flow temperatures acquired during the static calibration procedure. A
possible way to estimate Tw is to measure the imbalanced voltages Ew,1 and Ew,2 cor-
responding to one flow speed at two different flow temperatures Ta,1 and Ta,2. It then
follows from Equation (A.1) that [1]

Tw =
E 2

w,1Ta,2 −E 2
w,2Ta,1

E 2
w,1 −E 2

w,2

. (A.2)

The present method delivers accurate results only if the temperature difference between
Ta,1 and Ta,2 is such to have substantial variations in the imbalanced voltage acquired by
the hot-wire probe. The significant temperature variations occurring in the first minutes
of operation of the facility (see Figure A.2b) makes it possible to apply this technique.

A.3. HOT-WIRE STATISTICAL UNCERTAINTY
Statistical uncertainties arise from random fluctuations occurring during a measure-
ment. These tend to average to zero when a large number of samples is considered.
It is possible to estimate the statistical uncertainty on the mean velocity Ū measured by
the hot-wire anemometer by considering a standard normal distribution as [2]

Ū −εCL
σUp

N
< Ū < Ū +εCL

σUp
N

, (A.3)

where σU is the standard deviation of the dataset, N the number of samples, and εCL

can be chosen according to the standard distribution in order to determine the desired
confidence level αCL. For a αCL = 97.5%, ε= 1.96.

Conversely, the statistical uncertainty for the r.m.s. of the velocity fluctuations U ′ can
be calculated through the Chi-square distribution as [2]√√√√ (N −1)σ2

U

χ2
N−1,αCL/2

<U ′ <
√√√√ (N −1)σ2

U

χ2
N−1,1−αCL/2

. (A.4)

Equations (A.3) and (A.4) are employed to assess the random error in the qualification of
the nozzle flow described in the following section and in the flow-field characterization
presented in Chapter 5.

A.4. EXTENDED NOZZLE-FLOW QUALIFICATION
The flow-nozzle qualification of the wind tunnel in the JAFAR facility is performed at two
different heights with reference to the coordinate system shown in Figure 3.3a, namely
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at x/d = −10.65 (0.001m downstream of the nozzle exit) and x/d = −5 (0.100m down-
stream of the cylindrical rod). As already mentioned in Chapter 3.5.1, the results of the
qualification are used as inputs for the LES described in [3].

(a) Mean-velocity profile. (b) Turbulence-intensity profile.

Figure A.4: Velocity map measured at the nozzle exit in presence of side-plates. The solid lines indicate the
nozzle-exit position, while the dots denote the hot-wire measurements positions. The mean and fluctuating
velocities are normalized by the free-stream velocity U∞ = 30ms−1, while the axis by the wind-tunnel width l
and span s.

The measurement-point distribution designed for the characterization covers a two-
dimensional area in the y z-plane and features a higher refinement at regions where
larger velocity gradients are expected, i.e. in correspondence with the shear layer of the
jet. A total of 250 points are considered per each map. The measurement sequence is
designed accounting for the speed of the brushless DC electric motors moving the probe
with the aim of minimizing the overall acquisition time.

Figures A.4a and A.4b show the mean-velocity map and turbulence-intensity map
with the hot-wire probe located at the nozzle exit, respectively. Only the side plates
are installed in this configuration, which is denoted as free-jet. The same conclusions
drawn from Figure 3.11, which has been generated by extracting the data of these maps
at x/s = 0, can be extended also in the spanwise direction. In particular, the mean veloc-
ity is found to be uniform within most part of the nozzle-exit area, with a slight increase
occurring in proximity to the outlet nozzle edges, while the turbulence intensity is gen-
erally below 0.5% in the potential core of the jet.

The same uniformity is observed also at x/d =−5 in the free-jet configuration (Figure
A.5). In this case, the mean-flow velocity amounts to the nominal value of U∞ for most
of the nozzle-exit area. The expansion of the flow mixing layer is indicated by a more
gradual transition of the mean velocity from the potential core of the jet to the zero-
velocity region. This area is characterized by an increase in turbulence intensity up to
18%.

Finally, the presence of the rod in the configuration (Figure A.6) affects the velocity
field in a region comparable to the surface swept by the cylinder, resulting in a 30% re-
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(a) Mean-velocity profile. (b) Turbulence-intensity profile.

Figure A.5: Velocity map measured at x/d = −5 in presence of side-plates and in absence of the rod. The
solid lines indicate the nozzle-exit position, while the dots denote the hot-wire measurements positions. The
mean and fluctuating velocities are normalized by the free-stream velocity U∞ = 30ms−1, while the axis by
the wind-tunnel width l and span s.

(a) Mean-velocity profile. (b) Turbulence-intensity profile.

Figure A.6: Velocity map measured at x/d =−5 in presence of side-plates and rod. The solid lines indicate the
nozzle-exit position and rod, while the dots denote the hot-wire measurements positions. The mean and fluc-
tuating velocities are normalized by the free-stream velocity U∞ = 30ms−1, corresponding to Red = 4.1×104,
while the axis by the wind-tunnel width l and span s.

duction in the mean-flow velocity and a significant increase in the turbulence intensity
(up to U ′/U∞ = 30%) due to the vortex shedding. These trends are also found in the
mean-velocity and turbulence-intensity profiles along the stagnation streamline shown
in Figure 5.5.
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B
APPENDIX B - POROUS LINER

CONFIGURATION

In this appendix, the effects of the flow on the transmission and reflection of the sound
waves in the different layers of the porous NACA-0024 airfoil are investigated considering
a liner configuration. The present measurements, conducted at LAUM in collaboration
with T. Humbert, provide an additional test case for the calibration of the porous model
implemented by Satcunanathan et al. [2] in their direct hybrid LES/CAA method.

B.1. EXPERIMENTAL SETUP

Figure B.1: Schematic of the melamine foam sample flush-mounted on the wind tunnel wall. The distances
are expressed in mm.

Parts of this appendix are included in [1].
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A sketch of the setup considered for the investigation is shown in Figure B.1. The
melamine foam sample is cut in the form of a 0.200m×0.100m rectangular plate with a
thickness of 15.5mm and flush-mounted in a metallic box, forming a liner configuration
that is placed in a rectangular duct with a 0.400m×0.500m cross-section [3]. The box
is situated in the central part of the wind tunnel and is held in position by a series of
metallic bars having the same thickness as the plate. This setup allows for the acoustic
propagation of sound waves in the duct superimposed to a grazing flow over the acoustic
liner. A picture of the facility is shown in Figure B.2, while further information about the
wind tunnel is provided in [4].

Figure B.2: Facility at LAUM for the determination of the anechoic-transmission and anechoic-reflection coef-
ficients of the melamine foam sample installed in a liner configuration. Credits: T. Humbert.

The tunnel is equipped with anechoic terminations in order to avoid acoustic reflec-
tion. Two 1/4" 4938-A-011 pressure field Brüel & Kjær microphones are flush-mounted
in the hard wall at each side of the liner test section. An acoustical source generated
by two compression chambers Beyma CP850Nd is located upstream of the sample and
emits a logarithmic-swept sine signal over the frequency range of 100Hz–4.3kHz with a
frequency increment of 5Hz. Its position can be modified in order to invert the direction
of the sound propagation in relation to the position of the sample. The signal is acquired
by means of an Agilent VXI 1432, which drives the excitation of the sound source syn-
chronously with the microphone recording. The amplitude of the signal is automatically
tuned to provide constant pressure, independently of the frequency, on the microphone
that is situated in front of the transition between duct wall and porous material, i.e. on
the upstream side of the liner test section when the upstream source is on (and vice versa
with the downstream side).

The experimental test is conducted in the absence of flow and with a mean-flow
speed of approximately U∞ = 30ms−1. In the latter case, the flow goes from the right
to the left of the tunnel. The comparison of the signals recorded by the upstream mi-
crophones with those downstream of the sample leads to the estimation of the anechoic
transmission and anechoic reflection, as shown by Equation (3.10).
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B.2. TRANSMISSION AND REFLECTION COEFFICIENTS
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Figure B.3: Transmission and reflection coefficients for the two loudspeaker positions and for U∞ = 0ms−1.
The superscripts + and − indicate concordance and discordance with the direction of the flow, respectively.

In Figures B.3 and B.4, the absolute values of the anechoic transmission and re-
flection coefficients over the frequency for the two different positions of the acoustical
source and for the two flow velocities are shown. In the present configuration, the in-
coming plane acoustic waves are diffracted at the edge of the sample and can penetrate
the porous medium, in which they get attenuated. In addition, waves are reflected at
both ends of the box containing the porous sample, where a standing wave can form. For
U∞ = 0ms−1 (Figure B.3), |T ′

0| and |R0| are expected to match due to the reciprocity prin-
ciple that exists in the absence of flow. The transmission coefficient decreases smoothly
with the increasing frequency, while the reflection coefficient oscillates around |R0| = 0.2
up to about f = 3kHz. These oscillations are probably related to the wave reflection oc-
curring at the end of the porous material [3]. While the trends of the transmission co-
efficients for the positive and negative sound waves almost coincide (the superscripts +
and − refer to an incident wave in concordance and discordance with the direction of
the flow, respectively), the reflection coefficients feature a more significant scattering, in
general below 10%. This may be due to the inhomogeneity of the melamine foam that
slightly breaks the symmetry [3].

For U∞ = 30ms−1 (Figure B.4), the effect of the convection of the flow is clear in the
deviation between positive and negative coefficients. |T ′| is generally enhanced by the
flow when this goes in the same direction as the sound-wave propagation of the sig-
nal emitted by the acoustical source. However, an inversion in the trend is observed for
f > 3.2kHz, for which |T ′

30|+ features lower values than |T ′
30|−. Similar conclusions can

be drawn also for |R30| but in this case |R30|+ always exhibits higher values than |R30|−.
A possible formulation to estimate the amplification and reduction of the reflection co-
efficients with respect to the case at zero-flow velocity is [3]

|R30|+ ≈ |R0|1+M

1−M
; |R30|− ≈ |R0|1−M

1+M
, (B.1)
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Figure B.4: Transmission and reflection coefficients for the two loudspeaker positions and for U∞ = 30ms−1.
The superscripts + and − indicate concordance and discordance with the direction of the flow, respectively.

where M is the Mach number. The application of Equation (B.1) in the present case
yields |R30|+ ≈ 1.10 |R0| and |R30|− ≈ 0.84 |R0|.

Moreover, the maximum attenuation corresponding to the minimum peak of the
anechoic-transmission coefficient takes place at high frequencies, close to the cutoff fre-
quency of the duct (≈ 4.2kHz). This value is determined by the thickness of the porous
layers as a consequence of the liner properties. Indeed, a drop in the anechoic transmis-
sion is expected at the frequency at which the complex impedance of the porous ma-
terial reaches zero [5]. This occurs when Zs = −i Zc e cot(kL) = 0, resulting in kL = π/2.
Considering the definition of acoustic wavenumber, it follows that Zs = 0 when λ = 4L,
i.e. |T ′| is minimum at the frequency at which a quarter of the wavelength amounts to
the sample thickness. For L = 15.5mm, the present condition results in f ≈ 5.5kHz.
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Figure B.5: Transmission and reflection coefficients for the two loudspeaker positions and for U = 0ms−1

and with the thicker porous layer. The superscripts + and − indicate concordance and discordance with the
direction of the flow, respectively.
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Therefore, a second test has been performed by placing an additional layer of
melamine foam with a thickness of 15.5mm on the top of the sample installed in the
metallic box. In this way, the minimum in the anechoic-transmission is expected to oc-
cur at lower frequencies. The results of the measurement for U∞ = 0ms−1 are shown in
Figure B.5. In this case, the maximum attenuation occurs at about 2.7kHz, close to the
theoretical value ( f ≈ 2.75kHz). Moreover, two peaks in the trend are visible at 1.4kHz
and 1.6kHz. These are probably due to the resonance in the air and the porous media in
the horizontal direction of the sample, whose length (0.2m) approximately amounts to
the wavelength (corresponding to f = 1.7kHz). The results of the numerical simulations
based on the experiments that have been presented above are discussed in [1].
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C
APPENDIX C - DETERMINATION OF

PIV TURBULENCE STATISTICS

This appendix illustrates the procedure followed for obtaining the mean- and turbulent-
velocity fields from the PIV measurements for the different rod-based Reynolds numbers
and the three airfoil configurations.
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(a) Auto-correlation function of the streamwise velocity fluc-
tuations from the PIV time signal. fus is chosen as the τ at
which Ru′1u′1

is reduced by 90%.
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(b) Convergence of mean velocity and r.m.s. of the velocity
fluctuations with increasing number of samples ns within the
reduced dataset.

Figure C.1: Procedure for the under-sampling of the PIV correlated dataset. The data refer to the solid airfoil at
Red = 4.1×104 and are computed at (x/RLE , y/RLE ) = (−4, 0).

Parts of this chapter are included in [1].
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(a) Mean values of streamwise velocity component.

(b) Mean values of upwash velocity component.

(c) Turbulence intensity of streamwise velocity component.

(d) Turbulence intensity velocity component.

Figure C.2: Velocity fields from PIV measurements for Red = 2.7×104 for the three airfoil configurations. The
black lines denote the mean-flow streamlines. The maps are normalized by the free-stream velocity, U∞ =
20ms−1.

The PIV fields are computed by under-sampling the correlated dataset with a fre-
quency fus = 250Hz, thus leading to 250 PIV snapshots. This frequency is estimated by
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(a) Mean values of streamwise velocity component.

(b) Mean values of upwash velocity component.

(c) Turbulence intensity of streamwise velocity component.

(d) Turbulence intensity velocity component.

Figure C.3: Velocity fields from PIV measurements for Red = 4.1×104 for the three airfoil configurations. The
black lines denote the mean-flow streamlines. The maps are normalized by the free-stream velocity, U∞ =
30ms−1.

investigating the auto-correlation function of the streamwise component of the velocity
fluctuations Ru′

1u′
1
, defined by Equation (5.6), at the upstream location (x/RLE , y/RLE ) =
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(a) Mean values of streamwise velocity component.

(b) Mean values of upwash velocity component.

(c) Turbulence intensity of streamwise velocity component.

(d) Turbulence intensity velocity component.

Figure C.4: Velocity fields from PIV measurements for Red = 5.4×104 for the three airfoil configurations. The
black lines denote the mean-flow streamlines. The maps are normalized by the free-stream velocity, U∞ =
40ms−1.

(−4, 0). As can be observed in Figure C.1a, which refers to the solid airfoil configuration,
Ru′

1u′
1

decreases by 90% at the time delay τus = 4ms. The present threshold is chosen
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to determine fus = 1/τus. The same procedure cannot be applied to the upwash veloc-
ity component since the presence of a strong coherent phenomenon such as the vortex
shedding does not allow for convergence in the auto-correlation function. Nonetheless,
250 samples are sufficient to ensure the turbulence statistics to tend towards asymptotic
values, as the mean velocities ū1 and ū2 and r.m.s. of the velocity fluctuations u′

1 and u′
2

computed for different numbers of samples ns in Figure C.1b demonstrate.
The resulting velocity fields for Red = 2.7×104, Red = 4.1×104, and Red = 5.4×104

are shown in Figures C.2, C.3, and C.4, respectively. The mean-flow streamlines are also
reported. The extraction of the data along the stagnation streamline from the above
maps provides the framework to evaluate the effect of Red on the flow-field alterations
due to porosity, as discussed in Chapter 5.4.2.
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APPENDIX D - RDT DERIVATIONS

The detailed derivations for the solution of the equations presented in Chapter 6.2 are
reported in this appendix. Minor differences with the original formulation of Hunt [2]
for an impermeable cylinder are found and highlighted.

Turbulent-velocity potential. The first step to calculate the Fourier coefficients of β

is to solve the integral in Equation (6.22). Defining k12 =
√
κ2

1 +κ2
2 andσ3 = arctanκ2/κ1,

it follows that
Gcn

1
G sn

1
Gcn

2
G sn

2
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3
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3
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cos(n −1)σ3
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−sin(n −1)σ3
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 Jn−1(k12)


, (D.1)

Jn being the Bessel function of the first kind. In this case, the value of G sn
2 is found to be

the opposite of that reported by Hunt [2]. The general solution for Equation (6.18) is(
βcn

j

βsn
j

)
(r ) = c1In(|rκ3|)+ c2Kn(|rκ3|), (D.2)

where c1 and c2 are constants of integration determined by the application of the bound-
ary conditions and In and Kn are the modified Bessel function of the first and second
kind, respectively. From Equation (6.23), it follows that c1 = 0 since In grows exponen-
tially with the increasing argument. Considering the identities

∂

∂r
Kn(|rκ3|) =−κ3Kn−1(|rκ3|)− n

r
Kn(|rκ3|) = n

r
Kn(|rκ3|)−κ3Kn+1(|rκ3|);

∂

∂r
In(|rκ3|) = κ3In−1(|rκ3|)− n

r
In(|rκ3|) = n

r
In(|rκ3|)+κ3In+1(|rκ3|),

(D.3)

Parts of this chapter are included in [1].
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c2 may be determined by Equation (6.21), resulting in

Solid cylinder:

(
βcn

j
βsn

j

)
=

(
Gcn

j
G sn

j

)
Kn (|rκ3|)

−κ3Kn+1(|rκ3|)+nKn (|rκ3|)
;

Porous cylinder:

(
βcn

j
βsn

j

)
=

(
Gcn

j
G sn

j

)
Kn (|rκ3|)

−κ3Kn+1(|rκ3|)+
[
n −Kθ

]
Kn (|rκ3|)

.

(D.4)

Here, the results of βcn
j and βsn

j for the solid cylinder differ from those of Hunt [2] by a
minus sign.

Turbulent streamfunction. The solution of Equation (6.19) is calculated starting
from α3j. The application of the method of variation of parameters yields(

αcn
3j

αsn
3j

)
= Kn(|rκ3|)

∫ r

r1

r̄

(
Ωcn

3j

Ωsn
3j

)
In (|r̄κ3|) dr̄

+In(|rκ3)
∫ r2

r
r̄

(
Ωcn

3j

Ωsn
3j

)
Kn (|r̄κ3|) dr̄ .

(D.5)

The constant of integration r2 can be determined by the application of the boundary
condition in Equation (6.25) and is equal to ∞. For numerical calculations, r2 assumes
the value of a large number R, which amounts to 10 in the present case. Conversely, the
boundary conditions at the surface do not allow for the estimation of r1. According to
Hunt [2], this constant of integration can be chosen to simplify the following algebra and
is set to 1. To find α1j and α2j, it is necessary to decouple the equations. If the gauge
condition is satisfied at r = 1 and as r →∞, then Equation (6.26) is valid for every r and
α2 j can be found in terms of α1j and α3j for n ≥ 1:(

αsn
2j

−αcn
2j

)
=− 1

n

∂

∂r

{
r

(
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αsn
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)}
− iκ3r

n

(
αcn

3j

αsn
3j

)
. (D.6)

Equation (D.6) can now be substituted into Equation (6.19) to yield

{
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, (D.7)

where (
F cn
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)
=

(
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)
+ 2iκ3
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. (D.8)

When n = 0, it follows from Equation (6.26) that{
∂2

∂r 2 + 1

r

∂
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−
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r 2 +κ2
3

)}
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The general solutions of Equation (D.9) are

αc0
1j = K1(|rκ3|)

[
C c0

1j +
∫ r

1
r̄Ωc0

1j I1 (|r̄κ3|) dr̄

]
+ I1(|rκ3|)

∫ R

r
r̄Ωc0

1j K1 (|r̄κ3|) dr̄ ;

αc0
2j = K1(|rκ3|)

{
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2j +
∫ r

1
r̄Ωc0

2j I1 (|r̄κ3|) dr̄

}
+ I1(|rκ3|)

∫ R

r
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2j K1 (|r̄κ3|) dr̄ .

(D.10)

C c0
1j has to be determined from Equation (6.26):

∂

∂r

{
K1(|κ3|)C c0

1j + I1(|κ3|)
∫ R

1
r̄Ωc0

1j K1 (|r̄κ3|) dr̄

}
+K1(|κ3|)C c0

1j

+I1(|κ3|)
∫ R

1
r̄Ωc0

1j K1 (|r̄κ3|) dr̄ + iκ3

{
I0(|κ3|)

∫ R

1
r̄Ωc0

1j K0 (|r̄κ3|) dr̄

}
= 0

(D.11)

Considering the identities in Equation (D.3) and taking into account the relation [2]

∂Ωc0
1j

∂r
+
Ωc0

1j

r
+ iκ3Ω

c0
3j = 0, (D.12)

it follows

−κ3K0(|κ3|)C c0
1j +κ3I0(|κ3|)

∫ R

1
r̄Ωc0

1j K1 (|r̄κ3|) dr̄ + I0(|κ3|)
∫ R

1
r̄
{

iκ3Ω
c0
3j

}
K0 (|r̄κ3|) dr̄

=−κ3K0(|κ3|)C c0
1j − I0(|κ3|)

∫ R

1

r̄Ωc0
1j
∂K0 (|r̄κ3|)

∂r
+ r̄

∂Ωc0
1j

∂r
K0 (|r̄κ3|)+Ωc0

1j K0 (|r̄κ3|)
 dr̄

=−κ3K0(|κ3|)C c0
1j − I0(|κ3|)Ωc0

1j (r = 1)K0(|κ3|) = 0,

(D.13)
resulting in

C c0
1j =−

I0(|κ3|)Ωc0
1j (r = 1)

κ3
. (D.14)

Also in this case, a minus sign differentiates the present formulation from the original
one.

Likewise, C c0
2j can be derived from Equation (6.24) for n = 0, leading to

C c0
2j =− I1(|κ3|)

K1(|κ3|)
∫ R

1
r̄Ωc0

2j K1 (|r̄κ3|) dr̄ . (D.15)

When n ≥ 1, the solution of Equation (D.7) is(
αcn

1j

αsn
1j

)
= 1

r
Kn(|rκ3|)

[(
C cn

1j

C sn
1j

)
+

∫ r

1
r̄ 2

(
F cn

1j

F sn
1j

)
In (|r̄κ3|) dr̄

]

+1

r
In(|rκ3|)

∫ R

r
r̄ 2

(
F cn

1j

F sn
1j

)
Kn (|r̄κ3|) dr̄ ,

(D.16)
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while Equations (D.5) and (D.16) can be substituted into Equation (D.6) to calculate the
solution for the Fourier coefficients of α2j:(

αsn
2j

−αcn
2j

)
=− r

n

∂

∂r

(
αcn

1j
αsn

1j

)
− 1

n

(
αcn

1j
αsn

1j

)
− iκ3r

n

(
αcn

3j
αsn

3j

)

=− 1

nr

{
− [nKn (|rκ3|)+ rκ3Kn−1 (|rκ3|)]×

[(
C cn

1j
C sn

1j

)
+

∫ r

1
r̄ 2

(
F cn

1j
F sn

1j

)
In (|r̄κ3|) dr̄

]

+ [rκ3In−1 (|rκ3|)−nIn (|rκ3|)]×
∫ R

r
r̄ 2

(
F cn

1j
F sn

1j

)
Kn (|r̄κ3|) dr̄ + iκ3r 2

(
αcn

3j
αsn

3j

)}
.

(D.17)

Once again, this result is equivalent to the opposite of that presented by Hunt [2].
Finally, it is possible to determine the last constants of integration C cn

1j and C sn
1j by

substituting Equations (D.5) and (D.17) into Equation (6.24), yielding

(
C cn

1j

C sn
1j

)
=

i
κ2

3+n2

κ3
In (|κ3|)

(
Γcn

3j

Γsn
3j

)
+ [κ3In−1 (|κ3|)−nIn (|κ3|)]

(
Γcn

1j

Γsn
1j

)
nKn (|κ3|)+κ3Kn−1 (|κ3|)

, (D.18)

where (
Γcn

3j

Γsn
3j

)
=

∫ R

1
r̄

(
Ωcn

3j

Ωsn
3j

)
Kn (|r̄κ3|) dr̄ ;(

Γcn
1j

Γsn
1j

)
=

∫ R

1
r̄ 2

(
F cn

1j

F sn
1j

)
Kn (|r̄κ3|) dr̄ .

(D.19)

The solutions forβcn ,βsn ,αcn , andαsn can now be used to determineβ and α̃ from the
Fourier series in Equation (6.17) and, thereby, M (s) and M (d) from Equations (2.62) and
(2.63).
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