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The Experiment Visual based model-free control

This study: Develop Fast 2-

axis reflectional symmetry de-

tection routine for estimation of N;% 1t Wing oscillations
aircraft wing orientation. Two R 13

methods developed and com- /% —— Markers
pared:  traditional computer /

vision (GeConv) versus pure
Deep learning (RotNet).

High level: Robust machine
learning pipeline for prediction
of wing deflection for aeroservoe-
lastic control from raw images.

GeConv GeConv: Geometric Convolution process
Image filters and clustering (DBSCAN):
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Geometric convolution and symmetry score:
Py, = (R (6k—1—05)") + 6,
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DCNN: training Deep Convolutional Neural
Network
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