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This paper presents a computationally efficient wavefront aberration prediction framework for data-driven control in large-scale adaptive optics systems. Our novel prediction algorithm splits prediction into two stages: a high-resolution and a low-resolution stage. For the former, we exploit sparsity structures in the system matrices in a data-driven Kalman filtering algorithm and constrain the identified gain to be likewise sparse; for the latter, we identify a dense Kalman gain and perform corrections to the suboptimal predictions of the former on a smaller grid. This novel prediction framework is able to retain the robustness to measurement noise of the standard Kalman filter in a much more computationally efficient manner, in both its offline and online aspects, while minimally sacrificing performance; its data-driven nature further compensates for modeling errors. As an intermediate result, we present a sparsity-exploiting data-driven Kalman filtering algorithm able to quickly estimate an approximate Kalman gain without solving the Riccati equation. © 2021 Optical Society of America under the terms of the OSA Open Access Publishing Agreement
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1. INTRODUCTION

Adaptive optics (AO) systems aim to compensate for incoming phase aberrations in optical systems. The incoming light is split between a focal plane camera and a wavefront sensor (WFS). A reconstruction of the aberrated wavefront is developed from the WFS image, which is used by a controller that regulates a deformable mirror (DM) that is able to correct for the phase aberrations. Determining a minimum variance wavefront reconstruction has been extensively studied [1,2]. Due to the existence of modes of the wavefront that are not visible to the sensor and the presence of measurement noise, this is not trivial. Usually, these issues are addressed by including prior information regarding the statistical properties of the aberration and noise.

Due to a delay within the AO control loop, each control input is used to correct an aberration ahead in time, meaning that wavefront prediction techniques are important for effective correction. Extending the minimum variance wavefront reconstruction to the online prediction case, with a dynamic wavefront subject to process and measurement noises, suggests the use of a Kalman filter (KF) in an optimal control framework [3–5]. Because computing the steady-state Kalman gain involves solving the computationally complex discrete algebraic Riccati equation (DARE), straightforward KF implementations are impractical for large-scale applications. As a result, multiple KF-based methods have been proposed to decrease the computational complexity in the large-scale AO context [6–10].

Alongside their large computational complexity, KF-based methods in AO have another important drawback: the computation of the Kalman gain via the DARE requires knowledge of the temporal dynamics of the wavefront and of the statistical properties of the process and measurement noises. In the Kalman filtering literature, data-driven KFs have been proposed to avoid the need for prior knowledge of the statistical properties of both the process and measurement noises [11,12], instead relying on measurement data and the deterministic part of a state-space model; however, practical application of these techniques can be challenging in large-scale systems when limited data are available, and due to their computational complexity. While data-driven Kalman filtering has not previously been brought to AO, the reduction of reliance on prior information has motivated the development of data-driven optimal controllers [13–15] in AO, and the reduction of their computational complexity has led to an increased attention toward the use of structured models, as matrix structures such as sparsity and tensor structures appear in models describing the turbulence dynamics [15–18].

Furthermore, significant work has been dedicated to the design of fast wavefront reconstruction algorithms for online aberration correction [10,19–21], which must accompany the sampling frequency of the system in large-scale AO systems. Among these, the idea of conducting operations on multiple grids of different densities has been explored in methods such as Refs. [20,21] and is explored likewise in the present work. Specifically, we propose a second low-resolution grid designed...
to intuitively fit into the discussed modeling and data-driven Kalman filtering frameworks with lesserened computational burden.

This paper addresses both the offline and online computational complexities involved in wavefront prediction in a data-driven setting. First, it introduces sparse matrix techniques into data-driven Kalman filtering using AO modeling insights, allowing estimation of the Kalman gain more efficiently than with the DARE and with less reliance on prior knowledge, and serving as a first step for the second contribution. Second, it proposes a framework, the high-low-resolution filter (HLRF), in which wavefront prediction is split into a high-resolution stage and a low-resolution one; by enforcing sparsity in the gain identified for the high-resolution stage and correcting the error thus induced with the low-resolution stage, a computationally efficient online prediction framework is created, while reducing the offline (identification) time complexity down to linear in the total number of lenslets in the WFS array.

The novelty of the new proposed data-driven framework for predictive AO control is twofold with respect to existing prediction solutions [7–10,19–21]. First, it incorporates information about the process and measurement noises without assuming it is known beforehand, instead deriving it implicitly from measurement data. Second, efficient algorithms, both for the offline and online computations, are derived; in particular, the HLRF sacrifices some of the performance of the KF due to heuristic choices, with simulations showing that it nonetheless achieves high performance in comparison with the full data-driven and DARE-based KFs, with improved prediction times.

This paper is structured as follows: Section 2 provides an introduction to Kalman filtering theory in standard AO systems, including the modeling of the WFS and atmospheric turbulence; the data-driven Kalman filtering algorithm from [22] is overviewed in Section 3; Section 4 discusses an implementation of this algorithm in AO that exploits sparsity structures in the system matrices and introduces the HLRF. The results of both data-driven Kalman filtering and the HLRF are discussed in Section 5. The conclusions and practical applicability of the methods are addressed in Section 6.

Notation: When considering the temporal dynamics, the current discrete time-step is denoted by a subscript \( k \), i.e., \( \phi_k \) represents the wavefront at moment \( k \) in time. The pseudo-inverse of a rectangular matrix is denoted by \( A^† \). The computational complexity, which is considered to be the order of magnitude of the total number of elementary arithmetic operations, is expressed by \( O(\cdot) \). Rather than including both the number of pixels \( n \) of the predictions and the number \( m \) of lenslets in the WFS array in the complexities, \( m \) will take the place of \( n \), using the fact that \( n \approx m/2 \) in large-scale AO applications. Notation \( w \sim N(\mu, Q) \) is used to describe a Gaussian random (vector) signal \( w \) with mean \( \mu \) and covariance \( Q \), and \( E(\cdot) \) denotes the expectation operator. Operator \( \| \cdot \|_F \) represents the Frobenius norm.

## 2. KALMAN FILTERING IN AO

This section provides an introduction to the application of standard KF theory in AO systems. The theory presented in this section can be found in various textbooks; see, for example, [23] for more information about AO and [24] for more information about system identification and Kalman filtering.

### A. Modeling for AO

This subsection will introduce the components of a standard AO system for astronomy and will discuss the aberration dynamics caused by atmospheric turbulence. A square aperture is considered so as to accommodate the HLRF, as detailed later.

#### 1. WFS

We consider a grid of \( L \times L \) lenslets measuring local wavefront gradients (often called slopes) \( y_k \in \mathbb{R}^m \) corresponding to the subaperture of each lenslet (as is the case with Shack–Hartmann or, for example, pyramid sensors). Assuming a square aperture and Fried geometry, \( m = 2L^2 \), and the wavefront is sampled on a grid of \((L + 1) \times (L + 1)\) pixels. Defining the total number of pixels as \( n = (L + 1)^2 \), the relation between the sensor signal \( y_k \) and the discretized wavefront \( \phi_k \in \mathbb{R}^n \) is formulated as

\[
y_k = G\phi_k + v_k, \tag{1}
\]

where \( G \in \mathbb{R}^{m \times n} \) is the sensor geometry matrix and \( v_k \) is a measurement noise vector. Usually, \( v_k \) is assumed to be a white Gaussian measurement noise vector with diagonal covariance matrix \( R \), i.e., \( v_k \sim N(0, R) \) [3,8,15].

This sensor configuration is unable to measure two particular modes of the wavefront phase: the piston (spatially constant) and waffle (checkerboard) modes, which is reflected in a rank deficiency of \( G \), with rank \((G) = n - 2 \).

#### 2. Modeling the Turbulence Dynamics

The wavefront aberrations caused by atmospheric turbulence are time-varying and commonly assumed to adhere to Taylor’s frozen flow assumption [25], according to which atmospheric turbulence is represented by multiple “frozen” turbulence layers, each moving at its own constant speed in its own direction. A common choice to model the temporal evolution of atmospheric turbulence is the vector auto-regressive (VAR) model of order 1 [3,4,8,26],

\[
\phi_{k+1} = A\phi_k + w_k, \tag{2}
\]

where \( w_k \) is assumed to be Gaussian white noise \( w_k \sim N(0, Q) \), uncorrelated with \( \phi_k \). Since the speed and direction of the phase screens are typically unknown, a common choice is to assume the state-transition matrix \( A \) is diagonal, ignoring the temporal dynamics of the wavefront [3,4,8]. Although this model may be sufficiently accurate when the movement of the turbulence in between consecutive time steps is negligible, a better \( A \) would represent this movement, especially when the temporal evolution is not negligible. Defining the covariance matrices: \( C_{\phi, j} = E(\phi_{k+j}\phi_k^T) \), \( A \) in model (2) is given by

\[
A = C_{\phi, 1}C_{\phi, 0}^{-1}. \tag{3}
\]

In practice, covariances \( C_{\phi, 0} \) and \( C_{\phi, 1} \) are unknown and would have to be estimated using a finite set of wavefront data. Let the wavefront phase data, available from time step 0 to \( N \), be arranged into “past” and “future” data matrices,
\[
\Phi_{0,N} = [\phi_0 \cdots \phi_{N-1}]; \quad \Phi_{1,N} = [\phi_1 \cdots \phi_N].
\]

Then, an estimate \( \hat{\mathbf{A}} \) of \( \mathbf{A} \) can be obtained from a linear least-squares problem,

\[
\hat{\mathbf{A}} = \arg\min_{\mathbf{A}} \| \Phi_{1,N} - \mathbf{A} \Phi_{0,N} \|_F^2
\]

which, in the limit as \( N \to \infty \), is equivalent to Eq. (3). Another practical complication is that exact wavefront data are unavailable, as they are not directly measurable by sensors. Equation (4) will therefore have to rely on reconstructed wavefront data instead, which introduces additional errors in the model.

### 3. Modeling Errors

On top of the wavefront data set being estimated, a major cause of modeling errors is that the true dynamic system driving the turbulence is more complex than the simple VAR-1 model of Eq. (2). For one, when considering the atmosphere as a stack of multiple dynamic phase screens with each phase screen dynamics exactly represented by a VAR-1 model, their combined influence in the observed wavefront \( \phi_k \) is no longer described by any VAR model in terms of \( \phi_k \). As a consequence, the VAR-1 model can only approximate the true system dynamics.

The VAR-1 model is additionally only capable of accurately representing movements of the wavefront phase screen that are exact pixel-size shifts in between time steps, given the defocusing exactly represented by a VAR-1 model, their combined approximation of the true system dynamics.

Both of these modeling errors result in VAR-1 models with nonwhite \( w_k \), thus violating one of the assumptions made in KF design and negatively impacting its performance. Due to its data-driven nature, the Kalman filtering algorithm presented in this paper is nonetheless capable of compensating for a certain degree of modeling error, as illustrated in Fig. 3. More details on modeling errors are included in [27].

### B. Kalman Filtering

The combination of the VAR-1 turbulence model [Eq. (2)] and the sensor equation [Eq. (1)] yields the following state-space model:

\[
\begin{align*}
\phi_{k+1} &= \mathbf{A}\phi_k + w_k, \\
y_k &= \mathbf{G}\phi_k + v_k,
\end{align*}
\]

with \( \phi_k \in \mathbb{R}^n \), and \( y_k \in \mathbb{R}^m \). In the context of Kalman filtering, the vector \( \phi_k \) is known as the state vector and \( y_k \) is the output vector. Recall that vectors \( w_k \) and \( v_k \) are zero-mean Gaussian white noise sequences and are here assumed uncorrelated with each other, i.e., \( \mathbb{E}[w_kw_j] = 0 \). Process noise \( w_k \) is further uncorrelated with state \( \phi_k \).

Since the model is linear time-invariant (LTI), the prediction of the steady-state KF is given in observer form by Eq. (6) and in innovation form by Eq. (7) [24],

\[
\hat{\phi}_{k+1} = (\mathbf{A} - \mathbf{K}\mathbf{G})\hat{\phi}_k + \mathbf{K}y_k,
\]

\[
\hat{\phi}_{k+1} = A\hat{\phi}_k + Ke_k,
\]

where \( e_k \sim \mathcal{N}(0, R) \) is the prediction-error sequence defined via

\[
y_k = G\hat{\phi}_k + e_k.
\]

The steady-state Kalman gain \( \mathbf{K} \) is obtained from

\[
\mathbf{K} = \mathbf{AP}\mathbf{G}^T(\mathbf{G}\mathbf{P}\mathbf{G}^T + \mathbf{R})^{-1},
\]

where \( \mathbf{P} \in \mathbb{R}^{n \times n} \) is the state-prediction-error covariance matrix, given by the positive-definite solution to the DARE,

\[
\mathbf{P} = \mathbf{AP}\mathbf{A}^T + \mathbf{Q} - \mathbf{AP}\mathbf{G}^T(\mathbf{G}\mathbf{P}\mathbf{G}^T + \mathbf{R})^{-1}\mathbf{G}\mathbf{P}\mathbf{A}^T.
\]

The computational complexity of the KF will be split into online and offline complexities. The online computational complexity will refer to the computations that have to be performed within each sample time of the KF. In the case of the standard LTI KF of this section, the online computation pertains to Eq. (7), which has a computational complexity of \( \mathcal{O}(m^2) \). The combined computational complexity of all the other operations will be referred to as the offline computational complexity. Finding the solution to the DARE and applying Eq. (9) are, with a complexity of \( \mathcal{O}(m^3) \), the offline bottlenecks in the computation of the Kalman gain \( \mathbf{K} \).
where \( Y_{i,N} \in \mathbb{R}^{im \times N} \) is an \( N \)-column block Hankel matrix with \( j \) block rows of output information \( y_k \). Define \( E_{i,j,N} \) and \( E_{i,N} \) analogously for the prediction errors \( \epsilon_k \). Henceforth, assume data are available from time step 0 up to time step \( N_d \), for a total data batch length of \( N_d + 1 \). Define as well \( \mathcal{O}_j \in \mathbb{R}^{im \times N} \) as the extended observability matrix up to power \( j - 1 \) of \( A \),

\[
\mathcal{O}_j = \left[ G^T (GA)^T \cdots (GA^{j-1}) \right]^T. \tag{12}
\]

Consider system (5) and its KF, operating in steady state. Assuming asymptotic stability of the system, it is possible to find an order \( s \) such that \((A - KG)^s \approx 0\) for any \( k \geq s \). Using this property, recursively introducing the KF prediction in observer form [Eq. (6)] into itself and combining it with Eq. (8) results in, for an arbitrary time index \( k \),

\[
\hat{y}_k = G \left[ (A - KG)^{s-1} K \cdots (A - KG) K K \right] y_{k-1} + \epsilon_k. \tag{13}
\]

Let there be a total of \( N_d + 1 \) time steps of measurement data from time step 0 to \( N_d \). Then, stacking the left-hand side of (13) horizontally into matrix \( Y_{i,N} \),

\[
Y_{i,N} = G \mathcal{L} Y_{0,i,N} + E_{i,N}, \tag{14}
\]

where \( N = N_d - s + p + 2 \) so that \( y_{k+p+N-2} = y_{N_d} \). The first step toward identification of the Kalman gain is estimation of \( GL \), which can be done in a linear least-squares setting,

\[
\hat{GL} = \arg\min_{\mathcal{L}} \| Y_{i,N} - (G \mathcal{L}) Y_{0,i,N} \|^2_F. \tag{15}
\]

Recalling Eq. (13), note that Eq. (15) is fitting a VAR model of order \( s \) (i.e., a VAR-\( s \) model) to measurement data. Define now the Markov parameters of the steady-state KF in observer form [Eq. (16)] and innovation form [Eq. (17)],

\[
A_j = G (A - KG)^{s-1} K, \tag{16}
\]

\[
B_j = GA^{s-1} K. \tag{17}
\]

With \( GL \) estimated from Eq. (15), one has obtained estimates of the observer form Markov parameters \( A_j \) up to \( j = s \). From these, the next step is to compute the innovation form Markov parameters,

\[
\hat{B}_j = \hat{A}_j + \sum_{i=1}^{j-1} \hat{B}_{j-i} \hat{A}_i, \tag{18}
\]

where \( j \in \{2, 3, \ldots, p\} \) and \( p \) is a tuning parameter such that \( 2 \leq p \leq s \). The estimated innovation form Markov parameters, stacked vertically, yield an estimate of \( \mathcal{O}_p K \),

\[
\hat{\mathcal{O}}_p K = \begin{bmatrix} \hat{B}_1 \\ \vdots \\ \hat{B}_p \end{bmatrix} = \begin{bmatrix} \hat{G} K \\ \vdots \\ G A^{p-1} K \end{bmatrix}. \tag{19}
\]

from which an estimate \( \hat{K} \) of \( K \) can be retrieved in a second linear least-squares problem,

\[
\hat{K} = \arg\min_{\hat{K}} \| \mathcal{O}_p \hat{K} - \mathcal{O}_p K \|^2_F. \tag{20}
\]

Assuming that \( Y_{0,i,N} \) has full row rank, the solution to Eq. (15) is unique. Further assuming the system is observable and that \( p \) is set large enough, \( \mathcal{O}_p \) has full column rank, and the solution \( \hat{K} \) to (20) is likewise unique. This estimator for \( K \) is asymptotically unbiased in \( s \).

The data-driven Kalman filtering procedure of [22] is summarized as follows:

1. Gather the data into \( Y_{i,N} \) and \( Y_{0,i,N} \) as in Eqs. (11) and (14).
2. Solve the least-squares problem in Eq. (15) for an estimate \( \hat{GL} \) of \( GL \).
3. Compute estimates of the innovation form Markov parameters as per Eq. (18) and build \( \hat{\mathcal{O}}_p K \) according to Eq. (19).
4. Solve the least-squares problem in Eq. (20) for an estimate \( \hat{K} \) of \( K \).

4. SPARSE METHODS FOR LARGE-SCALE AO

Solving the optimization problems in Eqs. (15)–(20) for an arbitrary system with dense system matrices has a computational complexity of \( O(m^3) \). This section will describe the intuitive reasoning behind sparsity patterns in AO, enabled by the frozen-flow nature of turbulence [17,18] and exploit them in two novel algorithms. The first, in Subsection 4.4.B, combines the data-driven Kalman filtering of Section 3 with sparse VAR modeling to quickly estimate an approximate Kalman gain, but still in \( O(m^3) \) time. The second algorithm, in Subsection 4.4.C, aims to reduce the online computational complexity by directly enforcing sparsity in the identified gain and compensating for the error thus induced with an additional set of fast operations, while additionally reducing the offline identification complexity down to \( O(m) \).

A. Sparse Turbulence Modeling

The sparsity of the matrix \( A \) can easily be illustrated by recalling the frozen turbulence assumption. Assuming a wind speed of \( v \), the frozen turbulence assumption implies that, when \( v \) is at least overestimated, and without assuming knowledge of the wind direction, one knows that information travels only within a radius of \( r = \tau v \) in between consecutive time steps, \( \tau \) being the sampling time. Because \( A \) in Eq. (2) establishes this movement within a single sampling period, a sparsity pattern can be set beforehand to directly identify a sparse model.

Consequently, for a single turbulence layer, the sparsity pattern of \( A \) is dictated by the wind speed given in pixels per time step, here denoted by \( \omega \),

\[
\omega = \frac{v \tau}{\delta}, \tag{21}
\]

such that \( \delta \) will be referred to as the pixel width, which is defined as the width of a single pixel: \( \delta = D / L \). The sparsity structure


of $A$ is then proposed as follows: any entries of $A$ that relate pixels further than $\omega$ pixel widths away from each other should be zero. With the adoption of this a priori structure for matrix $A$, a sparse multibanded matrix is obtained, similar to the structure adopted in [17].

In practice, a single layer may not accurately represent the total atmosphere, and the wind speed $\nu$ should be replaced by the dominant wind speed of all the phase screens. The exact wind speed may also be unknown; it is therefore necessary to approximate the sparsity pattern based on the limited information available: if a rough estimate (or overapproximation) of the wind speed is available, this can be used instead in Eq. (21). For example, when $\delta = 0.05 \text{ m}$, $\tau = 0.005 \text{ s}$ and an overestimation $\nu < 20 \text{ m/s}$ is available, then $\omega < 2$ pixel widths per sampling time.

Let $\mathcal{S}_A$ denote the set of valid $A$ matrices with the previously described sparsity pattern. The linear least-squares problem in Eq. (4), reformulated as

$$\hat{A} = \arg\min_{A \in \mathcal{S}_A} \| \Phi_{1,N} - A\Phi_{0,N} \|_F^2$$

(22)

and assuming that there is an average number $q$ of nonzeros per row of $A$, can be solved in $O(Nq^2m)$ time.

**B. Sparse Data-Driven Kalman Filtering**

This section deals with the introduction of sparsity into the data-driven Kalman filtering algorithm of Section 3 and its use in AO. The algorithm is divided into two linear least-squares problems: the first problem fits a VAR model to measurement data and, the second one determines the Kalman gain from these models. These are explored separately ahead.

1. **Sparse VAR Slope Modeling**

In order to obtain efficient solutions to the optimization problem presented in Eq. (15), which fits a VAR-$s$ model to slope data, it is important to obtain a sparse representation of matrices $G\hat{L}$. Consider a VAR-$s$ model for the slopes,

$$y_k = A_1 y_{k-1} + A_2 y_{k-2} + \cdots + A_s y_{k-s} + \xi_k.$$  

(23)

Following an intuition analogous to that of Section 4.A, a similar radius-based sparsity pattern can be set, leading to a method for sparse VAR-$s$ modeling, as presented in [18]. It should be remarked that an overestimate of $\omega$ is essential in this case, as it was observed to have a smoothing effect to deal with measurement noise.

In the model of Eq. (23), each $A_i$ coefficient establishes a relationship between slope vectors $i$ time steps apart, so each coefficient should have a sparsity radius $r_i$ that increases with $i$.

Let $\mathcal{S}_{G\hat{L}}$ refer to the set of valid $G\hat{L}$ matrices with a sparsity pattern fulfilling the description above, and constrain the first least-squares problem of the data-driven Kalman filtering procedure [Eq. (15)],

$$\hat{G}\hat{L} = \arg\min_{(G\hat{L}) \in \mathcal{S}_{G\hat{L}}} \| Y_{1,N} - (G\hat{L})Y_{0,1,N} \|_F^2.$$  

(24)

Assuming an average of $q$ nonzero elements per row of $G\hat{L}$, Eq. (24) can be solved in $O(Nq^2m)$ time. Without exploiting sparsity, solving Eq. (15) would take $O(Ns^2m^2 + s^2m^3)$ time instead. More details regarding the implementation of Eq. (24) are provided in [27].

Furthermore, the consequently low number of parameters to identify permits, for large-scale application, the use of “tall” data sets, with a number of time-steps of data much smaller than the number $m$ of lenslets in the WFS array.

2. **Retrieval of the Kalman Gain**

After constructing the sparse estimate $\hat{G}\hat{P}\hat{K}$ from Eqs. (18) and (19), which involves only negligible $O(m)$ sparse matrix products and additions for sensible choices of $s$ and $p$, the remaining final step is to obtain a computationally efficient solution to Eq. (20). However, since the Kalman gain itself is dense, the approach used to formulate the sparse solutions in Eqs. (22) and (24) is not applicable in this case.

Instead, the linear least-squares problem of Eq. (20) has a highly sparse regressor $\hat{G}P\hat{K}$ and regressand $\hat{G}P\hat{X}$, which enables the use of dedicated solvers. The sparse rectangular solver built into MATLAB’s \textbackslash operator is [29] as of R2020b, and solves Eq. (20) in roughly $O(m^3)$ time, as is the case without leveraging sparsity or finding the gain with the DARE, but is efficient in practice due to its sparsity-exploiting nature, leading to the results of Fig. 2 that confirm that the entire identification procedure is far faster than the DARE.

Alongside the computational complexity of its computation, which remains the bottleneck for applications of arbitrarily large scale, another major drawback of the dense matrix $K$ is that it also directly influences the online predictions, given by Eq. (7). Since the online computations involve matrix-vector multiplications with $K$, the online computational complexity will scale as $O(m^2)$. In order to obtain a scalable online computational complexity, the use of the large and dense matrix $K$ should be avoided. Section 4.C introduces a new framework, partly based on the presented sparsity-exploiting data-driven KF, that aims to decrease the computational complexity of the online computations and, in addition, decreases the offline computational complexity further.

3. **Implementation Details and Approximations in AO**

Practical issues arise when applying the proposed data-driven Kalman filtering method to AO systems using the approximate VAR-1 turbulence model derived in Section 2. This subsection acknowledges and discusses these issues.

The assumption that $(A - KG)\approx 0$ any small $s$ generally does not hold for the AO case. Because sparsity is progressively lost with increasing $s$, $s$ is nonetheless consciously kept low, meaning that the resulting Kalman gain will be approximate. In practice, the presence of the modeling errors (see Section 2) implies that the identified Kalman gain may outperform the DARE-based gain even for low values of $s$ and that arbitrarily increasing $s$ does not necessarily mean better performance. The influence of $s$ on the performance of the KF will be addressed in the simulation results of Section 5.
Furthermore, a near-1 eigenvalue of \((A - KG)\) corresponding (approximately) to the piston mode leads as well to the appearance of column-wise constant distortions in the identified Kalman gain due to the implicit pseudo-inversion of \(O_p\) when solving for \(\hat{K}\) in Eq. (20). The column-wise means of the identified Kalman gain should therefore be removed after retrieval with Eq. (20), as should the piston mode of the filter’s predictions, lest their mean become unstable and lead to numerical problems.

C. HLRF

The computational complexity of the standard KF prediction operation [Eq. (7)] is \(O(m^3)\). Even with a sparse \(A\), the denseness of the Kalman gain remains an issue. This section presents an algorithm that aims to have the noise robustness of Kalman filtering, reduce the computation time of the online prediction operation, and improve the time complexity of the offline identification procedure. The algorithm separates prediction into two distinct stages, one in the original array using only sparse matrix operations, and one in an artificially constructed low-resolution array where dense operations are acceptable without significant computational burden. These are as follows:

- The **high-resolution stage** performs prediction in the original, potentially extremely large fine array. In this stage, only sparse operations are acceptable. To achieve this, high sparsity is imposed in the identified gain, resulting in a data-driven sparse observer that is capable of predicting detailed local high-spatial-frequency structures in the wavefront phase, but fails to satisfactorily account for its overarching shape.

- The **low-resolution stage** predicts the remainder of the wavefront in a coarse, low-resolution array using a (dense) data-driven KF. In fact, this stage is effectively predicting the state prediction errors of the sparse observer of the high-resolution stage; these prediction errors comprise low-spatial-frequency modes of the wavefront phase, which should not require an array as dense as the original one for prediction. This low-resolution array is a mathematical construct whose measurements are built from measurement data from the original array using sparse operations likewise, hence demanding no hardware modification.

The algorithm is formulated for square lenslet arrays due to the current construction of the low-resolution stage, which is done by designing each lenslet of the low-resolution array to be a square comprising lenslets of the original high-resolution array. Extension to circular apertures is briefly discussed in Section 6.

1. Sparse Predictor Gain

The HLRF algorithm is based upon setting a radius-based sparsity pattern on the identified gain, analogous to those in Eqs. (22) and (24); denote by \(S_K\) the set of potential gains \(K^*\) with such a sparsity pattern, and constrain Eq. (20) accordingly,

\[
K^* = \text{argmin}_{K \in S_K} \| \tilde{O}_p K - O_p K \|_F^2.
\]

Because none of the nonzero patterns of the matrices involved depends on \(m\), let \(q\) denote the average nonzeros per column of \(K^*, O_p, \) and \(O_p K\), without distinction. A dedicated implementation of Eq. (25) can be solved in \(O(mq^3)\) time, linear in total number of lenslets \(m\). This, as opposed to the original \(O(pm^3)\) time of Eq. (20) without exploitation or enforcement of sparsity. Thesis [27] provides further details regarding the implementation of Eq. (25).

Solving Eq. (25) was observed to systematically produce asymptotically stable observers. These, with a tight constraint on the gain, are able to accurately predict high-spatial-frequency modes of the wavefront, but perform poorly for the low-spatial-frequency modes, as shown in Fig. 5 of Section 5, which motivates the use of the low-resolution stage. Note that unlike the dense gain of Section 4.B, the column-wise means of the sparse gain should not be removed, as Eq. (25) will not fit for the distortions, and removal of the means would destroy sparsity.

2. HLRF Formulation

This subsection overviews the HLRF algorithm. The low-resolution lenslet array is of size \(L' \times L'\); define \(m' = 2(L')^2\) and \(n' = (L' + 1)^2\). The exact definitions of the low- and high-resolution sampling arrays will be discussed further in Section 4.C.3. With sparse gain \(K^*\), the high-resolution stage is given by

\[
\hat{\phi}^{[h]}_{k+1} = A \hat{\phi}^{[h]}_k + K^* e^{[h]}_k,
\]

where \(\hat{\phi}^{[h]}_k \in \mathbb{R}^n\) is its wavefront prediction for time \(k\) and the measurement prediction errors of the high-resolution stage \(e^{[h]}_k \in \mathbb{R}^m\) are

\[
e^{[h]}_k = y_k - G \hat{\phi}^{[h]}_k.
\]

Next, for the derivation of the low-resolution stage, define a system (still in the original high-resolution array) whose states are the wavefront prediction errors of the high-resolution stage,

\[
\hat{\phi}^{[l]}_k = \phi_k - \hat{\phi}^{[h]}_k.
\]

The dynamics of this wavefront prediction error are given by

\[
\hat{\phi}^{[l]}_{k+1} = (A - K^*G)\hat{\phi}^{[l]}_k + w_k - K^*v_k.
\]

The goal of the low-resolution stage is to predict the wavefront prediction error of the high-resolution stage. As stated previously, \(\hat{\phi}^{[l]}_k\) is expected to contain mostly low-spatial-frequency modes that should not require an array as dense as the original for sufficiently accurate prediction (and the highest spatial-frequency modes cannot be predicted whatsoever, due to measurement noise). The low-resolution stage therefore involves constructing an artificial low-resolution array within which a KF for Eq. (28) is designed.

Let a superscript prime indicate matrices in the low-resolution array, which are obtained as described below. Using this notation, the wavefront prediction given by the HLRF is computed as follows:
where $\phi_k^{[h]} \in \mathbb{R}^{n'}$ is the wavefront prediction for time $k$ of the low-resolution stage. Operator $I$ represents linear interpolation from the low-resolution array into the high-resolution array, and sparse matrix $H$ converts the measurements on the high-resolution array into measurements on the low-resolution one, as described in Section 4.C.3. Equation (29) is applied in $O(m)$ time.

In Eq. (29), the Kalman gain $K' \in \mathbb{R}^{m' \times m'}$ is the low-resolution (dense) Kalman gain, herein identified using the data-driven method of Section 3, considering $He_k$ as measurement data, and $(A - K*G)$ and $G'$ as system matrices. The state-transition matrix of the low-resolution stage, $(A - K*G)'$, with available wavefront phase data, can be obtained following the procedures of Section 2, after running the measurement data through the high-resolution stage first and subtracting its wavefront predictions from the corresponding wavefront data as per Eq. (27). Matrix $G' \in \mathbb{R}^{m' \times m'}$ is built exactly like $G$ but for the dimensions of the low-resolution array.

### 3. Definition of the Low-Resolution Array

Whereas the high-resolution array is defined by the lenslets of the WFS, the low-resolution array is a mathematical construct that is not the result of any hardware within the AO loop. This subsection will define the matrix $H$ introduced in Section 4.C.2.

In Eq. (29), the measurement prediction errors $e_k^{[h]}$ were mapped onto the low-resolution array by matrix $H$. In order to define this mapping, consider the problem of transforming a set of slope measurements $y_k$ obtained from an $L \times L$ array of WFS lenslets into an artificial set of measurements $z_k$ that give the slopes on a lower-dimensional $L' \times L'$ sampling grid, $L' \ll L$. Moreover, assume that $L'$ is chosen such that $L_u = L/L'$, the width of each lenslet of the low-resolution array, henceforth called a unit, is an integer value.

Matrix $H \in \mathbb{R}^{m' \times m}$ linearly combines the measurements from the original array,

$$z_k = Hy_k,$$

such that, disregarding measurement noise, $z_k$ is related to the wavefront sampled on a low-resolution array, denoted by $y_k \in \mathbb{R}^{n'}$, via

$$z_k = G'y_k,$$

The low-resolution wavefront $y_k$ can be defined as a selection of entries of $\phi_k$ that are shared by the low-resolution array. Let matrix $Z \in \mathbb{R}^{n \times n}$ of ones and zeros define this selection,

$$\psi_k = Z\phi_k.$$

Combining Eqs. (30)–(32), the problem lies in finding a combination matrix $H$ such that

$$G'Z\phi_k = HG\psi_k$$

for any arbitrary $\phi_k$. In the present setting, in which the units are square, and as detailed in Appendix A, it is possible to find an exact solution to Eq. (33) for all $\phi_k \in \mathbb{R}^n$ with a highly sparse $H$ by solving the following least-squares problem:

$$H = \arg\min_{H \in S_H} \| HG'Z \|_F^2,$$

where $S_H$ is the set of valid $H$ matrices with a sparsity pattern that allows only intraunit combinations, resulting from the implementation in Appendix A with which the results of Section 6 were obtained.

### 5. Tuning and Simulation Results

This section overviews the performance of the proposed algorithms with respect to quality of the predictions and execution times. Prediction quality is measured by the mean squared 2-norm of the piston-removed wavefront prediction error, normalized by the mean squared 2-norm of the piston-removed incoming wavefront; this measure of performance is henceforth referred to as the normalized mean-squared error (NMSE),

$$\text{NMSE} = \frac{\sum_{k=1}^{N} \| \hat{\phi}_k - \phi_k \|_2^2}{\sum_{k=1}^{N} \| \phi_k \|_2^2},$$

where, to reiterate, both $\phi_k$ and $\hat{\phi}_k$ have their piston modes (i.e., their means) removed because offsets in the wavefront phase do not affect image quality, but would alter the NMSE. The NMSE is computed after 500 time steps of simulation to ensure steady-state operation.

As a proof of concept for the proposed algorithm, a numerical simulation study of a standard AO system is performed. A square telescope aperture is used to match the square array of WFS lenslets assumed in the obtainsment of matrices $H$ and $G$ in Section 4.C.3. The setting of the analyses is the following:

- The sensor array is an $L \times L$ square array configured in Fried geometry, with $L = 60$. Square arrays were chosen so as to accommodate our HLRF and allow it to be compared to the alternatives; square arrays are adopted throughout for consistency.
- The turbulence parameters are set as follows: the Fried parameter is $r_0 = 0.1$ m, outer scale is $L_0 = 25$ m, and the telescope aperture width is $D = 4$ m. The wind speed is $\omega = 0.25$ pixels per time step, which, to illustrate, corresponds to $v \approx 8.2$ m/s assuming a sampling frequency of 500 Hz [see Eq. (21) for details]. The signal-to-noise ratio (SNR) of the slope measurements (of both the simulation and identification data sets) is set to 5 dB.
- As for the data-driven Kalman filtering parameters, the VAR model orders $s$ as seen in Eq. (23) and used in Eq. (24), are specified prior to each specific set of results, and $p = 2$ always, as it was observed to produce the best results; the radial constraints applied to the VAR model of the slopes in Eq. (24) are $r_1 = r_2 = 1.5$, $r_3 = r_4 = 2$, $r_5 = 2.5$. In the low-resolution stage, the parameters are always set to $(s' = 4, p' = 2)$.
- The turbulence dynamics are represented by a single translating phase screen, simulated using the Object-Oriented
MATLAB Adaptive Optics (OOMAO) toolbox [30]. The sensor signals were obtained simply via the application of Eq. (1) to the simulated turbulence, giving us direct control over the SNR of the slope measurements.

- The radius-based constraint of the sparse gain, whose width is denoted \( rK \), was here implemented as a square of lenslets around each pixel: a constraint of width zero is such that each pixel accepts only information from the four lenslets immediately adjacent to it; each unit increase in the constraint expands the square one lenslet outward. These implementation details are arbitrary, and another user can define the constraint otherwise.

- The matrix-vector multiplication (MVM) method used herein as a benchmark predicts the wavefront with a regularized least-squares estimator of \( \hat{\phi}_k \) and a one-step progression via multiplication with \( A \),

\[
\hat{\phi}_{k+1} = AC_{\phi,0}G^T(GC_{\phi,0}G^T + R)^{-1}y_k, \tag{36}
\]

where the underbraced term is computed offline and multiplied with \( y_k \) online. Note that this assumes the covariance matrices of the measurement noise and incoming wavefront are available (and sufficiently well estimated), an assumption that is relaxed by our data-driven methods.

### A. Tuning the Model Order

The model order \( s \) is a vital parameter of our identification procedures. A larger \( s \) yields a VAR model with more time steps of information to smooth out measurement noise, but the added Markov parameters, each with equal or less sparsity than the previous, increase the identification time. Additionally, it has been observed that in the presence of erroneous modeling, \( s \) cannot be increased arbitrarily for better performance.

The influence of \( s \) in the NMSE [Eq. (35)] of both the identified KF and the HLRF is illustrated in Fig. 1. The best performance of the data-driven KF was attained for \( s = 4 \), with slight drops visible for larger \( s \). As for the HLRF, the tighter the constraint applied to the gain, the sooner performance is maximized with respect to \( s \); for example, for \( (r_K = 3) \), which is used in results below, \( s = 3 \) yielded the best performance of the HLRF. Figure 2 shows how the time taken for offline identification of the gain (Kalman gain, in the case of 4.B) using the methods from Section 4 increases with \( m \) and \( s \), and further compares it with that of the DARE.

### B. Performance and Prediction Times

Figure 3 presents a comparison between the NMSE obtained with the DARE-based KF, the MVM, the identified KF (from Section 4.B), and the HLRF algorithm with varying parameters. Good relative performance of the HLRF is achieved early in the values of its tuning parameters, and both data-driven procedures can outperform the DARE-based KF due to the modeling error induced by a fractional \( \omega \), as suggested in Section 2. The error-time trade-off is made evident with Fig. 4. Notice that, for instance, the \( (r_K = 3, L' = 10) \) combination yields a better NMSE than the DARE-based KF, while being an order of magnitude faster than dense Kalman filtering and MVM.

### C. Spatial Frequency Domain Performance

As argued in Section 4, the sparse data-driven observer of the high-resolution stage of the HLRF fails to predict the low-spatial-frequency modes of the incoming wavefront as accurately as a dense data-driven KF does. This motivated the creation of the low-resolution stage and is illustrated in Fig. 5 alongside results for the DARE-based KF and MVM. Although the low frequencies are generally less present in the prediction errors than the high frequencies, the error induced by sparsity is sufficient to bring the NMSE [Eq. (35)] of the sparse observer slightly over that of MVM. Worse models further raise the importance of the low-resolution stage [27].

### 6. CONCLUSIONS AND RECOMMENDATIONS

This section summarizes the main conclusions and addresses the practical applicability of the developed data-driven KF by presenting several recommendations for future research.

#### A. Conclusions

This paper has presented a new data-driven wavefront prediction method for real-time application in large-scale AO systems. By exploiting sparsity structures within the system matrices, we first developed a data-driven Kalman filtering method capable of, from measurement data, quickly identifying an approximate Kalman gain, but still in \( O(m^3) \) time.

The novel HLRF was further presented, which splits the wavefront prediction into a low- and a high-resolution stage. With the enforcement of sparsity in all matrices of the high-resolution stage, linearity with respect to \( m \) of both the identification (offline) and prediction (online) computational complexities was obtained, as the low-resolution stage is designed to be computationally light. This algorithm exchanges some of the performance of the KF for lower prediction times. Because the complexities are reduced to linear in \( m \) by shifting
Fig. 2. Average execution times of the offline gain identification procedures of Sections 4.B (Dense Ident.) and 4.C.1 (Sparse Ident.), and of MATLAB’s idare function (DARE), as a function of the total number $m$ of lenslets in the sensor array. A data batch length of 5000 was used to identify the gains.

Fig. 3. NMSE [Eq. (35)] of the algorithms for varying constraint $r_K$ of the sparse gain and the width $L'$ of the low-resolution array. The model order $s$ used in Eq. (24) was set to $s = 3$.

Fig. 4. Average execution times of the online prediction operations of dense Kalman filtering [Eq. (7)], MVM [Eq. (36)], and of the HLRF [Eq. (29)], for varying HLRF parameters $r_K$ and $L'$.

Fig. 5. Power spectral density (PSD) of each frequency of the prediction errors for each algorithm, normalized by the PSDs of the incoming uncorrected wavefront.

The main issues that remain to be addressed in the HLRF are the limitations imposed upon the (original) sensor array by the current formulation of the low-resolution array and the corresponding matrix $H$. First, the algorithm is still to be extended to nonsquare lenslet arrays (e.g., corresponding to circular or annular apertures); second, the width of the original array currently must be divisible by that of the low-resolution array, which limits the choices of both widths.

B. Applicability and Future Research

Although the results presented in Section 5 are based on simplified numerical simulations only, the HLRF of Section 4.C.1 shows potential as an accurate real-time wavefront prediction method for large-scale AO systems. However, several issues still need to be addressed to make this method practically applicable. Note, however, that the radius-based sparsity of Sections 4.A and 4.B is by default applicable to nonsquare apertures, and that 4.B thus presents an already realistically applicable method for identification of the Kalman gain for AO systems.
interpolation from the low-dimensional array to the high-dimensional one. Interpolation methods that better replicate the shape of a wavefront should naturally be explored. The method has so far only been tested in open loop. Due to its low online computational time, the method could be applied in a closed-loop wavefront, where the predictions pertain to the residual wavefront, whose frequency content should differ from that of the uncorrected incoming wavefront. In order to properly assess its closed-loop performance, the algorithm should be paired with a control algorithm that uses its predictions and be tested in a more detailed simulation study, for example using OOMAO [30], or in a laboratory setup, and should be compared to existing fast data-driven optimal control methods such as [15,17].

APPENDIX A: DETAILED SPARSE CONSTRUCTION OF $\mathcal{H}$

Recall that the low-resolution array consists of larger lenslets, here called units, that are $L_a$ high-resolution lenslets wide. Consider the example of Fig. 6, with $L = L_a$ and $L' = 1$, in order to isolate a single $2 \times 2$ unit. Let a subscript $x$ or $y$ indicate the axis to which a particular slope corresponds. In this example, $y_{x,k}$ and $y_{y,k}$ are given by

$$
\begin{align*}
(y_{x,k})^{(1)} &= \frac{1}{2} \left( \phi_k^{(5)} + \phi_k^{(4)} - \phi_k^{(2)} - \phi_k^{(1)} \right), \\
(y_{y,k})^{(1)} &= \frac{1}{2} \left( \phi_k^{(5)} + \phi_k^{(2)} - \phi_k^{(4)} - \phi_k^{(1)} \right),
\end{align*}
$$

(A1)

and $y_{x,k}^{(j)}$ and $y_{y,k}^{(j)} , j \in \{2, 3, 4\}$ are defined similarly. The slopes corresponding to the artificial low-resolution array should be defined likewise. As per Eq. (31),

$$
\begin{align*}
(z_{x,k})^{(j)} &= \frac{1}{2} \left( \phi_k^{(7)} + \phi_k^{(5)} - \phi_k^{(3)} - \phi_k^{(1)} \right), \\
(z_{y,k})^{(j)} &= \frac{1}{2} \left( \phi_k^{(7)} + \phi_k^{(3)} - \phi_k^{(5)} - \phi_k^{(1)} \right),
\end{align*}
$$

(A2)

Construction of $\mathcal{H}$ is based on this intuitive insight. Returning to generality, let $S_{j,k}$ denote the indices of $y_k$ corresponding to the slopes, in the high-resolution array, measured by the lenslets within unit $j$, and let $S_{j,k}$ be analogous for the pixels within unit $j$. Denoting a selection of vector entries by a parenthesized superscript, the measurement equation for the lenslets within a single unit of arbitrary dimensions is given as follows:

$$
j_k(S_{j,k}) = G_k \phi_k(S_{j,k}^\top),
$$

(A3)

where $G_k$ is the same for every unit, and is built like $G$, but considering $L_a$ as the array width. Analogously, let the pixel selection within each unit be given by $Z_k$, which merely selects the corner pixels of the unit. As per Eq. (A2), the measurement equation of unit $j$, now in the low-resolution array, is simply given by

$$
\begin{pmatrix}
(z_{x,k}^{(j)})^\top \\
(z_{y,k}^{(j)})^\top
\end{pmatrix} =
\begin{pmatrix}
-0.5 & -0.5 & 0.5 & 0.5 \\
-0.5 & 0.5 & -0.5 & 0.5
\end{pmatrix}
Z_k \phi_k(S_{j,k}^\top).
$$

(A4)

Defining $\mathcal{H}_u$ as a combination analogous to $\mathcal{H}$ in Eq. (30), but again within a single unit, it follows from Eqs. (A3) and (A4) that

$$
VZ_k \phi_k(S_{j,k}^\top) = H_u G_k \phi_k(S_{j,k}^\top).
$$

(A5)

For square units, matrix $H_u$ can be drawn from

$$
H_u = \arg \min_{\mathcal{H}_u} \| \mathcal{H}_u G_u - VZ_k \|_2^2,
$$

(A6)

whose solutions are nonunique due to the presence of the piston and waffle modes in the null space of $G_u$. The minimum-norm solution

$$
\mathcal{H}_u = VZ_k G_u^\dagger
$$

(A7)

is such that Eq. (A5) is exact for any arbitrary $\phi_k(S_{j,k}^\top)$. The entire combination matrix $\mathcal{H}$ is now built from $\mathcal{H}_u$, which is done quickly via repeated insertion of $\mathcal{H}_u$ into the entries of $\mathcal{H}$ corresponding to each unit $j \in \{1, 2, \ldots, L^2\}$, fulfilling Eq. (33).

In truth, Eq. (A7) takes $O(m^3)$ time for fixed $L'$ and $O(m^{3/2})$ time for $L' \approx \sqrt{L}$, but the time effectively taken to solve it is so insignificant regardless (using MATLAB and a sparse $G_u$), even for unrealistically massive units of tens of thousands of lenslets themselves, that it is ignored throughout the paper.
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