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ABSTRACT 
As AI systems are increasingly involved in decision making, it also 
becomes important that they elicit appropriate levels of trust from 
their users. To achieve this, it is frst important to understand which 
factors infuence trust in AI. We identify that a research gap exists 
regarding the role of personal values in trust in AI. Therefore, this 
paper studies how human and agent Value Similarity (VS) infu-
ences a human’s trust in that agent. To explore this, 89 participants 
teamed up with fve diferent agents, which were designed with 
varying levels of value similarity to that of the participants. In a 
within-subjects, scenario-based experiment, agents gave sugges-
tions on what to do when entering the building to save a hostage. 
We analyzed the agent’s scores on subjective value similarity, trust 
and qualitative data from open-ended questions. Our results show 
that agents rated as having more similar values also scored higher 
on trust, indicating a positive efect between the two. With this 
result, we add to the existing understanding of human-agent trust 
by providing insight into the role of value-similarity. 

CCS CONCEPTS 
• Human-centered computing → Human computer interac-
tion (HCI); • Computing methodologies → Artifcial intelli-
gence; Intelligent agents. 

KEYWORDS 
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Human-AI Interaction; Human-Computer Interaction 
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1 INTRODUCTION 
In the Indian epic Mahabharata, Arjun and Bhima are important 
characters. They go through common struggles and trust in each 
other’s abilities. They challenged Jarasandha and Chitrasena’s (two 
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kings) armies and fought for Kampilya together (a capital kingdom). 
What made them have so much trust in each other? According to 
Rajagopalachari [20], the most compelling reason was that they 
shared similar values. In this paper, we explore how we can take 
inspiration from this story when trying to understand trust in AI. 

As AI systems gain complexity and become more pervasive, it 
becomes crucial for them to elicit appropriate trust from humans. 
We should avoid under-trust, as it would mean not making optimal 
use of AI. Yet we should also avoid over trust, as relying on AI 
systems too much could have serious consequences [17]. As a frst 
step towards eliciting appropriate trust, we need to understand 
what factors infuence trust in AI agents. Despite the growing 
attention in research on trust in AI agents, a lot is still unknown 
about people’s perceptions of trust in AI agents [11]. Therefore, we 
wish to know what it is that makes people trust or distrust AI? In 
this paper, we see trust as multi-dimensional as suggested by Rof 
and Danks [22]. On the one hand, trust corresponds to reliability 
and/or predictability and on the other hand trust depends upon 
people’s values, preferences, expectations, constraints, and beliefs. 
Various studies have examined how trust is attributed according to 
the frst dimension [3, 23], but fewer have investigated the second 
dimension, where the focus is on people’s shared values [6]. The 
implication of the latter dimension for the design of agents is on 
how to design these agents with respect to values as diferent people 
prioritize diferent values, which in turn guides how people behave 
and judge the behavior of others [10]. 

We argue that there is a research gap in understanding the role 
of values on the trust a human has in that agent. Siegrist et al. state 
[27]: 

“people base their trust judgments on whether they feel that the 
agency shares similar goals, thoughts, values, and opinions” 

For example, if you value cost-efciency over aesthetics when it 
comes to buildings, you would probably trust an architect more 
if they have shown that cost-efciency is also important to them. 
Regarding trust in AI systems, we resonate with Tolmeijer et al. 
[30] in observing the potential for overlap and contrast with the 
psychology, ethics, and pragmatics of trust between humans. Based 
on this, we hypothesize that the trust of humans in AI agents is 
positively correlated to the similarity of the values of those agents 
and humans. Taking this approach forward in AI agent research, we 
examine the efect of (dis)-similarity (of human & agent’s values) on 
a human’s trust in that agent. We design fve diferent agents with 
varying value profles so that for any human, some of these are more 
similar and some less similar to the value profle of that human. The 
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agents team up with participants for a risk-taking task scenario for 
which they have to interact and decide on the appropriate action 
to take. Participants evaluate the agents based on how much they 
trust each agent and their perceived Value Similarity (VS). 

In the remainder of this paper, we frst review related work on 
value similarity and give an overview of existing literature on the 
use of values to promote trust. We then describe the design of the 
agents we use in the experiments, and the setup of our user study. 
We discuss our results and conclude with potential applications 
and limitations of our work. 

2 RELATED WORK 
Trust within the AI domain has been explored mostly in contexts 
such as decision making [26], examining/assessing user’s trust 
[16], and improving the system performance [18]. We argue that 
it is important to also consider the similarity of personal values 
when researching trust. But can an AI agent have personal values? 
Increasingly, researchers are trying to incorporate values in AI 
systems, especially systems which are in some way involved in 
(helping humans with) decision making. 

Winikof argue value-based reasoning to be an essential prereq-
uisite for having appropriate human trust in autonomous systems 
[35]. This thought echoes with prior work by Banavar [13], van 
Riemsdijk et al. [31] and Mercuur et al. [15]. More recently, Cohen 
et al. acknowledge [5]: 

“Human users will be disappointed if the AI system makes no 
efort to represent or reason about inherent social values that 
users would like to see refected.” 

Most practical work on implementing human values in AI system 
focuses on plan selection [6], user-agent value alignment [25] and 
studying agent’s value driven behaviour [8]. One of the earlier 
attempts to look at the efect of similarity of values on trust was 
made within social science research by Siegrist et al. [27]. They 
showed similar values, and trust depends upon each other in human-
human interaction. Their fndings resonated with Sitkin and Roth 
[28] who report that interpersonal trust is based on shared values. 
On these lines, Vaske et al. showed that as salient value similarity 
increases, social trust in the agency increases [32]. Their fndings 
showed how understanding the value similarity between Colorado 
residents and United States department of agriculture, resulted in 
social trust and attitudes towards wildland fre management. 

Recently, researchers have been interested in using this concept 
of value similarity for AI systems as well. Cruciani et al. designed 
an agent based model showing how similarity in values can be 
a successful driver for cooperation in the regulation and design 
of public policies [7]. They analyze their simulation experiment 
by looking at how and, how much agents cooperate with similar 
others. The key takeaway message is the introduction of value sim-
ilarity for investigating what ultimately motivates trust-building 
processes. However, their work used predetermined memory co-
efcient for simulation agents to study coordination and was not 
validated with human participants. Additionally, Chhogyal and 
colleagues designed a formal trust assessment model [4]. In their 
work, they developed value-based trust assessment functions and 

showed how they lead to trust sequences. However, they did not 
consider value preferences and neither validated the model with hu-
man participants. Building on these works, our research is looking 
for a deeper understanding regarding the efect of value similarity 
on trust in a risk taking scenario accounting for the perception of 
human participants instead of providing simulation based results. 

3 METHOD 
The primary goal of our study is to understand how (perceived) 
value similarity afects trust. We focused on exploring how users’ 
trust is afected by interaction with diferent agents with varying 
value similarity. More specifcally, we have the following hypothe-
sis: 

Value similarity between the user and the agent positively 
afects the trust a user has in that agent. 

3.1 Creation of value profles 
We used the Schwartz Portrait Value Questionnaire (PVQ) [24] to 
draw each participant’s user profles which consist of ten value 
dimensions. There are statements about each value dimension in 
the PVQ. Participants were asked to read carefully and respond to 
how each statement resonate with them as a person on a scale of 
1-6, where ‘1’ means ‘very much like me’ and ‘6’ implies ‘not at all 
like me’. 

For each ‘very much like me’ we assigned a score of 1 and for 
each ‘not at all like me’ a score of 6 to that value. Furthermore, we 
created an actual value profle for each user based on their rank1 

(refer column ‘PVQ Score’ in table 1). We combined the frst two 
values according to rank as group one, the second two values as 
group two, and so on till group fve. We grouped ten values into 
fve groups with two values each. Sometimes, a group can have 
more than two values because multiple values could receive the 
same fnal score. To resolve this confict, we employ Algorithm 1 
(see Appendix 1) to get user priority. For example, in table 1, there 
are three values with a score of 0.9 (refer set C1); and we needed 
only two values for each group. Therefore, participants were asked 
to choose one value over another based on the meaning of two 
values (refer Figure 1) following algorithm 1. In our user-study, we 
did not come across a confict case where there were more than 
four values with the same PVQ score. 

3.2 Agents and the scenario 
We designed a “save a hostage game” in which each participant 
interacts with fve diferent agents that provided tips and sugges-
tions to save the hostage. The task was inspired by prior work from 
Wang et al. [34]. In our game, agents were featured with varying 
value profles. 

3.2.1 Agents and Value Similarity: For each participant, we created 
fve diferent agents with descending value similarity profles from 
G1 to G5 (see table 1 for example). G1 is the agent who promotes the 
two top ranked values of the participant, G2 agent which promotes 
the values ranked 3 and 4, G3 promotes the values ranked 5 and 

1We defne rank as a position in the hierarchy of importance of the values. 
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




Table 1: An example of generating value profles of agents based on 
human value profle. Rank represents order of the values, PVQ rep-
resents the PVQ scores by participants, Corrected represents scores 
after applying the algorithm 1. Lower scores corresponds to higher 
ranks. C1 showcases confict between three values for group two. 
Group 1 (G1) - Group 5 (G5) are groups for the frst two ranks, the 
second two ranks, and so on... representing fve diferent agents. 

Rank PVQ Score Corrected Value 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

1 1.0 

1 1.0 

2 1.90 

2 C1 1.95 

2 2.0 

3 3.0 

4 4.0 

4 4.0 

5 5.0 

6 6.0 

  

 

  

 

Security
Group 1: G1 

Self Direction 

Traditional
Group 2: G2 

Conformity 

Universalism
Group 3: G3 

Power 

Benevolence
Group 4: G4 

Hedonism 

Achievement
Group 5: G5 

Stimulation 

           

Figure 1: Human-AI agent interaction chatbot testbed with 
HTML front-end. 

6, etc. (so the values that each agent promotes can difer for each 
participant depending on their PVQ outcome). 

3.2.2 Scenario and agent explanation: We provided the following 
scenario to our participants in which they need to team up with AI 
agents to rescue a hostage: “A hostage is being held inside a building 
in a market place. The objective is to gather intelligence regarding 
the building. All fve diferent AI agents are equipped with sensors, 
infrared cameras, and metal detectors. The AI agents can perform the 
security check of the building and inform you regarding any danger. 
You need to make a decision for the action to be taken based on the 
AI agent’s advice before you enter the building." 

We used the agent’s names as A, B, C, D, and E mapping to 
G1-G5 in our user-study. Each agent provides a suggestion to the 
user based on their prior common knowledge and values that are 
of utmost importance. A piece of prior common knowledge for all 
the agents was “I have searched the overall place and have found 
traces of the gun powder. I recommend that you take protective gear 
& armor shield with you”. 

We designed our suggestions based on the values following the 
notion of situation vignettes in the work by Strackand and Genner-
ich [29]. The values were expressed through the suggestions the 
agent gave. Two researchers from Computer Science background 
and one from Cognitive Science background brainstormed together 
and generated sentences that formed suggestions by the agent. 
Overall, three iterations of each suggestion was performed to reach 
the fnal outcome. 

For example, an agent provides the following suggestion based 
on prior knowledge plus their values from group one - security 
and self-direction: “I have searched the overall place and have found 
traces of gun powder. I recommend that you take protective gear & 

an armor shield with you. For any action you take, do follow social 
orders & protocols. You should hand over the kidnapper to the police 
to abide by the national security laws. However, it’s up to you what 
equipment you want to take inside the building & how you wish to 
deal with the situation.” 

3.3 Participants 
We estimated our sample size with the G-Power tool from Faul et al. 
[9]. Our efect size was 0.30 (medium) with linear regression as our 
choice for modelling variables. G-power calculated our required 
sample size of 81. We recruited 101 participants from the diferent 
universities’ mailing list. Twelve participants could not pass our 
attention check, leaving 89 participants aged between 22 and 32 
years old (M= 25.6; SD = 0.94). Each participant signed an informed 
consent form before the user-study. This study was approved by 
the ethics committee of our institution, ID number 1313. 

We asked our participants to provide their cultural backgrounds 
before starting the user-study. Most of our participants were from 
the Europe region (34), followed by Asia Pacifc (29), Americas (13), 
Middle East and Africa (9), and Oceania (2). Two participants did 
not provide their background. 

3.4 User study test bed 
We implemented an online version of our scenario to study the im-
pact of manipulating value similarity on trust. The test bed consists 
of a chatbot application that can be accessed from a web browser 
(see fgure 1). We used Microsoft Power Apps API 2 to generate sug-
gestions by the agents. These were displayed on the participant’s 
chatbot interface, which sends data back to the test bed server. The 
user study test bed can be found at (website blinded for the review). 
2https://powerapps.microsoft.com/en-us/ 
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3.5 Procedure 
Each participant frst read an information sheet about the study 
and then fll out the background survey. Next, participants were 
asked to complete the PVQ to get their value profles. After flling 
the PVQ, the system checked for any conficts in value groups and 
asked the participant to choose one over another. Following this, 
the scenario was introduced to the participant. 

All fve agents interacted with the participant one by one. The 
order of appearance of the agents was randomly assigned in such a 
way that the order was diferent for each participant. Each agent 
appears with a small greeting and provides their suggestion. After 
each agent gave the suggestion, the participant was asked to fll 
questions from the Value Similarity Questionnaire (VSQ) [27] and 
questions from the Human-Computer Trust Scale (HCTS) [12]. In 
HCTS, trust is divided into three attributes, namely: general trust, 
benevolence, and willingness (see appendix 2 for details). The study 
was designed to be completed in 30 minutes. Participants were 
given a chance to participate in a rafe worth 5x20 Euro. 

4 RESULTS 
We analyzed the results of our study, including both the subjective 
rating responses to the value similarity, the trust questionnaire and, 
the explanations provided by the participants for selecting an agent. 
We were primarily interested in the efect of value similarity on 
trust. Thus, for this paper, we focus on understanding the efect on 
trust by manipulating the value similarity. We call VSQ responses 
from participants as subjective value similarity. As part of our 
analysis, we frst ran a Shapiro-Wilks test for normality. Since the 
distribution was not normal, we used non-parametric tests for our 
analysis. 

4.1 Manipulation check 
We tried to manipulate value similarity in this study. However, 
to check whether our most ‘similar’ to least ‘similar’ agent were 
actually perceived as most and least similar, we also measured 
subjective value similarity. From fgure 2, we see that the ‘G2’ agent 
scored higher than the ‘G1’ agent, �2 = 11.725, p < .05. This was in � 
contradiction with the manipulation that we performed. In an ideal 
case, we expect the VSQ ratings to follow the order as G1 agent 
receives the highest VS score and G5 the least. This showcases 
that our manipulation did not work as expected. Considering this, 
we now only focus upon value similarity as a whole rather than 
distribution /categorization of fve agents. Therefore, in the rest of 
the paper we disregard our categorization of the agents. 

4.2 Correlation between Value Similarity and 
overall Trust 

We analyzed responses for the VSQ and HCTS to see to what extent 
subjective value similarity has an afect on trust. 

A Kendall rank correlation test revealed that VS and trust are 
signifcantly moderately correlated in accordance with Ratner 
[21] with a correlation coefcient of 0.46 and p < 0.05. 

We also applied a simple linear regression model to predict a 
quantitative outcome of trust based on a single predictor variable 

Figure 2: Mean subjective VS scores for all VSQ given by par-
ticipants for the fve agents. The horizontal line indicates 
the median and the plus sign the mean value for VS scores. 

i.e. value similarity. To check linear model assumptions, we used 
the ‘GVLMA’ - Global Validation of Linear Models Assumptions 
[19] which provides a testing suite for many of the assumptions 
of general linear models. The four assumptions: normality, het-
eroscedasticity, linearity and, uncorrelatedness of the model were 
acceptable by the GVLMA, see appendix 3. Linear regression showed 
that both the p-values for the intercept and the predictor variable 
were highly signifcant indicating a signifcant association between 
the variables, refer appendix 4. Our goodness-of-ft measures show-
case � = 0.984 meaning that the observed trust values deviate from 
the true regression line by approximately 0.984 units on average 
on a scale from one to fve and r2 was 0.308. 

Finally, to seek an answer to the problem: “can we predict trust 
from VS?”, we need to look at the intercept and residuals of the 
linear regression. On observing the intercept and residuals we have 
good reason to believe an overall efect of value similarity on trust. 
This confrms how closely VS and trust are related. Additionally, we 
wished to check if diferences in cultural background of participants 
afected the efect of VS on trust. However, because our sample 
size was very diverse there were not enough participants from any 
distinct cultural background for a statistical comparison between 
them. Such an efect is potentially important, but future work would 
need to be done to test for this. 

4.3 Benevolence, and Willingness as attributes 
of overall trust 

We examined the results of HCTQ as attributes of trust namely 
benevolence, willingness and general trust on value similarity. We 
already reported the results of the general trust in previous sec-
tions. Now, we focus ourselves to Benevolence and Willingness. A 
Kendall tau correlation was performed to determine the relation-
ship between benevolence, willingness and value similarity. There 
was a medium, positive correlation between benevolence and value 
similarity, which was statistically signifcant (r = .47, n = 436, p 
= .0002). Similarly, for willingness, correlation was found to be 
positive (r = .37, n = 436, p = .0002). 
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4.4 Qualitative data analysis 
We were interested in understanding which agents participants 
preferred the most. For this, we asked them to choose an agent 
to take with them inside the building and were asked to explain 
their reasons for doing so. We analyzed participants responses for 
selecting an agent. Our results indicate that the participants pick 
that agent that shares the most similar values. In fgure 3, we can 
observe that more than 72% of participants chose the agent they 
ranked highest on value similarity and trust. This gives us another 
impression that subjective value similarity and trust correlate with 
each other. Now, we classifed participants qualitative explanations 
into four themes found by thematic analysis [2]. This classifcation 
provides insight into the reasons for participant’s choices and how 
it translates to actual behaviour for selecting an agent. The four 
themes for selecting one agent over others are: 

(1) Common Values - the selected agent had more values in 
common with the human than the other agents. 

(2) Balanced Advice - the selected agent provided more balanced 
advice to the human participant than the other agents. 

(3) Developed Trust - the selected agent’s advice/suggestion 
inclined the participant to trust the agent. 

(4) Participant’s Belief - the agent was selected based on its 
advice/suggestion; this decision was neither related to values 
nor developed trust. 

Figure 3: This fgure represents the number of participants 
who choose an agent to take inside the building based upon 
their rank of value similarity and trust. 

Out of a total of 89 participants only 55 provided an explanation 
for choosing an agent. Three researchers coded the explanations 
written by the participants. Each researcher performed the coding 
with three to four iterations before deciding upon fnal themes. 
Inter-coder reliability analysis was performed using Cohen’s kappa 
to determine agreement and consistency between all coders. There 
was a near-perfect agreement among all three coders for three 
dimensions � = .900, (95% CI, .643 to .937). 

Based on our analysis, we found that 42% of the participants ex-
planations were related to common values between the participant 
and the agent they chose. This was followed by 23% for balanced 
advice given by the agent, 16% for developed trust and 16% for belief 
of the participant. These results shows that in our experiment, VS 
and balanced advice promoted the intended behaviour of partici-
pants to select an agent. For example, P54 said, ‘He [Agent A] thinks 

the same way as me so I think he’d back me in my decisions’ relates 
to choosing an agent based on the common values. Similarly, P39 
said, ‘I believe agent B thinks 100% like me and gives me all the trust 
and responsibility’ relates to developed trust for the agent. We also 
came across many responses where participants choose the agent 
because of balanced advice by them. For example, P44 said, ‘Agent 
B shows a balance of risk taking and following protocol to handle a 
delicate situation’. Finally, few participants stick to their beliefs for 
their decision. This can be seen with what P27 reported as ‘I believe 
he [Agent B] would be able to help save the hostages and neutralize 
the threat with non lethal force if possible and lethal if absolutely 
necessary’. 

5 DISCUSSION 
In this section, we discuss the results of our study, relating them 
to prior work and making inferences on how the results can be 
applied to the design of AI agents. Recall that our main goal was 
to understand the efect of similarity of human & agent’s values 
on a human’s trust in that agent. Based on our study results, the 
hypothesis (that the VS between the user and the agent positively 
afects the trust a user has in that agent) can be partially accepted. 
We showed that there exists an overall signifcant efect of VS on 
trust. Even though our failed manipulations did not interfere with 
our paper’s primary goal, we were intrigued to fnd out that our 
manipulations of VS were not successful. In the following section, 
we discuss possible reasons for our unsuccessful manipulations. 

5.1 Why our manipulations were unsuccessful? 
If we wish to eventually promote appropriate trust, we should also 
be able to infuence trust. To this end we need to know what factors 
infuence trust, and we need to be able to manipulate these factors in 
the designs of agents. In this paper we have added to the knowledge 
on factors that infuence trust by showing the relationship with 
value similarity. However, the manipulation of those factors did 
not fully succeed in our study. Therefore, it is relevant to examine 
closer why our manipulations failed and provide some suggestions 
for how value similarity might be manipulated successfully in the 
future. 

Regarding our specifc agent design, a successful manipulation 
would have led to the observation that the ‘G1’ agent is rated high-
est for the perceived VS and the ‘G5’ agent the least. However, we 
observed that instead both the ‘G2’ and the ‘G3’ agent were rated 
as having more similar values than the ‘G1’ agent. To understand 
why this happened, we examined the actual value profles of the 
participants more closely. Consider the case when VS scores of the 
‘G2’ agent were higher than those of the ‘G1’ agent. Observing the 
participants’ specifc value profles for who this occurred could 
provide us with potential reasons why manipulations were not 
successful. Figure 4 provides an overview of the values used in 
the explanations of the ’G1’ and the ’G2’ agents, and how often 
those occurred. This fgure shows that the values of Self-Direction, 
Universalism & Achievement were most prominent for the agent 
‘G1’ and Stimulation, Benevolence & Security for the agent ‘G2’, for 
those participants where ‘G2’ scored higher than ‘G1’ in value simi-
larity. Given that people felt most similar to agents which promoted 
stimulation, benevolence and security (as opposed to the values of 
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Figure 4: Top three most common values in the value pro-
fle of the G1 agent (values ranked 1 and 2 of participant) 
and the G2 agent (values ranked 3 and 4 of the participant). 
The numbers on the top of the histogram represent how of-
ten those values occurred in this agent (G1 or G2) for our 
participants. 

self-direction, universalism and achievement which scored higher 
in their value profle), we speculate that the choice of scenario might 
have played a role. The major values for agent ‘G1’ - Self Direction 
and Universalism, were those which participants already possessed 
but were not so relevant in this context of saving a hostage. On 
the other hand, for agent ‘G2’ - Security and Stimulation were vital 
because they relate to safety and motivating the participant to save 
the hostage. It makes intuitive sense that contextual values are of 
utmost importance especially in those scenarios where there is a 
risk associated with trusting someone and not all the values are 
equally salient. However, the value profle survey is general, and 
not context-dependent. 

Therefore, we speculate that when designing value profles for 
artifcial agents, one should not just take into account general 
value profles, but also note which contextual values are most 
important as also echoed by Liscio et al. [14]. 

Another potential reason for our failed manipulation could be 
that a discrepancy existed regarding values of the agent in how 
they were perceived by some of the participants and how they 
were intended. By perceived values we mean that the value laden 
explanations that agents provided were sometimes interpreted as 
promoting diferent values than for which they were written. As 
explained in section ‘Scenario and agent explanation’, it took three 
iterations for each explanation to be fnalized, which indicates how 
quickly disagreements about underlying values of explanations can 
occur. We speculate that this discrepancy is a possible reason for 
our failed manipulation and resound with Wang et al. [33] that 
designing agent explanations that can be consistently interpreted 
by humans is still an open research area. Secondly, consistency in 
value preferences from humans is debated, and people could just 
show inconsistencies as mentioned by Boyd et al. [1]. 

5.2 Trust in AI systems 
In our user-study, agents provided their suggestions based on value-
based reasoning using VS. With the use of value-based reasoning, 

an agent includes the representation for human values and can 
provide reasoning using human values to make decisions. Winikof 
argue that a computational model of relevant human values can 
be used to provide higher level, human-centered explanations of 
decisions by AI agents. This means that agents could use value-
based reasoning when trying to infuence trust [35]. In synopsis, 
given a bunch of random generated agents, humans would trust 
those align with their subjective values. The reported correlation 
can also comes from human’s consistent value judgment about the 
suggestions and scenarios. 

Value Similarity is not the only thing that infuences trust; many 
other factors can infuence trust as well. Three of the main aspects 
of trust are benevolence, willingness and competence. Value simi-
larity could be seen as a part of benevolence, or even willingness. 
However, competence is less related to values [36]. We did not focus 
upon this factor because we provided all our agents a ground truth 
i.e. prior common knowledge. Instead, we focused upon benevo-
lence and willingness as other two factors of trust afected by VS 
in accordance with Gulati et al. [12]. Based on our results, both 
these factors were moderately positively correlated with VS. This 
implies that if we wish to understand how humans trust systems we 
need to look beyond trust as being infuenced only by the system’s 
reliability. Rather, we also need to consider trust in benevolence and 
willingness and understand how these are infuenced by aspects 
such as value similarity [5]. 

5.3 Limitations & Future Work 
We investigated the efect of VS on trust with a risk-taking scenario 
of saving a hostage. We chose this scenario to gain a deeper un-
derstanding of how participants trust an agent with most to least 
VS. However, we believe that further evaluation with more real-life 
examples would provide additional insights on participant’s trust. 
Additionally, although we cross-examined the participant value pro-
fle with their responses to the VS questionnaire, we did not focus 
on their understanding of value laden explanations. We posit that 
examining the perception of the values could have provided a more 
subtle efect of our manipulations. We see this as an opportunity to 
further extend our work into understanding the beliefs and percep-
tions of the participants for agents with varying VS. Also, future 
work could extend the proposed method to multiple scenarios with 
diferent context information. Additionally, crowdsourcing could 
be another way to generate explanations instead of pre-designing 
by experts or experimenters, especially in translating abstract val-
ues to specifc descriptions or behaviors. Finally, as explained in 
the previous section, we would like to study the potential efect of 
culture on our fndings. 

6 CONCLUSION 
Our study shows that value similarity between an agent and a 
human is positively related to how much that human trusts the 
agent. Based on this fnding, we would encourage designers of 
explanation and feedback-giving agents to create agents that outline 
human values. An agent with similar values to the human will 
be trusted more which can be very important in any risk-taking 
scenario. Although a system without value-based reasoning may 
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be easier to develop, the benefts of including VS are worth it, 
especially in trust-critical situations. 

SUPPLEMENTARY 
The raw data set of this study along with the processed data fles 
are available at https://doi.org/10.4121/14518380. 
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