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ABSTRACT A comprehensive review on the approaches for synthesizing low side lobe concentric ring
array (CRA) antennas is given. An Iterative Convex Optimization (ICO) based array layout synthesis
technique is proposed for peak side-lobe level (PSLL) minimization over a given circular field-of-view in
steerable uniform-amplitude concentric ring array (UA-CRA) antennas. For a given number of rings and
number of uniformly-distributed elements in each ring, the ICO algorithm optimizes the ring radii and angle
of rotation, with possible constraints on the minimum element separation and largest array size. As compared
to the existing UA-CRA synthesis techniques, the proposed method presents unique features as it combines
the capability of optimization of angle of rotation of the rings and PSLL minimization for multiple elevation
scan angles in a computationally-efficient and easy-to-solve procedure. Through numerical design examples,
it is demonstrated how the ICO technique can be effectively used (i) to synthesize sparse UA-CRA topologies
generating low PSLL steerable beams, and (ii) to assess and improve the PSLL suppression performance
of various known optimization algorithms. Based on the UA-CRA topologies synthesized via competitive
methods in the recent literature, a new set of improved array topologies are presented.

INDEX TERMS Array synthesis, concentric ring arrays, convex optimization, isophoric arrays, low side-
lobe level, sparse arrays.

I. INTRODUCTION
Among the various types of planar arrays, the concentric
ring array (CRA) antennas have gained more and more
attention in modern communication and sensing systems [1].
A CRA is formed by a combination of several concen-
tric rings with different radii, along which the elements
are circularly distributed. Thanks to its appealing geometric
symmetry, the CRA provides all-azimuth scanning ability
and (almost) invariant azimuth-angle coverage capability [2].
Since decades, the rotationally symmetric beam patterns
formed by the CRA antennas have played an essential role in
applications within the fields of satellite communications [3],
radio-astronomy [4], radar [5], and many others.

The associate editor coordinating the review of this manuscript and

approving it for publication was Giorgio Montisci .

For the conventional, equally-excited, uniform CRAs with
minimum element separation of half-wavelength, the peak
side lobe level (PSLL) converges to around −17.5dB [6],
which will not satisfy the requirements of many interference-
limited scenarios. Therefore, a large number of CRA syn-
thesis techniques for PSLL reduction was proposed, which
includes many different optimization methods with distinct
capabilities and limitations.

Among the various types of CRA design meth-
ods presented in the literature, the global optimization
approaches consist of different modifications of Genetic
Algorithm (GA) [5], [7]–[11], Particle Swarm Optimiza-
tion (PSO) [12]–[14], Differential Evolution (DE) [15],
Simulated Annealing (SA) [16], Teaching-Learning-Based-
Optimization (TLBO) [17] and Moth Flame Optimization
(MFO) [18]. In general, these methods are computation-
ally heavy and not applicable to the relatively large-sized
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TABLE 1. A broad list of publications on low-PSLL CRA synthesis algorithms with their main features.

arrays due to the large number of unknowns. The ana-
lytical approaches, such as the Weighting Density (WD)
method [19]–[21], are much more efficient. However, their
implementation is based on simple design specifications
which limit the performance of the algorithms in terms of
optimality. To relax the computational burden of the global
optimization tools, hybrid analytical/global or global/convex-
programming techniques were proposed. Some examples
combine WD with DE [22], WD with GA [23], and GA
with Convex Optimization (CO) [24]. As an appealing
alternative to the global and analytical methods, Compres-
sive Sensing (CS) based approaches with a well-balanced
performance-complexity trade-off were also widely studied
in the literature [25]–[27].

An inclusive list of the existing CRA synthesis techniques
for PSLL minimization is given in Table 1 together with a
qualitative comparison of their characteristics based on the
following 9 key questions:
(Q-1) Is the total number of elements optimized?
(Q-2) Is the total number of rings optimized?
(Q-3) Is the number of elements in each ring optimized?
(Q-4) Is the radius of each ring optimized?
(Q-5) Is the angle of rotation of each ring optimized?
(Q-6) Does the array have amplitude and/or phase tapering
(i.e. optimization of excitation weights)?
(Q-7) Is it possible to control the minimum element spacing?
(Q-8) Is it possible to control the maximal array size?
(Q-9) Is beam steering taken into account?

In Table 1, the symbol ‘‘3’’ is used if the technique pro-
posed in the corresponding reference has the relevant feature,
while the dash sign ‘‘−’’ is used otherwise.

It is worth to note that a common assumption in the liter-
ature is the uniform distribution of the antenna elements on

the same ring, which is done to decrease the total number
of optimization parameters. From Table 1, it can be observed
that several researchers applied optimization of element exci-
tation amplitudes [12], [13], [20] or phases [18] to suppress
the PSLL of CRA antennas. On the other hand, due to its prac-
ticality and optimal power efficiency, the uniform-amplitude
(i.e. isophoric) concentric ring array (UA-CRA) topologywas
used much more frequently.

Depending on the technique employed, most of the
UA-CRA synthesis techniques listed in Table 1 answer
‘yes’ to a large subset of the above-mentioned questions
(Q-1) - (Q-5) and (Q-7) - (Q-9). However, almost all methods
(except for [9], [22]) place the first element in each ring along
a horizontal line or use random first element locations on
the ring. In other words, the angle of rotation of rings is
not optimized, which limits the PSLL suppression capabil-
ity to some extent. Besides, optimization for multiple scan
angles was considered only in [9] for UA-CRA antennas, yet
with a multi-objective GA that requires large computational
resources and time.

In this paper, a novel Iterative Convex Optimization (ICO)
based UA-CRA layout synthesis algorithm is introduced for
PSLL minimization. The ICO technique has recently been
proposed and successfully applied for the low side lobe pat-
tern synthesis in the case of aperiodic array layouts [28], [29].
However, in its current form, the method is not applicable to
the CRA antennas. Themain novelty of this workwith respect
to the above-mentioned previous works is the original formu-
lation of the CRA pattern synthesis problem and optimization
constraints to be able to apply the ICO and exploit its benefits
as compared to the other existing low-PSLL CRA synthesis
algorithms. Thus, the presented work is devoted specifically
to the application of ICO to the UA-CRA pattern synthesis.

VOLUME 9, 2021 120745



Y. Aslan et al.: CRA Synthesis for Low Side Lobes

FIGURE 1. Structure of the UA-CRA antenna.

The proposed method is unique in the sense that it com-
bines the capability of optimization of angle of rotation
of rings and optimization for multiple scan angles in a
computationally-efficient and easy-to-solve procedure. For
a given number of rings and number of elements in each
ring, the ICO technique optimizes the ring radii and rotation
angles.

It is useful to note that in its presented form, the ICO
algorithm does not control the number of rings and number
of elements in the rings which must be specified at the algo-
rithm input. However, the impact of varying the number of
rings and/or elements can be investigated straightforwardly
by modifying the initial parameter settings. Such analyses are
beyond the scope of this paper. Moreover, the ICO technique
can be combined with the existing analytical/global optimiza-
tion methods to create a hybrid algorithm with extended fea-
tures and improved optimality in the PSLL. Therefore, it can
be directly used as a local optimizer to assess the optimality
of different synthesis approaches presented in the literature
and to improve their PSLL suppression performance when
possible.

The rest of the paper is organized as follows. The ICO-
basedUA-CRA synthesis algorithm is described in Section II.
Several numerical design examples with comparisons to the
existing optimization techniques in the recent literature are
provided in Section III. The conclusions are presented at the
end in Section IV.

II. UA-CRA SYNTHESIS ALGORITHM DESCRIPTION
A comprehensive list of symbols used in this section is
provided in Table 2, together with their descriptions. The
readers are suggested to refer to this table while following
the formulation of the optimization problem explained next.

Let us consider a UA-CRA located in the xy-plane with the
schematic illustrated in Fig. 1. A center element is placed at
the origin, which was shown to be useful for PSLL reduc-
tion in the literature [6]. Furthermore, it is assumed that the
antenna elements on the same ring are uniformly distributed.
Following this approach, the geometric angle of the elements

TABLE 2. Explanation of the symbols used in Section II.

are defined as

φn,m = φn,1 + 2π (m− 1)/Mn (1)

The element positions in Cartesian coordinates are given
by

xn,m = rn cosφn,m; yn,m = rn sinφn,m (2)

Let us consider an iterative optimization procedure in
which at each iteration i, the position of the first element on
each ring n is slightly disturbed in both x- and y-directions by
ε
(i)
n,1 and δ

(i)
n,1, respectively.

x(i)n,1 = x(i−1)n,1 + ε
(i)
n,1; y(i)n,1 = y(i−1)n,1 + δ

(i)
n,1 (3)

By putting the optimization variables in a vector form,
it can be seen that the total number variables to optimize at
each iteration is equal to 2N .

ε
(i)
1 =

[
ε
(i)
1,1 · · · ε

(i)
N ,1

]
; δ

(i)
1 =

[
δ
(i)
1,1 · · · δ

(i)
N ,1

]
(4)
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The position perturbations at all the remaining elements
(except the center element which is not moved) in the CRA
are given by

ε
(i)
n,m = <{(ε

(i)
n,1 + jδ

(i)
n,1)e

j2π (m−1)/Mn};

δ
(i)
n,m = ={(ε

(i)
n,1 + jδ

(i)
n,1)e

j2π(m−1)/Mn}
(5)

The array factor (AF) of the UA-CRA at the i-th iteration
is computed as

AF (i,s)(u, v) = 1+
N∑
n=1

Mn∑
m=1

[ejk((u−us)x
(i)
n,m+(v−vs)y

(i)
n,m)] (6)

where us and vs denote the scanning position in the uv-plane
for the s-th scanned beam, as indicated in Table 2.
The nonlinear relation between the AF and the element

positions makes the optimization of the layout a rather
complicated task. One way to linearize the AF expression
around the element locations is to assume that the posi-
tion perturbations at each iteration are sufficiently small
(i.e. |(ε, δ)(i)n,m| � λ/2π [28]). This allows exploiting
the first-order Taylor approximation (i.e. e1 = 1 + 1),
and ignoring the contribution from the sufficiently small
high-order terms (ε(i)n,m)2, (δ

(i)
n,m)2, (ε(i)n,mδ

(i)
n,m). Furthermore,

by applying linearly progressive phase shifts to the array
elements for optimal-directivity beam steering towards a par-
ticular direction (us, vs), the following approximate relation
is derived [29]

AF (i,s)
εn,δn

(u, v) ≈ 1+
N∑
n=1

Mn∑
m=1

[ejk((u−us)x
(i−1)
n,m +(v−vs)y

(i−1)
n,m )

× (1+ jk(u− us)ε(i)n,m + jk(v− vs)δ
(i)
n,m)]

(7)

Note that in (7), the element positions from the previous
iteration (i − 1) seen at the exponential terms are known,
and the algorithm is initialized with a pre-defined starting
layout to be used for the first iteration. For fully-irregular
arrays, the impact of the selection of the initial layout on the
optimization result in terms of the PSLL was studied in [30]
and it was shown that using a low PSLL layout at algorithm
initialization could help decrease the number of required
iterations, and thus the optimization time, significantly.

To compute the PSLL using (7), the side lobe region
for each scanned beam s must be identified. For this aim,
a straightforward way is to assume a main lobe radius (= γ
in the uv-plane), the outside of which defines the region of
side lobes.

(u, v) ∈ (u, v)SL,s if (u− us)
2
+ (v− vs)2 > γ 2 (8)

Moreover, there are a number of constraints which might
be desired during the array synthesis. The first constraint
could be on the maximum allowed size of the array aperture,
as shown by

rN ≤ R (9)

When the high-order terms of the sufficiently small-valued
optimization variables are omitted for the sake of linearity,
the condition in (9) can be approximated by

(x(i−1)N ,1 )2 + 2x(i−1)N ,1 ε
(i)
N ,1 + (y(i−1)N ,1 )2 + 2y(i−1)N ,1 δ

(i)
N ,1) ≤ R

2

(10)

The second constraint could be on the minimum allowed
spacing between the array elements due to the physical lim-
itations or the undesirable effects of high mutual coupling
levels. A brute-force approach to satisfy this is to check the
distance between all the element pairs in the array [29]. For
a non-uniform ring radii/rotated CRA layout, a relatively
efficient way to ensure a minimal element spacing criterion
is: (C-1) to check the distance between element pairs in each
ring, and (C-2) to check the distance between one element in
a ring with all the elements in the consecutive ring with the
larger radius. The condition (C-1) can be expressed as

(x(i)n,α − x
(i)
n,β )

2
+ (y(i)n,α − y

(i)
n,β )

2
≥ d2min holds

∀n ∈ {1, . . . ,N }, ∀(α;β) ∈ {[1, . . . ,Mn]; [1, . . . ,Mn]}
(11)

which can be approximated by

(ε(i)n,α − ε
(i)
n,β )(2x

(i−1)
n,α − 2x(i−1)n,β )+ (δ(i)n,α − δ

(i)
n,β )(2y

(i−1)
n,α

− 2y(i−1)n,β )+(x(i−1)n,α − x
(i−1)
n,β )2+(y(i−1)n,α − y

(i−1)
n,β )2 ≥ d2min

(12)

On the other hand, the condition (C-2) can be expressed as

(x(i)n,1 − x
(i)
n+1,m)

2
+ (y(i)n,1 − y

(i)
n+1,m)

2
≥ d2min holds

∀n ∈ {1, . . . ,N − 1}, ∀m ∈ {1, . . . ,Mn}
(13)

which can be approximated by

(ε(i)n,1 − ε
(i)
n+1,m)(2x

(i−1)
n,1 − 2x(i−1)n+1,m)+(δ

(i)
n,1 − δ

(i)
n+1,m)(2y

(i−1)
n,1

− 2y(i−1)n+1,m)+ (x(i−1)n,1 − x
(i−1)
n+1,m)

2

+ (y(i−1)n,1 − y
(i−1)
n+1,m)

2
≥ d2min (14)

Overall, the ring radii and angle of rotation optimization
problem at each iteration of the algorithm for PSLL mini-
mization becomes

min
ε(i),δ(i)

ρ(i), s.t.



|AF (i,s)
ε(i),δ(i)

((u, v)SL,s)| ≤ ρ
(i) holds ∀s,

|ε
(i)
1 | ≤ µ, |δ

(i)
1 | ≤ µ,

(10) holds,
(12) holds ∀n ∈ {1, . . . ,N } and
∀(α;β) ∈ {[1, . . . ,Mn]; [1, . . . ,Mn]},
(14) holds ∀n ∈ {1, . . . ,N − 1} and
∀m ∈ {1, . . . ,Mn}

(15)

The optimization procedure in (15) is repeated until
convergence on the minimized PSLL, ρ(i) is reached.
The formulation results in an Iterative Convex Optimiza-
tion (ICO) problem, which is a Second-Order Cone Program-
ming (SOCP) problem [31], and it can be efficiently solved
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by applying Interior Point Method (IPM) [32] based solvers
in free convex optimizers such as CVX [33].

It is also worth to note that to be in line with the liter-
ature, the goal function is defined in such a way that the
PSLL outside the main lobe in the whole visible space (i.e.
(u2 + v2) ≤ 1) is minimized. However, generally, the useful
field-of-view or coverage area inside which the beams can
be scanned is limited [34], [35]. The area where side-lobes
should be controlled, which might extend outside the cov-
erage area, is also generally limited. This allows to push
unavoidable side-lobe power of sparse arrays outside the area
where side-lobe level matters and thus to improve the in cov-
erage side-lobe level. This appealing feature can be achieved
straightforwardly in the proposed algorithm with slight mod-
ifications in (8). Moreover, the goal function could be easily
modified to minimize the average side-lobe level (ASLL) in
the coverage instead of the PSLL, which could also be an
important criterion to reduce the interference in some appli-
cations [36]. The optimization is performed at a single opera-
tion frequency, as commonly applied in the pattern synthesis
papers listed in Table 1, and the optimized element positions
are given in terms of the wavelength at the corresponding
operating frequency. However, it would also be possible to
extend the algorithm to multi-frequency optimization for
broadband applications, as performed in [37].

III. NUMERICAL DESIGN EXAMPLES
In this section, first, the performance of the proposed algo-
rithm is demonstrated by using the fully-populated, dense,
uniform-ring CRA as the benchmark. Next, the proposed ICO
algorithm is used to assess the optimality of the recently
presented uniform-amplitude CRA synthesis techniques in
the literature in terms of the PSLL.

The optimizations in the paper have been performed in
MATLAB, using the CVX package with the Self-Dual-
Minimization (SeDuMi) solver. The computations have been
carried out on an Intel(R) Core(TM) i7-4710HQ 2.5GHz
CPU, 16GB RAM computer. Each iteration takes about a
minute and the convergence in minimized PSLL is reached
in less than 10 minutes in all the cases investigated through-
out the paper. The optimization efficiency increases (since
the number of iterations decreases) if the initial layout per-
forms close to the final topology in terms of the PSLL (see
Section III-B). The uv plane is discretized in steps of 0.01 on
a square grid. The upper bound of the position perturbations,
µ, is set to 0.08λ in all cases since it has been experimentally
observed that this value provides a fast and stable (with no
ripples) convergence in the PSLL.

It is worth to note that the impact of mutual coupling
is not considered in the examples which study the array
factor. However, potentially, the presented ICO algorithm is
compatible with the inclusion of mutual coupling via indi-
vidual embedded element pattern simulations at each iter-
ation. Although it requires additional simulation time and
resources, the validity and effectiveness of such a technique
was demonstrated in the literature [38]–[40]. Therefore, when

FIGURE 2. 224-element CRA layouts: (a) conventional, (b) optimized via
ICO for the broadside beam (i.e. us = vs = 0), (c) optimized via ICO for the
broadside beam and a scanned beam (us = 0.5, vs = 0).

FIGURE 3. PSLL convergence for the 224-element CRA layout
optimization in the ICO algorithm.

the algorithm is used in its full potential (including multiple
frequencies and the impact of coupling via iterative full-wave
simulations) with more computational requirements, it can
deal with any scenario including the design cases with high
mutual coupling and large bandwidth.

A. CONVENTIONAL LAYOUT VS ICO ARRAYS
As a reference, the dense 224-element CRA layout with
dmin = 0.5λ, φn,1 = 0 ∀n ∈ {1, . . . ,N = 8} given
in Fig. 2(a) is considered. Using this as the initial topol-
ogy, the proposed ICO procedure is applied. In this part,
no restriction is applied on the aperture size R. To define the
side lobe region, γ = 0.14 is used. First, the optimization
is performed only for the broadside beam (i.e. us = vs = 0)
as commonly done in the literature. Then, a multi-beam
optimization is performed by considering the broadside beam
and a scanned beam (us = 0.5, vs = 0) simultaneously.
The optimized array topologies are shown in Fig. 2(b) and
Fig. 2(c) for the broadside beam optimization andmulti-beam
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TABLE 3. Geometric configurations of the 224-element layouts given in Fig. 2.

FIGURE 4. The (normalized) array factor of the three CRA layouts given
in Fig. 2 for the broadside beam (us = vs = 0) and a scanned beam
(us = 0.5, vs = 0): (a) conventional CRA - broadside, (b) conventional
CRA - scanned, (c) ICO broadside beam optimized CRA - broadside,
(d) ICO broadside beam optimized CRA - scanned, (e) ICO multi-beam
optimized CRA - broadside, (f) ICO multi-beam optimized CRA - scanned.

optimization, respectively. Table 3 defines the geometry of
the three CRA layouts. The convergence of the PSLL with
increasing iteration number (i = 0 corresponds to the initial
topology) in the proposed ICO algorithm is plotted in Fig. 3.
It is seen that the PSLL becomes−26.84dB and−24.10dB in
the case of the broadside beam optimization and multi-beam
optimization, respectively. Note that the lower PSLL of the
broadside beam optimization cannot be preserved when the
beam is scanned off-broadside. On the other hand, the PSLL

TABLE 4. Performance comparison summary of the 224-element layouts
given in Fig. 2.

FIGURE 5. Pattern cuts of the array factor plots given in Fig. 4:
(a) broadside beam - at different φ values (shown with the same color),
(b) scanned beam - at φ = 0o.

in the multi-beam optimization is kept for all the pre-defined
scanning angles in the ICO algorithm input.

Fig. 4 provides the uv-plane (normalized) array factor of
the three CRA layouts given in Fig. 2 for the broadside beam
and the scanned beam. For better visualization, Fig. 5(a)
shows the pattern cut at different φ values (shown with the
same color) for the broadside beam, and Fig. 5(b) shows
the pattern of the scanned beam at the φ = 0o cut. The
directivity (D) and PSLL performance of the three arrays for
the broadside/scanned beams is summarized in Table 4.

From the simulation results, the following main observa-
tions can be made:

(1) Using the same number of rings (and elements in the
rings), the PSLL for the broadside beam can be reduced from
−17.34dB to −26.84dB just by optimizing the ring radii and
angle of rotation. This advantage comes at the expense of a
21.75% increase in the array size. The directivity increases
by 0.42dB. It is useful to note here that the PSLL vs array
size trade-off can be further investigated by enforcing desired
constraints on the input parameter R.
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(2) When the beam is scanned to us = 0.5, vs = 0, the ICO
array with broadside beam optimization still provides a lower
PSLL than that of the conventional array. However, the PSLL
increases by 5.12dB and reaches to −21.72dB. The direc-
tivity decreases by 0.1dB as compared to the conventional
layout.

(3) The ICO array with multi-beam optimization gives a
good trade-off by providing −24.10dB PSLL for the broad-
side beam and −24.20dB for the scanned beam. Moreover,
when compared to the conventional array, the increase in R
becomes 17%, the directivity increases by 0.65dB on broad-
side and decreases only by 0.09dB for the scanned beam.

B. RECENT ALGORITHMS IN THE LITERATURE + ICO
In addition to its use on synthesizing a low PSLL CRA
starting from a conventional densely-populated array (or any
CRA configuration, in general), the proposed ICO algorithm
can be used to assess and when possible, to improve the
performance of the recent uniform-amplitude CRA synthesis
techniques used for PSLL minimization.

In this section, 4 different study cases using 4 different
algorithms are taken as the benchmarks:

(1) Improved Integer Genetic Algorithm (IIGA) [8], which
was shown to outperform the commonly used (Modified)
Genetic Algorithm ((M)GA) [5], [11].

(2) A Hybrid Approach (HA) combining Continuous
Weighting-Density Approximation with a Fine-Adjustment
procedure [23].

(3) Quantum Genetic Algorithm based on Hybrid Coding
(HCQGA) [7].

(4) A hybrid algorithm (named as DE/WD/VM) combining
the Differential Evolutionary (DE) algorithm with Weighting
Density (WD) and Vector Mapping (VM) methods [22].

To have a fair comparison, the same values of
N ,Mn,R, dmin with the reference cases in [7], [8], [22], [23]
are used. The optimized topologies in the references are used
as the initial topology in the proposed ICO for optimization of
the ring radii and angle of rotation for further suppression of
the PSLL. The optimizations are performed for the broadside
beam only as done in the reference works, yet the ICO
algorithm can efficiently handle joint PSLL minimization
for multiple beams as well as illustrated in Section III-A.
The minimal element separation, dmin = 0.5λ in all cases.
Considering the array size, the side lobe region is defined by
setting γ = 0.15 in the cases using IIGA and DE/WD/VM
and γ = 0.17 in the cases using HA and HCQGA.

The initial topologies taken from the references (in blue)
and the final optimized layouts with the addition of ICO (in
red) are given in Fig. 6. The details of the geometry of layouts
are listed in Table 5. The convergence of the PSLL in the CO
algorithm for the 4 reference study cases is plotted in Fig. 7.
Fig. 8 shows the comparison of the (normalized) array factors
for the broadside beam in the uv-plane. For better comparison
of PSLL, the pattern cuts at multiple φ values (0o − 360o,
shown with the same color) are provided in Fig. 9. Finally,

FIGURE 6. Optimized CRA topologies: (a) 190-element IIGA optimized
array [8], (b) 190-element IIGA + ICO optimized array, (c) 134-element HA
optimized array [23], (d) 134-element HA + ICO optimized array,
(e) 148-element HCQGA optimized array [7], (f) 148-element HCQGA +

ICO optimized array, (g) 142-element DE/WD/VM optimized array [22],
(h) 142-element DE/WD/VM + ICO optimized array.

a summary of the comparative results in terms of array size
R, directivity D and PSLL is given in Table 6.
Based on the analyses performed in this section, the fol-

lowing main observations can be made:
(1) Using the optimized topologies in the literature as the

initial topology in the proposed ICO algorithm, the topology
can be modified to achieve further suppression in the PSLL.
For fair comparison, the modification is done in such a way
that the number of rings, number of elements in the rings and
maximal array radius remain unchanged. The same minimal
inter-element distance is kept and the resulting array directiv-
ity stays almost the same as well. On the other hand, each ring
can be rotated and/or moved along the radial axis. The extent
of modification depends on the optimality of the topology
given by the reference algorithm.
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TABLE 5. Geometric configurations of the optimized CRA antennas given in Fig. 6.

FIGURE 7. PSLL convergence in the ICO algorithm for the initial CRA
layout of: (a) 190-element IIGA optimized array [8], (b) 134-element
HA-optimized array [23], (c) 148-element HCQGA optimized array [7],
(d) 142-element DE/WD/VM optimized array [22].

(2) For the IIGA optimized 190-element array, the addition
of ICO brings 1.17dB additional reduction in the PSLL, while
the array size decreases by 0.8% and the directivity reduces
only by 0.11dB.

(3) For the HA optimized 134-element array, the addition
of ICO brings 1.01dB additional reduction in the PSLL and
the directivity increases slightly by 0.05dB, while the array
size decreases by 0.7%.

(4) For theHCQGAoptimized 148-element array, the addi-
tion of ICO brings 0.62dB additional reduction in the PSLL,
while the array size remains unchanged and the directivity
reduces only by 0.05dB.

FIGURE 8. The (normalized) array factor of the four ICO-optimized CRA
layouts given in Fig. 6 for the broadside beam: (a) 190-element IIGA +

ICO, (b) 134-element HA + ICO, (c) 148-element HCQGA + ICO,
(d) 142-element DE/WD/VM + ICO.

(5) For the DE/WD/VM optimized 142-element array,
the addition of ICO brings only 0.36dB additional reduction
in the PSLL, while the array size and directivity remain the
same.

(6) In all the cases studied above, the inclusion of ICO
improves the overall algorithm performance to some extent.
However, among the 4 reference algorithms, the DE/WD/VM
algorithm (which is the most resistant to the ICO) appears
to be the best in terms of PSLL suppression capability. This
is due to the distinctive ability of the algorithm to optimize
the angle of rotation of the rings (or φn,1 for each n), while
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FIGURE 9. Comparison of the array factor at broadside for pattern cuts at
different φ values (shown with the same color): (a) IIGA [8] vs IIGA + ICO,
(b) HA [23] vs HA + ICO, (c) HCQGA [7] vs HCQGA + ICO,
(d) DE/WD/VM [22] vs DE/WD/VM + ICO.

TABLE 6. Performance comparison summary of the optimized CRA
layouts given in Fig. 6.

in IIGA, HA and HCQGA, there is no ring rotation (i.e.
φn,1 = 0 ∀n).

It is worth to note that the most recent, competitive and
relevant UA-CRA synthesis techniques in [7], [8], [22], [23]
have been considered in Section III-B, for which the opti-
mized layouts (i.e. element positions) and optimization con-
straints (i.e. minimum inter-element spacing, maximum array
radius) are clearly provided in the corresponding references.
Since only the broadside beam is considered in these papers
during the optimization, the ICO has been used in the broad-
side beam optimization mode to have a fair comparison. The
feature of optimization for scanned beams has been illustrated
in Section III-A by using a conventional dense array as the
benchmark. Among the comprehensive list of CRA synthesis
techniques provided in Table 1, only [9] and [12] have the
feature of optimization for multiple scan angles. In [9], a large
number of sub-optimal CRA configurations are obtained
by using the Non–dominated Sorting Genetic Algorithm II
(NSGA-II). The designer then observes and chooses the best
trade-off solution in terms of the PSLL for the broadside beam
and the scanned beam. On the other hand, the proposed ICO
technique provides the single optimal trade-off solution in a
much more efficient way. As the optimized element locations

and inter element spacings are not clearly provided in [9],
it has not been used as a reference in the quantitative compar-
isons given in Section III-B. Differently, in [12], the optimiza-
tion is performed on the excitation amplitudes and phases
(not on the ring radii, angle or density). However, due to
their practicality and optimal power efficiency, our interest
is in the layout-optimized UA-CRAs. Therefore, [12] has not
been considered as a relevant reference for the quantitative
comparison.

IV. CONCLUSION
An innovative ICO algorithm for the synthesis of UA-CRA
antennas has been presented. The method is used to generate
low PSLL array topologies for the desired number of rings,
number of elements in each ring, minimum distance between
the elements and scan angles. The proposed technique pro-
vides an efficient way to assess the optimality of the various
types of algorithms in the literature. Moreover, it can be
straightforwardly combined with the existing algorithms to
improve their PSLL suppression performance, when possible.
The extent of further reduction in the PSLL depends on
the optimality of the initial array layout obtained from the
reference algorithm.

The main novelties of this work include (i) a new for-
mulation of the low PSLL UA-CRA synthesis problem to
enable the use of numerically efficient convex solvers, (ii) the
first-time development of a low-computational-complexity
methodology for the optimization of ring radii and rotation
angles simultaneously for multiple scanned beams, (iii) a
new and fast version of the minimum element separation
control in convex programming for CRA architectures, (iv) an
original flexible, non-complex, yet effective local optimizer
tool compatible with the prior CRA synthesis methods.

The effectiveness of the proposed technique has been
demonstrated by using conventional-dense and optimized-
sparse CRA topologies from the recent literature as
benchmarks. It has been shown that the UA-CRA antennas
optimized via ICO exhibit lower PSLL as compared to the
benchmarks, with no significant decrease in array directivity.
The extent of reduction in PSLL depends on the optimality
of the benchmark topology which is used at the algorithm
initialization.

The ICO CRA synthesis method is potentially able to
(i) suppress the PSLL within a given limited circular field-
of-view by pushing the unavoidable side-lobe power of sparse
arrays outside the coverage area, (ii) study the impact of vary-
ing the number of rings and/or number of elements in each
ring, (iii) use stepped excitations for further PSLL reduction
at the expense of a decrease in directivity, (iv) use different
kind of feeds for each ring for increased design flexibility,
(v) include the impact of mutual coupling via individual
embedded pattern simulations at each iteration, (vi) adapt
to broadband operation with multi-frequency optimization.
These aspects are out of the scope of this paper and will be
further studied in future works.
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