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Direct detection of polystyrene equivalent
nanoparticles with a diameter of 21 nm (∼λ/19)
using coherent Fourier scatterometry

D. KOLENOV,* I. E. ZADEH, R. C. HORSTEN, AND S. F.
PEREIRA

Optics Research Group, Imaging Physics Department, Faculty of Applied Sciences, Delft University of
Technology, Lorentzweg 1, 2628 CJ Delft, The Netherlands
*d.kolenov@tudelft.nl

Abstract: Coherent Fourier scatterometry (CFS) has been introduced to fulfil the need for
noninvasive and sensitive inspection of subwavelength nanoparticles in the far field. The technique
is based on detecting the scattering of coherent light when it is focused on isolated nanoparticles.
In the present work, we describe the results of an experimental study aimed at establishing the
actual detection limits of the technique, namely the smallest particle that could be detected with
our system. The assessment for particles with a diameter smaller than 40 nm is carried out using
calibrated nano-pillars of photoresist on silicon wafers that have been fabricated with e-beam
lithography. We demonstrate the detection of polystyrene equivalent nanoparticles of diameter of
21 nm with a signal-to-noise ratio of 4 dB using the illuminating wavelength of 405 nm.

© 2021 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

Large scale integrated circuits [1,2], neuromorphic computing [3], bio-sensing monitoring [4],
optical networks [5] and optical image processing [6] require the fabrication and associated
metrology to be done at the nanoscale. Among other parameters, overlay and contamination
control are essential for the semiconductor industry [7]. Lithography devices and surface analysis
tools should comply both with the projection of Moore’s law [8] and economy [9].

Some years ago, coherent Fourier Scatterometry (CFS) had been suggested as a metrology
technique for high-accuracy retrieval of shape parameters of periodic gratings [10,11]. Later on,
CFS has also been applied for nanoparticle detection at the visible spectrum range in bright field
configuration [12]. The detection is based on focusing a coherent light beam onto the surface
that is laterally scanned in 2D. The field that is reflected from the surface is collected by the same
focusing lens and directed to a split photodetector, where a differential photocurrent value is
obtained point per point of the scan. This scheme allows the use of low power lasers (as compared
to darkfield techniques) and is suitable for detection of low optical contrast subwavelength
nanoparticles. Besides, one can determine the position of the particles with high accuracy as well
as classify their sizes. For the latter, we compare the measured differential scattering signal with
a library of calibrated particles. In order to push the detection of nanoparticles from size node of
<λ/4 to <λ/10 sphere diameter, using a wavelength of λ = 405 nm, multiple improvement steps
have been realised, such as suppression of the experimental noise with heterodyne detection
technique [13], accurate focus positioning [14], as well as development of machine learning
techniques to locate and extract the relevant features of the particles [15,16].

The most fundamental limitation of the CFS technique is the signal-to-noise ratio (SNR) at the
detector, where the most stringent contribution to the detector signal comes from the nanoparticle
since it is well known from the Rayleigh theory that the scattering cross-section decreases
considerably with decreasing of the particle volume [17]. In addition, technical noise from the
electronics and environmental noise such as vibrations cannot be completely eliminated. To date,
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one of the main questions about the application of the CFS technique for particle detection is its
sensitivity to the smallest particle size that could be detected with the latest prototype that has
been implemented by the authors [13].

In this paper, we perform a theoretical and experimental analysis of the detection limits
of the CFS setup. Two types of samples mimicking contamination have been fabricated: for
particle diameters above 40 nm, polystyrene latex (PSL) nanoparticles have been spin-coated
on a silicon wafer, and for particles with diameters < 40 nm, we have fabricated nano-pillars
of resist (Hydrogen silsesquioxane HSQ, representing SiO2) with corresponding Latex Sphere
Equivalent (LSE) sizes down to a diameter of 21 nm. This paper presents, for the first time,
the detection of low contrast nanoparticles with diameter of 21 nm with a signal-to-noise ratio
SNR ≈ 4 dB at a wavelength of 405 nm (∼ λ/19) using CFS. Achieving far field detection of
extremely low contrast nanoparticles in the deep subwavelength regime at a low power level
paves the way for proof-of-concept experiments in areas such as inspection of plastic and glass
substrates for nanoimprinting and roll-to-roll applications, as well as in biological samples for
label-free detection and classification of bio-nanoparticles and contamination due to viruses and
bacteria.

The remainder of the paper is organized as follows: Section 2 is devoted to the description of the
optical system, analytical modelling of a dipole, and definition of metrics to estimate the scattering
from non-spherical particles. In Section 3.1, we show the experimental results of nanoparticle
detection. Further, in Section 3.2, we present the numerical and experimental analysis of surface
roughness of the substrate. In Section 3.3, we combine the different measurement factors to
explain the limits of nanoparticle detection. We finalize the paper with conclusions in Section 4,
followed by the appendices.

2. Methods

2.1. Experimental setup

The setup of the CFS for nanoparticle detection is shown in Fig. 1(A). A linealy polarized
collimated diode laser at 405 nm (Power Technology, model: IQ1A25), is reflected by the beam
splitter cube towards a NA = 0.9 objective, where the light is focused at the interface between air
and a silicon wafer. The 2D lateral raster scanning xy of the wafer is performed with a piezo
translator (P-629.2CD by Physik Instrumente) with a z-translator on top for accurate focusing
positioning (P-620.ZCD). The scattered and reflected light passes through the same objective
and is directed to the split detector (ODD-3W-2 Bi-Cell Silicon Photodiode), where the far field,
corresponding to the exit pupil of the objective, is imaged. Heterodyne detection is implemented
by modulating the laser and using a lock-in amplifier (MFLI 500 KHz, Zurich Instruments). We
use sufficiently high modulation and referencing with the sinusoidal waveform of fm = fr = 30
kHz. In Fig. 1(B) we show the far-field intensity distributions (obtained with rigorous 3D
electromagnetic simulations [18]) that correspond to significant particle positions in scanning -
Fig. 1(C). The particle being scanned in the x-direction through the focused spot for 3 positions
of the particle centre, namely to the left, centred, and to the right of the focused spot. The y-axis
is centred with respect to the particle in this case. The split detector is placed at the far-field
plane and the two halves (left and right) are integrated and subtracted from each other such that a
photocurrent value for each X position of the scan is obtained. The resulting differential signal,
when the particle is scanned under the focused spot is shown in the inset. N.B. The peak-to-peak
amplitude Vpp of the differential signal is the crucial parameter that will be used to determine the
particle size.
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Fig. 1. A) 3D illustration of the CFS for nanoparticle detection setup. In the upper inset,
we see the drawing of the square prism and cylindrical shape nanoparticle made of resist.
In the lower inset, we see normalized differential signal IL−R (Left minus Right) obtained
from simulation when the particle is scanned under the focused spot in the x-direction. B)
Simulated far field intensity distribution at the balanced detector for three positions of the
particle with respect to the focussed spot. C) Scheme showing 3 positions in the x-direction of
the substrate containing one particle under the focused spot with the nanoparticle on the left,
centered, and on the right of the spot. The particle is centered with respect to the y-direction.
Middle image - the analytical modeling of the problem showing the far-field contributions:
directly scattered, reflected scattered and specular reflected field Aout = Adip +Adip,r +Asp.

2.2. Model of the particle-field interaction

The scattering of light that illuminates a sphere located at an interface consists of three
contributions: 1) free-space dipole radiation, 2) light scattered from the dipole to the interface
and further reflected to the far field, and 3) specular reflection from the interface (see scheme in
Fig. 1(C), center). Let us consider a Cartesian system (x, y, z) with the z as propagation direction.
Following the formalism outlined in Ref. [19], an electric dipole in air with a dipole vector
µ = (µx, µy, µz) is placed at the origin. If an objective, with the z axis as the optical axis, is
placed such that its geometrical focus is at the origin, then the outgoing perpendicular (s) and
parallel (p) fields (unit vectors of s and p) of the particle in air can be described as Adip:

Adip = Adip
s s + Adip

p p (1)

Adip
s =

1
2iϵ0

k/kz√︂
k2

x + k2
y

[︁
kkxµy − kkyµx

]︁
(2)

Adip
p =

1
2iϵ0

k/kz√︂
k2

x + k2
y

[︁
kxkzµx + kykzµy − (k2

x + k2
y )µz

]︁
. (3)

It is also known that the field at the focus of a linearly polarized light beam at the pupil has a
large transversal component [20]. If the dipole moment is oriented along x, i.e., µy = µz = 0,
then the electric field in the pupil has both contributions of s and p polarized light given by:

Adip
s = −

µx

2iϵ0
k2ky

kz

√︂
k2

x + k2
y

(4a)
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Adip
p =

µx

2iϵ0
kkx√︂

k2
x + k2

y

. (4b)

A reasonable approximation of the dipole moment µ is to assume it to be proportional to
the incident local electric field Ef at the position of the nanoparticle through the complex
polarizability α:

µ = αEf , (5)

where the parameter α depends on the material permitivity ϵ , diameter d of the nanoparticle, and
the permitivity of the surrounding medium ϵm:

α = 4πϵm
(︂d
2

)︂3 ϵ − ϵm
ϵ + 2ϵm

. (6)

If the incident field is x-linearly polarized before the objective, then close to the focus and
around the optical axis Ef (r) ≈ Ef (x)ẑ. Following the shift properties of the Fourier transform,
if we shift the nanoparticle in the focal plane along the x-axis by r = X, then there will be a
corresponding phase shift of ikxX in the scattered far field.

Adip
s = −

α

2iϵ0

[︄
k2ky

kz

√︂
k2

x + k2
y

]︄
Ef (x)eikxX (7a)

Adip
p =

α

2iϵ0

[︄
kkx√︂

k2
x + k2

y

]︄
Ef (x)eikxX . (7b)

Eqs. (7a) and (7b) represents the amplitudes of the field directly scattered from the dipole to
the pupil plane Adip. Further, to take into account the interaction of the dipole and the surface,
we assume that the dipole is very close to the interface so that the phase difference between the
directly scattered and reflected scattered signal is very small. This assumption is approximately
valid when the beam is focused at the interface, so that the effective dipole remains very close
to the surface. Moreover, this phase is not a function of x. Thus, the total scattered signal
Adip + Adip,r can be obtained by multiplying Eq. (7a) by 1 + rs and Eq. (7b) by 1 + rp where, rs
and rp are the complex Fresnel reflection coefficients for s and p polarization, respectively and
they represent the air/silicon interface.

Lastly, the pupil plane will have the contribution of the spurious reflected field from the
interface (incident field Ainc modulated by Fresnel coefficients), given by the specular reflected
fields:

Asp
s = rsAinc

s s (8a)

Asp
p = rpAinc

p p. (8b)

Thus, the total outgoing complex field Aout can be written as a superposition of a spurious
reflected and a total scattered wave as:

Aout
s ≈ rsAinc

s − (1 + rs)
α

2iϵ0

[︄
k2ky

kz

√︂
k2

x + k2
y

]︄
Ef (x)eikxX (9)

Aout
p ≈ rpAinc

p + (1 + rp)
α

2iϵ0

[︄
kkx√︂

k2
x + k2

y

]︄
Ef (x)eikxX . (10)

The field at the focal region for high numerical aperture systems was firstly formulated by
Ignatowsky [21] and re-derived by Richards and Wolf [22]. In this paper, we will rely on the
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derivation from [23] to write down the field in the focal region after passing through a high
numerical aperture (NA) imaging system by the x-polarized beam given by:

−→E (r̃, ϕ̃) = −
ik
2

[︄(︂
G0 + G2 cos (2ϕ̃)

)︂
êx + G2 sin (2ϕ̃)êy − 2iG1 cos ϕ̃êz

]︄
, (11)

where r̃, ϕ̃ are the spherical coordinates centered at the Gaussian focus with the third coordinate
θ̃ = π

2 taking into account only the field at the focus plane. The introduced integrals for G0, G1, G2
with the J Bessel function of order n are defined as:

G0 =

∫ θ1

0
A(α) sinα(1 + cosα)J0(kr̃ sinα)dα (12)

G1 =

∫ θ1

0
A(α)(sin2 α)J1(kr̃ sinα)dα (13)

G2 =

∫ θ1

0
A(α) sinα(1 − cosα)J2(kr̃ sinα)dα. (14)

The range of integration is defined by the NA of the objective and the marginal rays travelling
through the objective at a focus with angle θ1 = sin−1 (NA). These integrals have no known
analytical solution but can be evaluated numerically. Accordingly, the electric field in focus is
solved by calculating Eq. (11), with the aid of Eqs. (12), (13) and (14). The Ex and Ez components
of the electric field in the focal plane have a much larger absolute value than the remaining Ey
part. Accordingly, the combination of these two components will render the highest contribution
to the field scattered from the particle to the pupil.

For the profile of the field oriented in the x-direction (the axis of our scanning), the Y should
be set to zero. Accordingly, the second term in Eq. (11) vanishes. For all kx and ky limited by the
NA of the system, the intensity at the pupil is given by:

Ipupil = |Aout
s |2 + |Aout

p |2. (15)

Further integrating and subtracting the two halves of the far field renders the signal of the
particle:

IL−R =

∬
L

Ipupil −

∬
R

Ipupil, (16)

These results are important for the vibration estimation in the system as summarized in
Appendix C. Further, the presented scattering due to a particle on a substrate model that is
illuminated by a tightly focused beam can also be of interest in other applications such as effects
taking place in nanoscopic position sensing [24] or characterisation of bio-particles from light
scattering [25].

Polystyrene particles nPSL = 1.57 (λ = 405 nm) are standard for the calibration of surface
inspection tools because they have well-characterized optical properties (low index of refraction,
thus most challenging to detect) [26]. When analyzing resist particles in our case, with even
a lower refractive index nresist = 1.45, the scattered cross-sections are converted to the Latex
Sphere Equivalent (LSE). From the Rayleigh scattering cross-section [27]:

σs ∝
d6

λ4

(︃
m2 − 1
m2 + 2

)︃2

, (17)

where σs represents the amount of scattering, d is the diameter of a sphere, m depends on particle
material, being equal to m =

√
n2 + k2 (n and k is a real and imaginary part of refractive index



Research Article Vol. 29, No. 11 / 24 May 2021 / Optics Express 16492

respectively). The Hydrogen silsesquioxane (HSQ) particles are either square prisms or cylinders,
and using the formulas for their volumes, we can deduce the equivalent sphere diameter:

1
6
πd3 = wlhresist =

π

4
d
′

hresist (18)

dsphere−equiv =

(︃
6
π

wlhresist

)︃ 1
3

=

(︃
3
2

d
′

hresist

)︃ 1
3

, (19)

where w and l are the width and the length of the resulting rectangular prism (w = l for our
fabricated structure), d′ and hresist are the diameter of cylindrical particle and the height of the
resist. Finally, omitting power dependence, we compute the Latex Sphere scattering Equivalent:

LSE ≈ dsphere−equiv ×

(︄
(m2

resist − 1)(m2
psl + 2)

(m2
resist + 2)(m2

psl − 1)

)︄2

. (20)

For materials and the estimates for the LSE see Appendix A.

3. Results

The contamination/defect inspection aims to detect a wide range of particles. The losses in
the fabrication yield are estimated based on the location, number, and size composition of the
contamination on the inspected surface. In this regard, the traceability of the results is crucial,
meaning that a comparison should be made between the tool that is being validated and a reference
instrument. A rigorous way to validate the results is to check the same region of interest on
the wafer with a reference instrument. This can not be done unless unique surface markers are
introduced. In Section 3.1, we present the experimental results of the fabricated samples with
markers containing nanoparticles made of resist. In Section 3.2, the reflectance from a rough
silicon substrate is numerically analyzed using 3D FEM, combined with roughness measured
with an AFM (Appendix A) for both spin-coated samples and the developed silicon surface of
the e-beam lithography (EBL) sample. With that, we provide a figure of merit for the roughness
background level estimates (Section 3.3), where we include the electronic noise from the detector
circuit (Appendix B) and analyse the influence of environmental vibration (Appendix C) using
the experimental particle signal calibration curve and fitted power law.

3.1. Experimental results on the minimum size limit of particle detection

As discussed above, in order to be sure about the detection and localization of all individual
particles, one would like to compare the scanned area with the corresponding image obtained by
a high-resolution imaging technique, such as scanning electron microscope (SEM). To address
the issue of producing low-index <λ/10 particles with a mean separation of ≥ 1 µm, we have
fabricated resist nanoparticles on silicon wafers using EBL. We used negative resist samples made
with EBL because it allows for the precise control of the particle size as well as the separation
between the isolated nanoparticles. We write the enclosed reference structure and the particle
array of tiny pillars with two spot sizes to improve upon the writing speed. After the surface scan
of the reference structure with CFS is performed, the sample is analyzed with a SEM, to provide
the comparison. The array of 4 × 4 resist particles on top the silicon wafer is shown in SEM
image (Fig. 2). The size of the manufactured array is a compromise between the time it takes to
fabricate/analyze the sample and the number of available target-size particles. Depending on the
magnification of the SEM, it is easy to locate the rectangular edge structure Fig. 2(A) or the star
marker C). Performing ellipsometric measurements before developing the resist, we measured the
height of the resist giving as result hresist = 25 nm. Figs. 2(E) and (F) show the SEM images of
the isolated resist nanoparticles with either square prism or cylindrical shapes. The LSE of these
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particles are 33 and 30.4 nm for nominal 50 nm square prisms and cylinders, respectively. The
resulting differential signal maps obtained with CFS show that all particles within the reference
region have been detected (Fig. 2(B) and (G)). The SNR ≈ 16 dB is sufficiently high to localize
all 16 particles.

In estimation SNR = 10 log10
(︁ S

N
)︁
, where S and N are the signal and noise power respectively.

The noise level is computed based on a differential signal of no particle region scanning.

Fig. 2. A) Scanning electron microscope (SEM) image of the reference structure. B) CFS
scattered map of the reference region with the close-up G) of all 16 particles that have been
detected in a single scan of 34.6 × 37 µm. C) SEM image of the star (marker) of ≈ 700 nm
next to the 50 nm cylinder. D) The nanoparticles separated by 9 µm with the square prisms
and cylinders in the upper and bottom rows. E) and F) SEM images of the 50 nm square and
cylinder respectively.

In order to check the ability of the CFS system to detect smaller particles, we fabricated another
sample containing guiding lines of 4 × 0.5 µm and 25 nm resist cubes. The lines made of resist
facilitate the localization of the nanoparticles both with SEM and CFS. Figure 3(A) displays the
measurement with CFS where the three cube nanoparticles have been detected. The exact size of
these nanoparticles is confirmed with the SEM image shown in Fig. 3(B). With this measurement,
we validate the detection of nanoparticles of diameter LSE ≈ 21 nm (resist cube of 25 × 25 × 25
nm). For an incident power level of P ≈ 20 µW, a SNR ≈ 4 dB has been obtained. We remind
that the wavelength used in these measurements was λ = 405 nm. For the fabrication of the
samples see Appendix A.
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Fig. 3. A) CFS scattered map of the reference region where the three cube nanoparticles
are visible (17.2 × 17.2 µm). B) Scanning electron microscope (SEM) image of the ≈ 25
nm cube nanoparticle. In the inset, we see the cross-sections of the particle image in two
orthogonal directions

3.2. Effects of the roughness of the surface

The differential detection mode is sensitive to irregularities in reflection from the surface of the
substrate. These irregularities can come in the form of, e.g. surface roughness, contamination
or defects around the particles. For the same optical properties of surface and particle (height
of the surface roughness reaches the diameter of the particle hRMS ≈ d) the signal from the
particle will be in the order of the of the scattered signal from the surface. For the case of
particles or contamination with low refractive index on a high refractive index silicon substrate,
the reflectance can be monitored. Compared to the perfectly flat interface, the reflectance will
drop if multiple particles or roughness are present.

In order to understand the influence of roughness, we have performed some rigorous simulations.
Within the FEM solver [28], two-dimensional rough surfaces can have variations along the lateral
directions. The rough surface height profile is based on a centralized Gaussian distribution in
space given by:

g(x, y) = e−
1
2 (

x
cx )

2− 1
2 (

y
cy )

2
, (21)

which is randomly displaced while summed and normalized. This operation can be written in
terms of a 2D forward F and inverse F −1 Fourier transform:

h(x, y) = CF −1 [︁F [g(kx, ky)]eiφ(kx,ky)
]︁
, (22)

where the scaling factor C is determined such that the

hRMS = lim
l→∞

∫ l
−l

∫ l
−l h2(x, y)dxdy∫ l
−l

∫ l
−l 1dxdy

. (23)

The displacement is according to the deterministic pseudo-random number generator that
affects the phase function ϕ(kx, ky). The resulting roughness of the scattering structure is statistical
in nature; thus, the average results of the simulations should be considered. The effect of varying
one of the surface parameters Lc = [cx, cy] (correlation length) with the other being fixed hRMS,
and vice-versa is displayed in Fig. 4. The variation of hRMS can be intuitively understood, while
the surface correlation describes the statistical independence of two points on the surface and
increases with the correlation between two neighbouring points. For a smooth surface Lc = ∞.

Further, periodic boundary conditions are necessary for the horizontal directions to account
for the scattering out of the sides of the unit cell. Another reason is to mitigate the drawbacks
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Fig. 4. 3D FEM simulation volume with dimensions of 600 × 600 × 800 nm. The interface
between two media is defined as the rough surface with two parameters: height hRMS and
correlation length Lc. Fixed Lc = 50 nm with varying hRMS in the upper panel, and fixed
hRMS = 9 nm with varying Lc in the bottom panel.

related to the finite surface size such as the reduction in the angular resolution of scattered fields,
as well as the potential influence of scattering and diffraction from the surface edges [29].

We estimate the influence of hRMS on the reflection from the silicon surface assuming an
refractive index of nSi = 5.43 + i ∗ 0.34 at 405 nm. The rough silicon is normally illuminated by
the plane wave with s and p polarization. For periodic cells, as one in Fig. 4, the Fourier transform
post-process yields the discrete diffraction modes (amplitudes of the reflected diffraction orders).
The amplitudes of the electric plane wave E(k) exp(ikx) and the magnetic plane wave H(k) exp(ikx)
can be converted to the the power flux density according to P = 1

2E × H∗ = 1
2

√︂
ϵ
µ | |E| |2k∗/| |k| |.

Further, the power fluxes in discrete directions of the reflected fields Pr can be divided by the
power fluxes of the incoming plane wave Pi to obtain the reflectance Rs ≡

Ps
r

Ps
i

and Rp ≡
Pp

r
Pp

i
. The

total reflectance is obtained from the average of both polarizations R = Rs+Rp
2 .

The real lattice vectors defined for our cell with period Λ = Λx = Λy = 600 nm are
a1 = [Λ, 0, 0] and a2 = [0,Λ, 0]. The corresponding reciprocal vectors b1, b2 are defined such
that bi · aj = 2πδij. Hence the reciprocal vectors are b1 = [ 2π

Λ
, 0, 0] and b2 = [0, 2π

Λ
, 0], such

that a1 · b2 = 0 and a1 · b1 = 2π. The Fourier modes available for the observation are linked to
the reciprocal grid in k-space, where the transversal components of the k-vector in the pupil are
defined as k⊥,n1,n2 = n1b⊥,1 + n2b⊥,2. The remaining normal components kz are determined by
kz =

√︁
k2

m − |k⊥ |, where the wave number in the material is given by km = k0nSi and free-space
wavenumber k0 = 2π/λ. To compute the total number of orders, one needs to determine all the
integers n1, n2 such that the corresponding k-vectors are propagating Re{kz}>0. Alternatively, if
the pupil plane is limited by the NA, the following criteria should be satisfied: Re{|k⊥ |/k0} ≤ NA.
It is evident that only five modes will propagate within the NA (see Fig. 5(A)), such that the
following combinations of the n1, n2 are possible n1 = [−1, 0, 0, 0, 1] and n2 = [0,−1, 0, 1, 0].
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We are not interested in reflectance in the normal direction Rnormal = R0,0 with n1 = n2 = 0.
For the remaining diffraction into the higher orders Rscat = R−1,0 + R0,−1 + R0,1 + R1,0 with the
good alignment of the differential detector one could still expect to get a zero signal. Thus,
in our worst-case scenario estimate, small roughness scattering is coming fully to one half of
the detector, so we will rely on Rscat = R−1,0. For the rough surface of Lc = [50, 50] (x and y
direction), the parametric sweep of the hRMS from 0.25 to 10 nm, NA = 0.9, and λ = 405 nm as
the average result of 400 initializations is shown in Fig. 5(B)). When estimating the peak-to-peak
amplitude emerging from the surface roughness, we will rely on the reflectance coefficients of
Fig. 5(B)) combined with average roughness height from the AFM. With the growing height of
the roughness, the reflectance into the upper half space orthogonal to the surface R0 decreases.
At the same time, the reflectance into the higher angles Rsca increases. It is fair to assume that
the scattering into the higher angles will define the amplitude of the differential signal. For our
optical setup, the power at the detector Pdet can be estimated as:

Pdet = Pf RscatTopt, (24)

where Pf is the power incident on the surface and Topt is the transmission through beamsplitter
and other optics; Topt ≈ 0.28 in our case. Further, taking into account the properties of the
detector, the output amplitude is equal to:

Vout = PdetSG, (25)

where S is the responsivity of the detector and G is the gain of the differential detector circuit.

Fig. 5. A) The Fourier space showing the propagating wave vectors for the air/silicon
interface at λ = 405 nm and periodic cell of Λ = 600 nm. B) The average reflectance
coefficient for the non-normal direction within the pupil.

3.3. Limit of detection

In order to establish the smallest LSE diameter particle that can be detected by means of the
developed CFS system, we measured two types of samples. The first type are PSL nanospheres
that have been spin-coated on 1-inch wafers with a mean separation of ≥ 1 µm between the
isolated particles, and the second type are negative-resist square prisms or pillars made with the
EBL. A summary of the fabrication and types of samples is presented in Appendix A.
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For each sample, we performed at least four runs (different measurement days) accessing more
than three areas on the sample, and analyzed the signal in the time domain with the aid of the
search approach, outlined in Ref. [15], resulting in individual amplitude labelling of hundreds of
particles. Also, we study areas without particles to provide the background level estimates for
the two types of samples. Fig. 6 summarizes the overall analysis. For the detected particles sizes,
the blue diamonds indicate the average value of the Vpp with a standard deviation shown in grey
error bar. Error emerges mostly from the non-uniformity of particle sizes and vibrations in the
setup. The solid red line in the plot is the third-power law curve with the best fit based on the
error sum of squares criterion. The correction is done by normalizing to unity and multiplying
with the maximum value from the experimentally acquired peak-to-peak amplitudes and adding
the offset of the shot noise level Us.

U′ = max Uexp
U
|U |
+ Us. (26)

Fig. 6. The peak-to-peak amplitude of the signal (blue diamonds with error bar of σ), fitted
power-law (red curve) as function of the latex sphere diameter computed according to Eq. (20).
Inset shows experimental background level of the spin-coated particles samples (black line)
and samples with particles fabricated with the EBL (magenta line). The background level
is further split into the detector noise in light cyan, shot noise in green, and worst-case
scenario roughness signal from the EBL-made and spin-coated sample in yellow and purple
respectively. Noise and roughness estimation is based on Appendix A and Appendix B.

Further, we include the experimental background levels of the surface signal with no particles
for spin-coated and EBL fabricated structures on silicon substrates, represented in the figure by
black and magenta horizontal lines, respectively. We colour the amplitude region of the complete
detector noise with cyan, shot noise part in green. On top, the estimated pp signals from the
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surface roughness of 0.25 nm (in yellow) and of 0.7 nm (in purple) attributed to the developed
surface of the EBL sample and spin-residue surface of PSL sample respectively. The crossing
between the fitted power curve and the background measured for the EBL sample indicates the
smallest detected particle that comes close to experimental one dpredEBL = 25 nm. Assuming a
perfectly flat surface, the intersection between the fitted power law curve and present detector
noise is at dpred = 17 nm particle. Note that the fact that we obtain a larger pk to pk amplitude
than the one expected by the power law suggests that the latter may not be the only contribution
to the detected signal, since the combined signals coming from the light scattered by the particle
and the one coming from the reflection by the surface may constructively interfere, leading to a
stronger signal. In addition, other high order scattering effects and resonances may also occur.
This leads to the conclusion that with our present system, even smaller particles could be detected.

4. Conclusions

We have studied the sensitivity limits of the CFS for particle detection. The detection is based
on taking a differential signal of a split detector that includes the scattered far field from the
nanoparticle plus the reflected light from the substrates, when the latter is illuminated by a
focused coherent field. The technique is a scanning technique where for each scan point of the
area to be inspected, one value of the split detector signal is recorded.

We conclude that the detection limits of our system are dictated by multiple factors. Firstly,
the presence of inherent mechanical noise of the piezo stage (Appendix C). With the current
model of the piezo stage, the uncertainty for particle localization in our setup is ∆x = 16 nm.
Further, the peak-to-peak fluctuation of the signal indicates the vibration-induced uncertainty of
the focal position that is estimated to be ∆z = 3 nm. Accordingly, the design of the setup could
be improved to reduce vibrations that couples to the system. For systems requiring faster 2D
scan, beam steering combined with 1D piezo scan could be an interesting option.

Next, the investigated electronic noise of the detector is bigger than the one with the Poisson
distribution statistics. Based on the analysis of the differential detector circuit (Appendix B), we
identify the total noise, including all the noise components using the root sum of the squares.
The shunt resistance Rs, junction capacitance Cj of a photodiode, feedback resistance Rf and
capacitance Cf of the TIA are the primary parameters used in the noise analysis. In our case,
the TIA’s feedback resistor noise is the dominant noise source. The theoretical estimate of the
resulting noise matches the experimentally measured value for the Ee

nout = 14 mVRMS.
Finally, the small scattering cross-section from isolated nanoparticles contributes to the low

SNR of the detector signal as the particle diameter decreases. In this work, we demonstrate
detection of nanoparticles with 21 nm (λ/19) LSE diameter, where the main noise sources were
due to the combined effect of detector noise and silicon surface roughness hRMS = 0.25 nm. We
verified the reliability of the CFS bright field scanner by comparing the number of detected
scatterers inside the wafer reference region with that of a benchmark SEM measurement. The
detection of LSE ≈ 21 nm particle is achieved with SNR ≈ 4 dB. This result complies with the
requirements for surface inspection in the semiconductor industry (SNR needs to be greater
than 3 dB) [30]. The demonstrated detection is promising for initial inspection of a wafer in
a fabrication environment, testing a reticle blank, or during the production flow (the pellicle
membrane) where non-destructive surface scanning is required. Also, given the compactness of
the setup and simplicity of the concept, we believe that such a particle detector could be applied
in other areas where surface inspection to this particle size level is required.

Appendix A

In this work, two types of samples were used: spin-coated PSL nanoparticles and negative resist
(EBL) deposited on silicon wafers (further called as type 1 and type 2, respectively). Samples
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were prepared in a clean room class ISO 6 and we used high quality 1-inch wafers from Ultrasil.
The general procedure for type 1 sample preparation is outlined below:

• Clean UV/Ozone apparatus with isopropyl alcohol (IPA) wipe and switch on for 15 minutes

• Prepare solution

• Place wafer in a beaker in ultrasonic bath

• Clean 1-inch Si wafer in UV Ozone for 5 minute

• Spin 0.5 ml solution on wafer @ 6100 RPM

• Place wafer in box

The solution is prepared by firstly putting 3 droplets of Thermo Scientific nanospheres in 0.5
ml demi water (from Merck Simplicity UV water purification system, applied in each recipe), and,
secondly, diluting the necessary µl amount in 5 ml IPA (Sigma-Aldrich, 2-Propanol, anhydrous,
catalogusnummer 278475-1L, applied in each recipe) under vigorous shaking. The summary of
solutions made for PSL samples is shown in Table 1.

Table 1. Specification for solute particles and the proportions used

Sample # Diameter [nm] Serial number Amount to delute [µl]

1 100 3100A 80

2 80 3080A 70

3 60 3060A 60

4 50 3050A 50

5 40 3040A 40

In order to fabricate type 2 samples, we followed the procedure of negative resist fabrication:

• The wafer was cleaved to smaller pieces (1 × 1 or 2 × 2 cm).

• Chips were spun with the HSQ XR-1541 diluted in MIBK resist at different speed to
control the thickness.

• E-Beam exposure: 100 kV Raith ebeam lithography system, beam current of 112 pA
(estimated spot size of 1.9 nm). The dose is 7250 µC/cm2 for the 50 × 50 × 25 nm sample
and 9500µC/cm2 for 25 × 25 × 25 nm sample.

• Development: MF322 (1 min) , MF322: H2O ∼ 1:5 (30 sec), H2O (1 min).

It is crucial to make a dilution of the e-beam resist and perform the spinning at different speed,
to optimize for the heights of the future particles. Table 2 summarizes the developed recipes and
shows the results of the thickness measured with an ellipsometer (Woollam M5000).

In regions with no particles for the type 1 sample, the average roughness is hRMS = 0.7 nm and
for the type 2 sample, hRMS = 0.25 nm. These measurements were performed with Park NX20
AFM. Given that the refractive indices n are 1.57 (PSL) and 1.45 (resist) at room temperature
with a probe wavelength of 405 nm, we estimate the LSEs in Table 3 for the square prism and
cylinder resist particles.
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Table 2. HSQ XR-1541 was diluted with MIBK. And spun with different speeds

Recipe # Dilution HSQ:MIBK (by volume) Spinning speed (RPM) Measured thickness [nm]

1 1:2 4000 53

2 1:2 6000 47

3 1:3 6000 25

Table 3. Resit particle types for which the LSE is estimated

Volume of resist particle [nm3] Shape of particle Sphere diam. equiv. [nm] LSE [nm]

50x50x25 Square Prism 49.23 33

50x25 Cylinder 45.42 30.4

25x25x25 Cube 31.02 21

Appendix B

The circuit of the differential detection (Fig. 7) is optimized for small-signal amplification.
The split detector (ODD − 3W − 2) has a common ground that minimizes the pickup of the
environmental noise. The photocurrent measured from each diode is converted to a voltage with a
trans-impedance amplifier (TIA) with a gain GTIA ≈ 32K (Fig. 7(A)). It is advantageous to amplify
each photodiode signal separately by having two TIAs instead of subtracting the photodiodes
currents, amplifying and converting to voltage. The latter is more susceptible to pickup noise.
Further, the subtraction of the two signals and adding additional gain is accomplished by two
operational amplifiers. The total gain of this stage is GOPA ≈ 513 Fig. 7(B)). Accordingly, the
complete gain of the circuit is G ≈ 16 · 106. The bandwidth of the circuit is set to BW = 50
kHz. Since we perform particle detection in the time domain, it is convenient to express the
noise in terms of either peak-to-peak (pp) or RMS values. The figure of merit of Vrms should
be multiplied by 6.6 to get to the estimate of the peak-to-peak value. The parameters of the SD
photodiode are summarized in Table 4.

Fig. 7. A) Sketch of the differential detector circuit. The current from each photodiode
is converted to voltage by the transimpedance amplifier with a gain GTIA ≈ 32K. B) The
voltages of each TIA are subtracted and amplified with a combined gain of GOPA ≈ 513.
The bandwidth of the circuit is BW = 50 kHz. C) Sketch for modelling of the noise of a
single photodiode and TIA circuit. Rs = 300 MΩ, Cj = 30 pF, Cf = 33 pF, Rf = 100 KΩ.

We start by computing the shot Is and Johnson noise Ij of the photodiode:

Is =
√︂

2q(Ip + Id)BW, (27)
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Table 4. Parameters of the split detector(s): ODD-3W-2 Bi-Cell Silicon Photodiode

Active area 2 × 3.1 mm2

Dark Current 0.9 nA

Responsivity 0.36 (633nm) and 0.1 (405nm)

Noise Equivalent Power 2.5 × 10−14 W/
√

Hz

Response time ≈ 190 ns

where q is the electron charge, Ip the photocurrent, Id the dark photocurrent, and BW the
bandwidth.

Ij =

√︄
4kBTBW

Rs
, (28)

where kB is the Boltzmann constant, T the temperature in Kelvin (estimated for temperature 25◦),
Rs is the Shunt resistor of photodiode.

The total noise at the photodiode is given by:

Itp =
√︂

I2
s + I2

j , (29)

and the associated voltage noise at the output of TIA can be written as:

Enp = ItpGTIA. (30)

It is a convention to compute the RMS noise of the field-effect transistor (FET) TIA (Fig. 3(C))
using a piece-wise approach [31]. The voltage noise is computed for the low, medium and
high frequency region, and the coefficients for the voltage noise density K1 = 7, K2 = 3.3 and
K3 = 2.1 nV/

√
Hz are taken from the data sheet for the TIA (ADA4625-1). In the first region,

from f1 = 0.01 Hz to fc = 100 Hz

En1 = K1

[︂
1 +

Rf

Rs

]︂√︄
ln

(︂ fc
f1

)︂
, (31)

in the second region, from fc to fa = 1 kHz

En2 = K2K3

√︄
f 3
c
3

−
f 3
a
3

, (32)

and the third region from fa to f3 = 50 kHz

En3 = K2

(︂
1 +

Cj

Cf

√︃(︂ π
2

)︂
f3 − fa

)︂
. (33)

The output voltage component due to the current noise, with the corresponding coefficient for
the current noise density K4 = 4.5 fA/

√
Hz is equal to:

Eni = K4

[︂
1 +

Rf

Rs

]︂√︁
f3 − f1. (34)

Next, the contribution of the resistor noise of the TIA circuit is given by:

EnR =
√︁

4kBTRf BW. (35)
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The total noise at the output of TIA is given by:

Entotal =
√︂

E2
np + E2

n1 + E2
n2 + E2

n3 + E2
ni + E2

nR. (36)

Finally, after the differentiation of two diodes and the remaining gain of the circuit the RMS
noise can be estimated for the complete circuit

Enout = GOPA
√︁

2(Entotal)2. (37)

In Table 5 we summarize the different noise contributions.
The analytical estimate for the total output noise with no incident light at the split-detector

(Ip = 0) is Eab
nout = 8.34 mVRMS which roughly agrees with the experimental values Eeb

out = 7.8
mVRMS, measured with a RMS voltmeter R&S URE3. Further, the estimate of the noise with the
detector unblocked and no laser light is Ee

nout = 14 mVRMS. The increased level is due to ambient
noise that is not considered in the analytical model.

Table 5. The noise budget of the detector circuit in µVRMS

Noise Contribution EnR En3 Enp En1 En2 Eni

µVRMS 11.37 1.75 0.133 0.02 0.002 2.25e-4

Appendix C

The scanning piezo stage used in the setup (P-629.2CD by Physik Instrumente) is directed
mounted on an optical table, and not directly attached to the vertical breadboard containing the
optical CFS elements (mounted on the pillar Fig. 1(A)). In closed-loop operation, a built-in
sensor is used to monitor the position of the stage in real time. The error signal is sent to
the controller to provide accurate nanopositioning. External vibrations can affect the piezo
position in both horizontal and vertical directions. Based on the steady-state observation of
the feedback signal, one can identify the spectral characteristics of the vibrations of the setup
(Fig. 8). From the time-domain signal of the x and y - axis position (Fig. 8(A)) there is up to 25
nm displacement from the target zero position. The residual noise Fig. 8(A)) and B), is caused
by the electronic itself due to the high-frequency components that the piezo actuator is not able
to convert into motion. The effect of this noise is a horizontal mismatch between the peaks of
the signal in consecutive scans that is estimated to be 16 nm. This could be considered as the
piezo-induced limit for the particle positioning accuracy. As a comparison, in the x and y - axis
position (Fig. 8(C)) there is up to 40 nm displacement from the target zero position. The cause is
understood from the corresponding frequency domain representation (Fig. 8(D)) where there
are spectral contributions of 43 Hz, 47 Hz, and 100 Hz. After investigation, the 43 Hz was
attributed vibrations induced by the lock-in amplifier that was situated on the same optical table.
Further, one of the air pressured legs from the optical table was incorrectly placed such that
there was a mechanical contact between one of the legs and the table. This allowed building
vibrations to pass around to the table. After removing the lock-in amplifier from the optical table
and readjusting the table leg, the 43 and 47 Hz peaks disappeared (Fig. 8(B)).

Apart from the horizontal displacement of the piezo table due to vibrations, the latter could
also affect the z-position of the sample with respect to the focussing objective. We can update
the formalism for the pupil plane amplitude of As and Ap to account for the small defocusing
δz ≪ d/2. Defocusing is equivalent to shifting the position of a particle along the z axis by r = Z.
Thus the correction is needed in the second term of Eqs. (9) and (10) by including the phase shift
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Fig. 8. The time-domain (left) and corresponding frequency domain (right) mechanical
noise of the piezo stage. A) and B) showing the current state of the piezo noise . C) and D)
examplify how the controller of the piezo stage compensates for the multiple sources of the
vibration: 43, 47 and 100 Hz.

of ikzZ.

Aout
s ≈ rsAinc

s − (1 + rs)
α

2iϵ0

[︄
k2ky

kz

√︂
k2

x + k2
y

]︄
Ef (x)eikxXeikzZ (38)

Aout
p ≈ rpAinc

p + (1 + rp)
α

2iϵ0

[︄
kkx√︂

k2
x + k2

y

]︄
Ef (x)eikxXeikzZ . (39)

The effect of a slight defocus on the simulated LR profile is demonstrated in Fig. 9 We can
give an estimate that on average the Vpp drops by 0.7% per one nanometer of defocus. Further,

Fig. 9. Normalized simulated signal of the LR profile based on a single dipole model. Scan
line along the x-direction combined with a z-defocus of one nanometer per profile.
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the possible z-displacement can be computed as ∆z = σ(Vpp)/(czVpp). For the observed 60 nm
PSL on silicon sample signal, amplitude fluctuation renders the defocus of ∆z′ = 4.7 nm which
has been reduced to ∆z = 3 nm when the remaining fluctuation due to vibration sources were
removed.
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