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ABSTRACT Visual Place Recognition (VPR) is the ability to correctly recall a previously visited
place under changing viewpoints and appearances. A large number of handcrafted and deep-learning-
based VPR techniques exist, where the former suffer from appearance changes and the latter have
significant computational needs. In this paper, we present a new handcrafted VPR technique, namely
ConvSequential-SLAM, that achieves state-of-the-art place matching performance under challenging
conditions. We utilise sequential information and block-normalisation to handle appearance changes, while
using regional-convolutional matching to achieve viewpoint-invariance. We analyse content-overlap in-
between query frames to find aminimum sequence length, while also re-using the image entropy information
for environment-based sequence length tuning. State-of-the-art performance is reported in contrast to
9 contemporary VPR techniques on 4 public datasets. Qualitative insights and an ablation study on sequence
length are also provided.

INDEX TERMS SLAM, sequence-based filtering, visual localization, visual place recognition.

I. INTRODUCTION
VPR is the ability of a robot to correctly identify a previously
visited place using visual information. It is a challenging
problem due to variations in viewpoint, scale, illumination,
seasons, clutter background and dynamic objects. Confusing
and feature-less frames can also drastically increase the
difficulty in place matching [1] due to the lack of distinct
features to distinguish a given place from a geographically-
different but visually-similar place (perceptual-aliasing).

VPR is usually cast as an image retrieval problem.
Prior to the usage of deep-learning in VPR systems,
handcrafted local and global feature descriptors were used
to perform place recognition. Local feature descriptors only
process salient parts (keypoints) of the image, while global
feature descriptors process the entire image regardless of
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its content. The performance of local feature descriptors
suffers under illumination changes in the environment,
while global feature descriptors cannot handle viewpoint
variation [2]. The application of deep-learning, especially
Convolutional Neural Networks (CNNs), was first studied
by Chen et al. in [3] and since then most of the advances
in VPR have been primarily due to deep-learning-based
techniques. CNNs are systems capable of learning features
extracted from images using supervised training on labeled
datasets. Such CNN-based VPR techniques have achieved
state-of-the-art performance on the most challenging VPR
datasets, as evaluated in [4] and [5]. However, in order
to train a CNN for VPR tasks, one needs a large-scale
dataset of labeled images taken from different environments,
under various angles, seasons and illumination conditions.
Although labelled VPR datasets exist, such as Oxford Robot
Car dataset [6], SPED dataset [7] and Pittsburgh dataset [8],
they represent a particular environment under limited
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conditional and viewpoint changes. Therefore, the creation
of a large-scale, labeled dataset representing all the different
possible variations is not feasible and requires significant
time and resources. Furthermore, training a CNN within
reasonable times to adjust to a new environment will require
dedicated Graphics Processing Units (GPUs) and may take
several days/weeks in order to be trained. Because of the
CNN’s intense computational nature, their encoding-time and
run-time memory are also significantly higher than those
needed for the handcrafted feature descriptors. Although
the CNN-based VPR techniques have largely outperformed
handcrafted feature descriptor-based techniques on the image
matching front, their intense computational requirements
make them harder to use in this field. As a result of these
demanding requirements, the deployment of CNN-based
techniques for VPR are restricted for resource-constrained
vehicles such as battery-powered aerial, micro-aerial and
ground vehicles, as discussed in [5] and [9].

In this work, we propose a novel sequence-based
and training-free VPR technique, namely ConvSequential-
SLAM, that is successfully able to perform Visual Place
Recognition (VPR) under changing viewpoint and appear-
ance conditions. In contrast to other sequence-based VPR
systems such as [10] and [11] that use a constant sequence
length of images, our technique is using a dynamic sequence-
based matching approach that is able to determine the most
representative sequence length for each sequence of images.
The resulting system is a training-less and light-weight
VPR system, successfully able to adapt to any environment.
We report state-of-the-art performance on both viewpoint
and conditionally-variant datasets. Fig. 1 shows the block-
diagram of ConvSequential-SLAM.

FIGURE 1. The block diagram of our framework is given here, which
presents all the major components of the system.

We make the following main contributions in this paper:
1) We integrate convolutional scanning into our system,
achieving robustness to moderate viewpoint variations;
2) We achieve conditional invariance by using regional,
block-normalised Histogram-of-Oriented-Gradients (HOG)

descriptors instead of contrast-enhanced pixel-matching;
3) We developed an analysis based on information-gain
from consecutive query images to determine the minimum
sequence length needed. This approach can only be used by
this particular algorithm presented in the paper, and cannot
be applied to all possible algorithms; 4) Building upon the
sequence length generated by analysing consecutive query
images, we use the entropy computation for salient region
extraction to formulate an optimal dynamic sequence length,
instead of a constant sequence length, as used in sequence-
based VPR techniques.

The remainder of the paper is organised as follows:
Section II presents an overview of the existing literature
in VPR. Section III presents detailed information about
ConvSequential-SLAM, while in Section IV we discuss the
experimental setup. Section V presents the results and analy-
sis obtained by evaluating the performance of our algorithm
against other VPR techniques on public VPR datasets. The
conclusion and future work are given in Section VI.

II. LITERATURE REVIEW
A comprehensive review of the existing challenges and
research in the field of VPR is presented in [2]. Local
feature descriptors such as scale-invariant feature transform
(SIFT) [12] and speeded-up robust features (SURF) [13]
make use of the most notable features in the image for
extraction (keypoints), followed by description. These local
descriptors have been widely used to perform VPR such
as in [14]–[17], [18]. FAB-MAP [19] is an appearance
based place recognition system based on local feature
descriptors integrated within a SLAM system. It represents
visual places as words and uses SURF for feature detection.
CAT-SLAM [20], extends the work of FAB-MAP by
including odometry information. Center Surround Extremas
(CenSurE) [21] introduces a suite of new feature detectors
that outperforms the previously mentioned local feature
descriptors, performing real-time detection and matching of
image features. CenSurE has been used by FrameSLAM
in [22]. The Bag-of-Words model (BoW) [23], [24] has been
used for VPR tasks such as in [25].

A very popular global feature descriptor is Gist [26], [27].
The work done in [28]-[30] shows some examples of
Gist whole-image descriptor used in place recognition.
Histogram-of-Oriented-Gradients (HOG) [31] is a global
descriptor which creates a histogram by calculating the
gradient of all pixels present in the image. McManus et al.
used HOG for VPR in [32]. In SeqSLAM [10], sequences
of camera frames are compared instead of single frames,
thus achieving increased performance in VPR compared
to traditional feature-based techniques, when the place is
subject to drastic changes. More recently in CoHOG [33],
the authors proposed a training-free technique based on
the HOG descriptor that is able to achieve state-of-the-art
performance in VPR.

CNNs are known to be robust feature extractors and their
performance on VPR related tasks showed promising results,
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thus being extensively explored in the field of place recog-
nition in challenging environments. The authors of [3], com-
bined all 21 layers of the Overfeat network [34] trained on
ImageNet 2012 dataset together with the spatial and sequen-
tial filter of SeqSLAM. Chen et al. [7] trained two neural
network architectures, namely HybridNet and AMOSNet,
on the Specific PlaceEs Dataset (SPED). Arandjelović
et al. [35] introduced a new layer based on a generalised
Vector of Locally Aggregated Descriptors (VLAD) entitled
NetVLAD, that can be incorporated in any CNN architecture
for VPR training. The authors of [4] tested the performance of
NetVLAD on multiple datasets, including: Berlin Kudamm,
Gardens Point and Nordland datasets, showing its robust
performance given various VPR scenarios. In Cross-Region-
BoW [36], the authors identified the ROI of a query
image using the CNN’s layers acting as high-level feature
extractors, then described these regions using low-level
convolutional layers. Khaliq et al. [37] presents a lightweight
VPR approach, based on ROI extraction combined with
VLAD in order to achieve state-of-the-art performance under
severe viewpoint and conditional variations. CALC [38]
trained a Convolutional Auto-Encoder to output illumination-
invariant Histogram-of-Oriented-Gradients (HOG) descrip-
tors, where instead of using the original version of the image,
laterally shifted and distorted versions of the image are used
as input to output the same HOG descriptor for all distorted
inputs. This results in a very light-weight system robust to
variations in viewpoint and illumination. Torii et al. proposed
in [39] a place recognition approach, entitled DenseVLAD,
that successfully combines synthesis of novel virtual views
with a densely sampled but compact image descriptor.
Khaliq et al. present RegionVLAD [40], a light-weight CNN-
based VPR technique that is able to detect salient features
from images, while filtering out confusing elements.

The authors of [41] proposed a single-image and training-
free VPR system, robust to appearance and viewpoint varia-
tion. Neubert and Protzel [42] present a novel local region
detector, SP-Grid, which is able to ameliorate the effects
of viewpoint variation. The work of Pepperell et al. [43] on
SMART extended SeqSLAM by incorporating odometry into
its calculations. More recently, the authors of [44] proposed
a new sequence-based VPR system for aerial robots. In [45],
the authors present a highly-scalable VPR pipeline that uses
coarse scalar-quantisation based hashing. Sequence-based
matching is used to resolve the collisions in the hash space.
Johns and Yang [46] show a new method for appearance-
based localisation, namely Feature Co-occurrence Maps. The
authors of DeepSeqSLAM [11] proposed to integrate a RNN
model on top of a CNN. The resulting system is successfully
able to learn both visual and positional representations from
a single monocular image sequence of a route. The authors
of [47] propose a system with robust localisation, by creating
a data association graph that is able to relate images from
sequences. Vysotska and Stachniss presented in [48] a new
approach based on graph-based image sequence matching
that is swiftly able to retrieve the correspondences between

a sequence of query and reference images, under severe
appearance changes. The authors of [49] use a minicolumn
network (MCN) approach that is able to create an internal
representation that encodes sequential information.

As opposed to using VPR techniques with constant
sequence lengths such as SLAM [10] and DeepSeqS-
LAM [11], our technique is able to adapt to each unique envi-
ronment by employing a dynamic sequence-based matching
approach. This is important as using an unchanged number
of images in a sequence can either limit the performance
of a VPR technique if the chosen sequence length is too
small, or it can unnecessarily increase the computational load
of the system, otherwise. ConvSequential-SLAM achieves
state-of-the-art performance or comparable place matching
performance in VPR related scenarios, while having a lower
computational loadwhich is important especially for resource
constrained platforms.

III. METHODOLOGY
This section presents the methodology proposed in our work.
The query images represent the visual data received from the
camera, while the reference images represent the stored map
of the environment in the form of RGB images. The block
diagram showing each step of the ConvSequential-SLAM
system is presented in Fig. 1.

A. INFORMATION GAIN
The first major innovation in our work is the ability of
our technique to determine the information-gain resulted
from analysing consecutive query images. This allows a
more robust understanding of the environment, while it
also gives enough information about different textures and
properties found in successive query images. This approach
is used to determine the local change-point in consecutive
query images, thus enabling a minimum sequence length
(min_k) for each sequence of images to be determined (see
subsection III-E).

The information-gain is calculated as follows. Firstly,
we compute the Histogram-of-Oriented-Gradients of the
first and second query image that are part of a sequence.
Secondly, we proceed to compare these two images together
using regional convolutional matching (see subsection III-D),
generating a similarity score. Finally, we compare this score
with the Information Threshold (IT) to determine if the
similarity between the two query images provides sufficient
information gain. We then proceed to compare the first query
image with the third and so on, repeating the above steps,
until we find a representative minimum sequence length. The
information gain can be easily summarised as in equation (1)
and (2) below:

Information Gain = 1− Similarity Score (1)

Initial Seq =

{
k + 1, if Info Gain ≥ IT .

entropy map, otherwise.

(2)
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In the above equation, min_k ≤ k ≤ max_k_IG,
IT represents the Information Threshold and it is in range
[0,1], min_k is the minimum sequence length (set to 1) and
max_k_IG is the maximum sequence length. The Initial
Sequence Length (Initial Seq) in equation (2) represents
the number of query images that are part of the query list
generated by this approach. When the Information Gain
module provides its best sequence length (e.g. Info Gain <

IT ), we proceed to calculate the sequential entropy (see
subsection III-F) for that sequence of query images and
determine whether this has the optimal length.

B. ENTROPY MAP AND ROI EXTRACTION
The second step in the ConvSequential-SLAM framework is
to create the entropy map representing the salient regions in
each query image. This is similar to [33], where the entropy
map creation is based on estimating the local pixel intensity
variation within the grayscale image and computing the base-
2 logarithm of the histogram of pixel intensity values within
each local region. This entropy map is represented by a
matrix of size W1*H1, the elements of which are values in
the range {0-8}, due to the pixel intensities in the range of
20 to 28 − 1. The dimensions W1*H1 represent the fixed
size dimensions of the input image. The following matrix
represents the entropy map for a query image:

Entropy =


e11 e12 e13 . . . e1W1

e21 e22 e23 . . . e2W1
...

...
...

. . .
...

eH11 eH12 eH13 . . . eH1W1


where eij ∈ {0− 8}. (3)

Using the entropy map of an image, we extract Regions-
of-Interest (ROIs) by computing the average entropy of a
region of size W2*H2. If this entropy is above a threshold
ET , it reflects that a region in informative and is selected
as an ROI. The total number of regions (non-overlapping) in
an image is N = W1/W2 × H1/H2 and the total number
of ROIs is G which can vary from one query image to
another. Further details about the effect of ET and entropy
map creation have been discussed at length in [33] and not
provided here to avoid redundancy.

Moreover, in order to get a single entropy value for the
entire image, we sum all the elements of the entropy matrix
and divide them by W1*H1*8 to get the re-scaled value.
This is useful for the computation of sequential entropy of a
sequence of query images to determine the dynamic sequence
length (see subsection III-F).

C. REGIONAL HOG COMPUTATION
The process of regional HOG computation takes place as
follows. In the first instance, we compute a gradient map of a
grayscale image of size W1*H1. Following this, a histogram
of oriented-gradients is computed for all N regions of
the image, with each region having the size of W2*H2.
Furthermore, each histogram of every region has L bins,

where each bin is labelledwith equally spaced gradient angles
between 0-180 degrees. Lastly, we use L2-normalisation to
achieve illumination invariance. This is done at a block level
of size (W2*2)*(H2*2).

D. REGIONAL CONVOLUTIONAL MATCHING
Following the regional HOG computation, we proceed to
regional convolutional matching, given each query image
is represented as N regions, each being described by a
HOG-descriptor of depth 4*L. Using the information from
the Region of Interest (ROI) evaluation, these N regions
are reduced to G salient regions. By doing so, the query
image HOG-descriptor can be represented as a 2D matrix
of dimensions [G, 4*L]. The reference image has N regions
with the descriptor size of 4*L, therefore its resulting matrix
has the dimensions of [N, 4*L]. We then proceed to multiply
the query and reference matrices, and the result is a matrix
of dimensions [G, N]. Each row of this matrix represents a
salient region of a query image, while each column represents
the cosine-matching scores for that region with all the N
regions of a reference image. Max-pooling is used across
the rows of the aforementioned matrix in order to determine
the best matched regions between the query and reference
images. The final score is computed as the arithmetic mean
of matching scores of all G regions and is in the range
of 0 - 1, such that the higher the score, the higher the similarity
between the two images. Finally, the reference image that has
the highest score is chosen to be the best match for a given
query image.

E. CREATING THE QUERY IMAGES SEQUENCE
Query images are added into a 1D list in a sequential
manner, such that the length of this list is dependent on the
sequential entropy (explained in subsection III-F). Even if
the sequential entropy’s value for the first k images is higher
than the Entropy Threshold (ET), where 0 ≤ ET ≤ 1,
the minimum sequence length will be determined using the
information-gain resulted from analysing consecutive query
images (see subsection III-A). Thus, we will not end up with
non-optimal sequence lengths, that will ultimately result in
poor performance. The 1D query list containing a sequence
of query images is represented as:

Sequential Query List =
[
q1 q2 q3 . . . qk

]
(4)

In the above equation q1 is the first query image, qk is the
last query image, and k is the total number of images that
are part of a sequence. As previously mentioned, the length
of this list will constantly change, but all the images will
be in a sequential order, starting from the first image to the
k-th image. When computing the second sequence of query
images, we start with the second image (q2) and so on. It is
important to note that for any N images read, the number of
query images sequence lists created will be N - k + 1, where
k will contain the length of the last list created. That is, for
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Algorithm 1Matching Query and Reference Sequences
Given: Query Images Sequence (Q_Seq)
Given: Reference_Images_List (R_List)
ref_matching_scores = [ ]
iterator = 0
k = Length (Q_Seq)
while itr + k ≤ Length(R_List) do

Sequential_Reference_List = R_Seq = [ ]
for ref_itr in range(itr, itr + k) do

APPEND R_List[ref_itr] to R_Seq
match_score = Sequence_Matching_Func(Q_Seq,
R_Seq)
ADD match_score to ref_matching_scores
iterator = iterator + 1

Best Match =Max (ref_matching_scores)

any N query images, the algorithm will only match the first N
- k + 1 images.

F. ENTROPY-BASED DYNAMIC QUERY IMAGES SEQUENCE
The second key innovation is incorporating the ability of
our technique to reuse entropy as measure of the overall
information content found in a sequence of query images,
to decide an optimal sequence length of each query list.
Building upon the sequence length generated by analysing
consecutive query images (see subsection III-A), we use
the entropy to maximize the efficiency of this length.
To achieve this, our technique first looks at the information
content (entropy score) of the query sequence list generated
in subsection III-A (first min_k_IG query images). If the
information content within this sequence of images is less
than a threshold (ET ), we increase the sequence length by a
constant step, then recompute the information content for this
new increased sequence of images. If the information content
(Seq Entropy) for this increased sequence of images reaches a
reasonable value (ET ), the corresponding length of the query
images sequence is used, otherwise we keep increasing it (up
till maximum sequence length) to find a suitable sequence
length. Seq Entropy represents the arithmetic mean of the
entropy scores of the query images within the sequence. The
entire iterative process is summarised in equation (5) below:

Seq Length =

{
min_k_IG, if Seq Entropy ≥ ET .

k + 1, otherwise.
(5)

In the above equation min_k_IG ≤ k ≤ max_k , ET
represents the Entropy Threshold, min_k_IG is the minimum
sequence length (generated in subsection III-A) and max_k
is the maximum sequence length. The Sequence Length (Seq
Length) in equation (5) represents the number of images that
are part of the query list at a given time, thus being dependent
on the value of k. In the same equation, the Sequential
Entropy (Seq Entropy) refers to the average entropy value (see
subsection III-B) of k images that are part of this query list.

G. DYNAMIC SEQUENCE MATCHING
This subsection presents how we achieve the matching
between dynamic sequence length of images. As discussed in
subsection III-F, our technique creates a dynamic list of query
images, i.e., the length of the query sequence list will vary for
different sets of query images. During the matching phase,
we create a sequential 1D reference list of the same length
as the sequential query list. These sequential 1D reference
lists are created for all the images in the reference map.
Because the size of our reference list is dependent on the
sequential query list’s length, this simplifies the matching
of the query and reference image sequences. The algorithm
that retrieves a correct match for a sequence of query images
given a reference map can be found in Algorithm 1. The
function Sequence_Matching_Func in Algorithm 1 takes k
corresponding pairs (1-to-1 matching) from the query image
sequence (Q_Seq) and reference image sequence (R_Seq)
and matches them using Regional Convolutional Matching,
as explained in subsection III-D. The matching score of
the query and reference sequences is the arithmetic mean
of the matching scores of the pairs within these sequences.
This function returns the matching score of the query image
sequence and the reference image sequence. Given all the
reference images and their corresponding sequences from the
reference map, the sequence with the highest matching score
is selected as the best match.

IV. EXPERIMENTAL SETUP
A. SEQUENTIAL DATASETS
To evaluate the proposed technique, we have used the
following public VPR datasets: Gardens Point dataset [50]
containing images taken from different angles (viewpoint
variation). This dataset consists of a total of 600 images,
divided into 200 query images (day images) and 400 ref-
erence images equally divided into both day and night
images. In this paper, we have used day left as query images
and both day right and night right as reference images;
Nordland dataset [51] containing drastic appearance changes
of a place in different seasons (spring, summer, autumn
and winter). We have used 172 query images taken form
the summer dataset and 172 reference images taken from
the winter dataset; Campus Loop dataset [38] containing
viewpoint variation, seasonal variation and also the presence
of statically-occluded frames. This dataset has 100 query
and 100 reference images. Apart from using these datasets
to show the performance of our technique, we also use the
Alderley (night-to-day) dataset solely to show the variation
in sequence length due to sequential entropy. This sequential
dataset consists of 201 query images (night images) and
201 reference images (day images).

B. STATE-OF-THE-ART VPR TECHNIQUES
We compare the performance of ConvSequential-SLAMwith
other VPR techniques, such as CoHOG [33], HOG [31],
CALC [38], HybridNet [7], AMOSNet [7], SeqSLAM [10],

VOLUME 9, 2021 118677



M.-A. Tomit
’
ă et al.: ConvSequential-SLAM: Sequence-Based, Training-Less VPR Technique for Changing Environments

RegionVLAD [40], NetVLAD [35] and DeepSeqSLAM [11]
on the datasets mentioned in Subsection IV-A. We have used
SeqSLAMwith a sequence length of 5 and 10 images respec-
tively, while DeepSeqSLAM was tested with a sequence
length of 10 images only. The remaining VPR techniques are
single-image-based and are provided for completeness.

C. PARAMETERS
In this work, we have used W1 = H1 = 512, W2 = H2 =
16, L = 8 bins, G (can take different values for different
query images depending on the scene that is represented),
ET = 0.5, IT = 0.9, min_k = 1, max_k_IG = 15
and max_k = 25 for ConvSequential-SLAM. These values
represent the backbone of our system, as they are responsible
for determining the optimal sequence length. The above
values were specifically chosen as they provide overall good
results (in terms of Accuracy, AUC-PR and PCU) while also
providing comparable results to our static sequence length (k
= 10 images) version of ConvSequential-SLAM. An ablation
study showing the performance of our technique in terms of
accuracy and AUC-PR with various sequence lengths (1 ≤ k
≤ 20) is provided later in this paper.

D. PERFORMANCE METRICS
The authors of [2] suggested that Precision-Recall curves
are a key evaluation metric for VPR techniques. Therefore,
an ideal system would achieve 100% precision at 100%
recall. The authors of [52] used theArea-under-the-Precision-
Recall-Curve (AUC-PR) to compare the performance of VPR
techniques which has therefore been adopted in our work as
well. AUC-PR is computed by plotting the Precision-Recall
curve at different confidence thresholds.

In [52], the authors highlighted that an ideal AUC-PR
score of 1 is achievable even if the system contains false-
positives and therefore suggested that the accuracy A (refer to
equation (6)) of a system should also be provided. Moreover,
AUC-PR is only focusing on the matching performance of
a given VPR system, thus not incorporating the computa-
tional intensity of that technique. This is essential in real-
world scenarios, where for resource-constrained platforms,
the matching performance has to be directly related with
the computational intensity. For this reason, the authors
of [4], [5], [37] and [38] determined the feature encoding
time (te) to be an important performance indicator. In [33],
the Performance-per-Compute-Unit (PCU) is defined by
combining PR100 with te as in equation (7):

A =
Total No. of Correctly Matched Query Images

Total No. of Query Images in Database
(6)

PCU = PR100 × log
(
te_max
te
+ 9

)
(7)

As it can be seen in the above equation, higher precision
will always lead to a higher PCU value. The maximum
feature encoding time (te_max) is chosen to represent the
most resource intensive VPR technique. In our case, this

TABLE 1. The AUC-PR of VPR techniques on the 4 datasets.

is NetVLAD, with the feature encoding time of te_max =
0.77 sec. Fig. 4 shows the feature encoding time (te) for
various VPR technique tested. The scalar 9 is added in
equation (7) so that the VPR technique that has te = te_max
does not have a PCU of 0, but instead that it provides a more
interpretable range. We present the PCU of ConvSequential-
SLAM in Fig. 3 and discuss it further in subsection V-C.

V. RESULTS AND ANALYSIS
In this section, we discuss results from a place matching
performance point, in terms of accuracy, AUC-PR and PCU.
We also present the performance of ConvSequential-SLAM
for various sequence lengths and show how the sequence
length varies between one dataset and another. Finally,
we show some samples of correctly and incorrectly retrieved
query and reference images by our technique for a qualitative
insight. For all experiments presented below, we have used a
PC equipped with an Intel Core i7-4790k CPU.

A. ACCURACY
This subsection presents the accuracy results of
ConvSequential-SLAM against the performance of other
VPR techniques. Fig. 2 shows the computed values of
accuracy for all techniques, on all 4 datasets. As all the
datasets tested contain consecutive images, there is a high
possibility that each image is similar to the ones located in
its immediate proximity. Therefore, if for any query image,
the reference image found to be the best match is in the range
±2, we consider it as a correct match, except for the Nordland
dataset where we use the ±1 range.
ConvSequential-SLAM achieves state-of-the-art accuracy

on all datasets utilised in this work. Our approach
also achieves state-of-the-art performance on the highly
conditionally-variant Gardens Point (day-to-night) and
Nordland datasets, followed by state-of-the-art deep
learning-based techniques like NetVLAD, HybridNet and
AMOSNet. However, DeepSeqSLAMwith a sequence length
of 10 images outperforms every other VPR technique on both
Gardens Point (day-to-night) and Nordland datasets.

B. AREA-UNDER-THE-PRECISION-RECALL-CURVE
The performance of ConvSequential-SLAM in terms of
AUC-PR on all datasets is reported in Table 1. It achieves
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FIGURE 2. The accuracy of ConvSequential-SLAM (using a fixed sequence length of 10 images as well as a dynamic length determined
by the system itself) is compared against the accuracy of other state-of-the-art VPR techniques on widely used public VPR datasets.

FIGURE 3. The PCU of ConvSequential-SLAM is compared with the PCU of
other contemporary VPR techniques on all mentioned datasets.

state-of-the-art AUC-PR performance on the Campus Loop,
Gardens Point (day-to-day), andGardens Point (day-to-night)
datasets. When compared to NetVLAD, ConvSequential-
SLAM achieves better performance on all datasets tested,
except onNordland dataset, as reported in Table 1.We can see
a small boost in performance between our algorithm using a
fixed sequence length of 10 images and a dynamic sequence
length respectively. When compared to DeepSeqSLAM,

FIGURE 4. The feature encoding time of various VPR technique are
presented in this graph. Our k = 5 and k = 10 represent the feature
encoding time of ConvSequential-SLAM using fixed sequences
of 5 and 10 images respectively.

the proposed technique achieves comparable results on both
Campus Loop and Gardens Point (day-to-day) datasets.
However, DeepSeqSLAM outperforms all VPR techniques
on the remaining two datasets (Gardens Point (day-to-night)
and Nordland). In Fig. 5, we present the Precision-Recall
curves of all the VPR techniques tested in our work on all
4 datasets introduced in Section IV.

C. PERFORMANCE-PER-COMPUTE-UNIT (PCU)
Fig. 3 presents the PCU of ConvSequential-SLAM using
a fixed sequence length of 10 images. Because we match
sequences of images instead of single frames, the feature
encoding time will also be increased with each image that
is part of that sequence, as shown in Fig. 4. The feature
encoding time for dynamic k will vary between the lowest
value (that is for a minimum sequence length determined by
the information-gain) and the maximum value for a sequence
length of 25 images.
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FIGURE 5. The precision-recall curves for all VPR techniques on each of the 4 datasets used in our work are enclosed here.

In this subsection, we use the average sequence length
computed by our methodology within the dataset for
encoding time computation. Even though using a higher
sequence length will result in higher encoding times,
the performance boost in placematching that is gained greatly
benefits ConvSequential-SLAM. This can be seen in Fig. 3,
where we present the PCU value of our technique against
other VPR techniques, on all 4 datasets. As mentioned in
subsection IV-D, a system that achieves high precision
will have a high PCU value. This is also the case for
ConvSequential-SLAM, which achieves high PCU values
due to its high precision.

D. VARIATION IN SEQUENCE LENGTH
It is well known the fact that by incorporating sequence-
based filtering into a VPR system, the overall performance
is greatly improved. However, sequence matching requires a
static sequence length to be provided for each environment
that the robotic platform is operating in. Furthermore, this
sequence length cannot always be constant as different VPR
techniques have different place matching performances. This
is an important factor especially for resource constrained
platforms, in which the computational intensity of a VPR
technique needs to be carefully considered. We show that
ConvSequential-SLAM is successfully able to adapt its
sequence length depending on the environment.

Fig. 6 presents the different sequence lengths (k) that can
be achieved when the program was run on all datasets. It is
important to note that by varying both the Entropy Threshold
(ET) and Information Threshold (IT) we can achieve lower or
higher sequence lengths. Also, it is worth noting that we use
day images as query images for both Gardens Point (day-to-
day) and Gardens Point (day-to-night) datasets, so we only
include one instance of the dataset in Fig. 6 in order to avoid
redundancy.

In addition to the datasets mentioned above, we also use
the Alderley (night-to-day) dataset to show how the sequence
length is modifying because of entropy. However, all VPR
techniques poorly perform on this dataset, because the query
images (night images) provide little to no information about
the environment. This is due to the poor lighting condition
in the environment as well as the presence of rain, which
increase the difficulty in place matching.

Because in the Campus Loop, Gardens Point and
Nordland datasets the entropy across each dataset is too
high, the sequence length would not have increased in
most cases, therefore we would end up with non-optimal
sequence lengths. By using information-gain resulted from
analysing consecutive query images, we are able to increase
the minimum sequence length even though the salient
information found in any given query image is above the
threshold set (e.g. ET ≥ 0.5). However, in contrast with the
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FIGURE 6. The variation in sequence length of ConvSequential-SLAM on
all four datasets is shown here.

FIGURE 7. The ablation study showing the accuracy of
ConvSequential-SLAM for different k values (1 ≤ k ≤ 20).

previously mentioned datasets where the sequence length
would not increase due to high information content in
query images, on the Alderley dataset query images (night
images) do not contain salient information due to poor
illumination, therefore the sequence length will increase up
to the maximum sequence length of 25 as shown in Fig. 6.

E. ABLATION STUDY
Fig. 7 and Fig. 8 presents the performance of our approach in
terms of Accuracy and AUC-PR values, when using dynamic
length of images. The programwas tested with fixed k lengths
between 1 and 20 images respectively. Increasing the value
of k leads to an increase in both Accuracy and AUC-PR
performance. In both Campus Loop and Gardens Point (day-
to-day) datasets, a sequence length of k= 7 images will result
in the best performance, whilst a higher sequence length is
needed in order to achieve desirable results for the remaining
two datasets: Gardens Point (day-to-night) and Nordland.

F. EXEMPLAR MATCHES
Fig. 9 shows some correctly matched sequences of query and
reference images, taken from each dataset. Some failure cases
for the proposed technique are shown in Fig. 10. These are
primarily due to the presence of confusing features coming
from trees and vegetation that can be found in most images

FIGURE 8. The ablation study showing the AUC-PR of
ConvSequential-SLAM for different k values (1 ≤ k ≤ 20).

FIGURE 9. Some correctly matched sequences of query and reference
frames.

FIGURE 10. Some incorrectly matched query and reference frames.

throughout the Nordland dataset, increasing the difficulty in
place matching.

VI. CONCLUSION AND FUTURE DIRECTIONS
We have presented ConvSequential-SLAM, a system that
successfully performs VPR in challenging environments,
with zero training requirements. The proposed technique
achieves state-of-the-art performance on public VPR datasets
that contain both viewpoint and appearance variations.
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A possible future direction for improving this work is to cater
for dynamic objects and confusing features coming from
trees, vegetation etc. in outdoor environment.
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